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Introduction

IBM Storwize HyperSwap is a response to increasing demand for continuous application
availability, minimizing downtime in the event of an outage, and non-disruptive migrations.

IT centers with IBM i can take full advantage of the HyperSwap solution.

In this IBM Redpaper™ publication, we provide instructions to implement Storwize
HyperSwap with IBM i. We also describe some business continuity scenarios in this area,
including solutions with HyperSwap and IBM i Live Partition Mobility, and a solution with
HyperSwap and IBM PowerHA® for i.
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1.1 IBM Storwize HyperSwap overview
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The IBM HyperSwap function is a high availability feature that provides dual-site, active-active
access to a volume. It provides continuous data availability in case of hardware failure, power
failure, connectivity failure, or disasters. HyperSwap capabilities are also available on other
IBM storage technologies that can support more than one I/O group (for example, Storwize
V5030 systems) and also IBM FlashSystem V9000 and A9000.

This feature was introduced with IBM Spectrum™ Virtualize V7.5 on Storwize and SVC
devices.

The HyperSwap function is a new level of security since it can also handle an outage of a
Storwize V7000 control enclosure or a cluster in a single site. Before HyperSwap was
introduced the Storwize V7000 was able to handle an outage of external (virtualized) or
internal storage via the Volume mirroring feature. This did not cover an outage of one site or
controller; this could only work at a host level in combination with a second storage system.

Starting with V7.5 a technology is available that provides a high availability (HA) solution
transparent to a host over two locations which can have a distance of up to 300 km. This is
the same as the Metro Mirror limitation for the distance.

The HA solution is based on HyperSwap volumes which have a copy at two different and
independent sites. Data that is written to the volume is automatically sent to both sites, even if
one site is no longer available then the other remaining site allows access to the volume.

A new Metro Mirror capability, active-active Metro Mirror, is used to maintain a fully
independent copy of the data at each site. When data is written by hosts at either site, both
copies are synchronously updated before the write operation is completed. The HyperSwap
function automatically optimizes itself to minimize the data that is transmitted between sites
and to minimize host read and write latency.

To define HyperSwap volumes, active-active relationships are made between the copies at
each site. This is normally done using the GUI, but can also be created using the CLI. The
relationships provide access to whichever copy is up to date through a single volume, which
has a unique ID. As with normal remote mirror relationships, the HyperSwap relationships can
be grouped into consistency groups. The consistency groups fail over consistently as a group
based on the state of all of the copies in the group. An image that can be used in the case of
a disaster recovery is maintained at each site.

As redundancy over the locations is needed, a Storwize V7000 HyperSwap configuration
requires one system (one control enclosure with two nodes) in both locations. This results in a
minimum configuration of two control enclosures, one in each site. Based on the used
hardware additional devices can be used, as long as is supported by the used system
(Storwize V7000 allow more control enclosures than Storwize V5000).

In addition to the two sites that are holding the data a third, independent site is required for
any HyperSwap solution. This is mandatory to avoid so-called “split-brain” solutions, which
can happen if both sites are not able to communicate anymore, but both sites are still up and
running. This third site is the location of the quorum disk, which acts as a tiebreaker. For this,
the third site needs an independent connection to both data sites.

Previously, this had to be a Fibre Channel-attached storage device. However, since V7.6
there is also the possibility to use an IP Quorum, which is a piece of software installed on a
supported server (for example, Linux). Check the product documentation for all prerequisites
that come along with this setup. By using this IP Quorum, this is selected automatically as the
active quorum.
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Several requirements must be validated for the Storwize V7000 HyperSwap implementations,
specifically for the SAN extension. For more information about HyperSwap prerequisites, see
the IBM Storwize V7000 Knowledge Center.

How a HyperSwap setup works is shown in Figure 1-1.

Server 1
Site 1
Vol ID 1

Owning Access
10Group 10Group
’ L)
i
10Grp, . 10Grp 1
I

Site/1 /] H [\ Site 2
ID 1 MM E
Master \I H ‘/ Aux
(Source) H (Target)

Figure 1-1 How HyperSwap works

Every volume has a copy that is mirrored via a special Metro Mirror (MM). With this mirror, the
target volumes get the same ID as the source and is seen as the same volume. Because
every volume is accessed at the same time via two 1/O groups, the maximum number of paths
is doubled here. So the server sees four nodes for every volume (two out of I/O group 0 and
two from 1/O group 1). The multipath driver selects the preferred path (via ALUA) and uses
this path, as long as this path is online and reachable. For a case that the traffic is directed to
the access I/O group, the data is forwarded to the owning I/O group.

1.2 IBM i overview

IBM i servers are the first-choice of systems for companies that want the benefits of business
solutions without the complexity. IBM i product line offers the most integrated and flexible set
of servers in the industry, designed for small and medium businesses, and scalability for large
business solutions. IBM i servers run in partitions of IBM POWER® systems.

Next we present some features of IBM i servers that are important for working with external
storage systems.
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1.2.1 Single-level storage and object-orientated architecture

When you create a new file in a UNIX system, you must tell the system where to put the file
and how big to make it. You must balance files across different disk units to provide good
system performance. If you discover later that a file needs to be larger, you need to copy it to
a location on disk that has enough space for the new, larger file. You may need to move files
between disk units to maintain system performance.

IBM i server is different in that it takes responsibility for managing the information in auxiliary
storage pools (also called disk pools or ASPs).

When you create a file, you estimate how many records it should have. You do not assign it to
a storage location; instead, the system places the file in the best location that ensures the
best performance. In fact, it normally spreads the data in the file across multiple disk units.
When you add more records to the file, the system automatically assigns additional space on
one or more disk units.

Therefore, it makes sense to use disk copy functions to operate on either the entire disk
space or the IASP. Power HA supports only an asp-based copy.

IBM i uses a single-level storage, object-orientated architecture. It sees all disk space and the
main memory as one storage area and uses the same set of virtual addresses to cover both
main memory and disk space. Paging of the objects in this virtual address space is performed
in 4 KB pages. However, data is usually blocked and transferred to storage devices in bigger
than 4 KB blocks. Blocking of transferred data is based on many factors, for example, expert
cache usage.

1.2.2 Translation from 520 byte blocks to 512 byte blocks

4

IBM i disks have a block size of 520 bytes. Most fixed block (FB) storage devices are
formatted with a block size of 512 bytes so a translation or mapping is required to attach
these to IBM i (IBM DS8000® supports IBM i with a native disk format of 520 bytes).

IBM i performs the following change of the data layout to support 512 byte blocks in external
storage: for every page (8 * 520 byte sectors) it uses an additional 9th sector; it stores the
8-byte headers of the 520 byte sectors in the 9th sector, and therefore changes the previous
8* 520-byte blocks to 9* 512-byte blocks. The data that was previously stored in 8 * sectors is
now spread across 9 * sectors, so the required disk capacity on V7000 is 9/8 of the IBM i
usable capacity, and vice-versa, the usable capacity in IBM i is 8/9 of the allocated capacity in
Storwize.

Therefore, when attaching a Storwize to IBM i, whether through vSCSI, NPIV or native
attachment, this mapping of 520:512 byte blocks means that you will have a capacity
constraint of being able to use only 8/9ths of the effective capacity.

The impact of this translation to IBM i disk performance is negligible.
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Testing environment and
configuration

This details the testing environment and the configuration that was employed.

© Copyright IBM Corp. 2018. All rights reserved.



2.1 Testing environment

6

We used the following environment for testing Storwize HyperSwap with IBM i:

>

POWER servers

— Production server - POWER P730
— Disaster recovery (DR) server - POWER P770

IBM i level

We used IBM i level 7.3 Technology Refresh 3

Server Connection

For the tests we used NPIV connection of Storwize to IBM i
VIOS levels

We used two VIOS, both of them level 2.2.6.10

SAN switches

Four Brocade Fibre Channel switches are used. They are divided into a public and private
switch (via virtual switch/fabric) to provide a private fabric for internal communication
between the nodes and a public SAN for all other I/O traffic.

SAN connection and zoning
We used two fabrics (A and B) for public and private SAN.

For the tests with PowerHA for i and IASP we used one fabric to make setup for these
tests faster and simpler. However we certainly recommend to use two fabrics also for
solutions with PowerHA for i.

Storwize V7000

— Storage server on Production site - Storwize V7000 Gen1
— Storage server on DR site - Storwize V7000 Gen1

The two Storwize V7000 storage servers are set up in a HyperSwap topology.

Figure 2-1 on page 7 shows the Server, Storage and SAN connection scheme.
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Servers in Side & Servers in Side B

w‘r{mu_ctr;_m H.fpér wjﬂm_m_hq :
swap

Figure 2-1 SAN connection scheme

2.2 Configuration of Storwize HyperSwap

The IBM Storwize V7000 HyperSwap setup consists of two controller enclosures with one
expansion enclosure each. The controller enclosures are connected only to the switches in
their location or site, there is no cross cabling to the other site. Due to the fact that only four
ports are available per single controller each port is connected to a different switch:

v

Port 1: local private switch Fabric A
Port 2: local public switch Fabric A
Port 3: local private switch Fabric B
Port 4: local public switch Fabric B

vyy

This can be extended if more ports are available.

The Storwize V7000 control enclosures build a single cluster, so they have to be clustered in
advance. This results in a two 1/O group setup, one I/O group per site, which is the minimum
setup. At the third site, an IBM DS8000 Storage system is used as the quorum, which has to
be attached to both sites, independent of each other.

Chapter 2. Testing environment and configuration 7
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Implementation of Storwize
HyperSwap

In this chapter, we detail the Storwize HyperSwap steps.

© Copyright IBM Corp. 2018. All rights reserved.



3.1 Storwize HyperSwap implementation
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For this setup, we used two Storwize V7000 that were already installed so the initial setup
was not done, and is beyond the intended scope of this paper. To be able to cluster all the
nodes in a single cluster together, at least one cluster has to be deleted. After the delete, the
nodes are brought into a candidate state, which enables them to join an existing cluster. By
doing this, the nodes are visible as candidates to the existing cluster and they are added to
the cluster, which ends in a four node or two 1/O group setup, as shown in Figure 3-1.

—

Actions | [

io_grpt

@, O
Figure 3-1 Adding nodes to a cluster

At this time, it is a normal Storwize V7000 cluster and there is no HyperSwap Cluster. To
change it to a HyperSwap Cluster, make sure that you have fulfilled all the requirements, such
as a dedicated SAN for internal communication and a quorum in a third site (FC storage or
IP Quorum).

If all prerequisites are fulfilled the topology can be changed to HyperSwap, this can be done
via the GUI as described here, or via the chsystem command. Make sure that by doing this via
the CLI that the Site IDs are set in advance.
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To change the topology via the GUI, complete the following steps:

1. Go to the Action menu in the start screen and select Modify System Topology, as shown
in Figure 3-2.

= System

Actions @ [5]

e

Add Enclosure

Rename System

Modify System Topology
Turn OFF All ldentify LEDs
Flip Layout

Power Off System
Hardware

Properties

—

E
Figure 3-2 Modify System Topology

2. A wizard opens that guides you through the steps, as shown in Figure 3-3.

Modify System Topology X

Welcome to the Modify Topology Wizard

This wizard will modify topology of your system to a HyperSwap system.

Figure 3-3 Modify topology wizard

Chapter 3. Implementation of Storwize HyperSwap 11



3. The first screen of the wizard asks you to enter the site names. The default ones are used,
but they can be changed to more descriptive names, such as Berlin or Backup-DC. You

can leave them as they are here and change them later if required. This can be seen in
Figure 3-4.

Modify System Topology X

Assign Site Names

Enter the names:

Site 1: site1
Site 2: site2
Site 3 {quorum); site3

Figure 3-4 Assign site names
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4. In the next wizard screen, the enclosures have to be assigned to a site. This is mandatory
and has to be done correctly, because the code has to rely on this when the preferred
nodes and paths are negotiated, so be careful and double check your actions. The
location can be changed by clicking on the small blue button with the arrows. This is
shown in Figure 3-5.

Modify System Topology

Assign Enclosures

Topology:  Hyperswap System

(=1 ) site2 D
O Group 0: ” WO Group 0
78GO1AN - (—— Q
IO Group 1: KO Group 1

78G01G2 : Q ' _ :

=

Figure 3-5 Assign enclosures
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5. After the nodes get a site assigned, the host needs a site ID. Even if it is not mandatory as
it is for the nodes, it is highly recommended to give a site ID (which reflects the location of
the host) to every host. This enables the system to select the correct preferred path with
the best latencies. This can be done for each host separately. See Figure 3-6.

Modify System Topology

Assign Hosts to a Site

A host must have a site that is assigned to it before it can be mapped to a HyperSwap volume.

[[i= Actions | oL Fitter
N 4 | Status

LPAR1
LPAR1_LPM
LPARZ
LPAR4
PT30_VI0S52

v Online
&3 Offline
€3 Offline
€y Offline

v Online

Y W
) Hoos Hote [BSSUEIRENN R VRO Cancel

Figure 3-6 Assign hosts to a site
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6. After the hosts are assigned, now the external storage system has to be assigned to a
site. At a minimum one system has to get a site, the quorum site (an exception is the
usage of an IP Quorum). This is the third site (site 3) and is set by default as the active
quorum. If there are other storage systems attached and virtualized, they should also get
a valid site ID that reflects their location, because this gives greater efficiency. Assigning
the quorum site is shown in Figure 3-7 and Figure 3-8 on page 16.

Select a site:

[ site3 (Quorum)

Modity Cancel

Figure 3-7 Assigning storage to Quorum site - 1
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Modify System Topology

Assign External Storage Systems to Sites

All external storage must have a site that is assigned before you configure a HyperSwap system.

Atleast one storage system must be assigned to the quorum site.

[ = Actions | O Filter
N tatus

controllerd v Online site3 (Quorum) IBM 2107900

— = (e

Figure 3-8 Assigning storage to Quorum site - 3

7. Inthe next screen you have to set the bandwidth which is available between both sites and
can be used by the system. This is to limit the system and to not allow it to fill up a shared
bandwidth. The bandwidth has to be sized carefully and checked from time to time if there
are major changes. Also, the percentage of the bandwidth which can be used for
background copies can be set. At the end you see the resulting Total background Copy
calculated.
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Setting the bandwidth is shown in Figure 3-9 (the numbers in Figure 3-9 are example
numbers).

Modify System Topology x

Set Bandwidth Between Sites

Bandwidth between sites: |EE | Mbps
Portion bandwidth for background copies: | 100 | %o
Total background copy rate: 24 MiBi/second

e o W s

@ toaa i ek W o> |

Figure 3-9 Setting the bandwidth between sites
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8. Before the wizard is finished you will see a short summary of your setting and everything
should be checked. If everything is as expected, click Finish to change the topology to
HyperSwap. This is shown in Figure 3-10.

Modify System Topology x

Summary

Topology:
Hyperswap

site1 site2
2076-124:5erial no 10 Group 0 2076-112 Serial no D Group 1

site1 Controllers site2 Controllers

site3 (Quorum) Controllers

controllerd

e el

i arce

Figure 3-10 Summary
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9. In the System view, you see the result (this is also the entry screen), with the sites and the
hardware located in the sites. This is a sign that HyperSwap is already active, as is shown
in Figure 3-11.

(_sitel ) (site2 )

/)

Figure 3-11 Active HyperSwap
10.In Create Volumes, the HyperSwap volume is offered, and here you can create a new

HyperSwap where all the settings (creation of IBM FlashCopy® mappings, creation of
relationship, and so on) are done using the GUI.
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As with any other creation you can select the size, number of volumes, and the pool where
the volumes should reside. The site ID is realized by the GUI, so pools from both sites are
involved. Creating a HyperSwap volume is shown in Figure 3-12.

Create Volumes

Quick Volume Greation Advanced
-~ P
& F
T |
Basic HyperSwap Custom
Quantity:  Capacity: Capacity savings: Name:
|2 = | 100||GiB  ~| | None ~ | [1BMi_HS_vol I 1|-| 8| ()
site site2
[~ 1 ] ¢ 1 °]
Total 5.78 TiB Total 5.38 TiB
Pool: | mdiskgrp1 | Pool: | saTa_pooL_site2 - |
110 group: | Automatic | 1O group: | Automatic |

m

Summary

‘—
w 8 volumes

\olume range: IBMi_HS_vol1-IBMi_HS_vol8

& volumes

8 copies in site1(1 copy of each volume)
8 copies in site2(1 copy of each volume)
8 active-active relationships

16 change volumes

site1 Caching 'O group: Automatic
site? Caching 'O group: Automatic
Accessible IO group: Automatic

©/toca ey ~Creste [l Creoeana wap

Figure 3-12 Creating a HyperSwap volume

20 IBM Storwize HyperSwap with IBM i



11.The results are the HyperSwap volumes with all the volumes for Metro Mirror, FlashCopy,
and so on, as can be seen in Figure 3-13.

[ # Create Volumes | i= Actions | O Filter
Ciate

IBMi_HS_val1 v Online (formatting)  Multiple 600507680287004 3A800000000000180 lo 100.00 Gig
IBMi_HS_vol1 (site1) v Online (formatting)  mdiskgrp1 6005076502670043A800000000000150 Ho 100.00 Gid
IBMi_HS_vol (site2) Online (formatting)  SATA_POOL_Site2 6005076302570013A300000000000131 No 100.00 GiB
IBMi_H3_vol2 v Online (formatting) ~ Multiple 6005076802870013A800000000000134 Ho 100.00 GiB
IBMi_HS_vol2 (site1) v Online (formatting)  mdiskgrp1 600507680287001 3A800000000000154 o 100,00 GiB
IBMi_HS_vol2 (site2) v Online (formatting) ~ SATA_POOL_Site2 6005076802870013A800000000000185 No 100.00 GiB
IBMi_HS_vol3 v Onling (formatting)  Multiple §005076802870013A800000000000138 o 100,00 Gig
IBMi_HS_vol3 (site1) v Online (formatting)  mdiskgrpt 600507680287001 3A800000000000188 lo 100.00 Gig
IBMi_HS_vol3 (site2) v Online (formatting)  SATA_POOL_Site2 6005076802870013A800000000000189 No 100.00 GiB
IBMi_HS_vold v Online (formatting)  Multiple G005076502870013A80000000000015C Ho 100.00 GiB
IBMi_HS_vold (site1) v Online (formatting)  mdiskgrp1 G00507650287001 3A80000000000018C Ho 100.00 GiB
IBMi_HS_vold (site2) Online (formatting) ~ SATA_POOL_Site2 6005076802870013A800000000000180 Ho 100.00 GiB
L! IBMi_HS_vol5 v Online (formatting) ~ Multiple 600507680267001 3A800000000000190 lo 100,00 GiB
'&? IBMi_HS_volb (sited) v Onling (formatting)  mdiskgrp1 §005076802870013A800000000000190 o 100,00 Gig
= IBMi_HS_volf (site2) Online [formatting)  SATA_POOL_Site2 005076802870043A300000000000191 No 100.00 GiB
—_ IRME HE wnlf 4 Nnlina farmattinnl Auttinin RO TA Mn ANN AN CiR

Figure 3-13 HyperSwap volumes

3.2 Configuration of IBM i

On each site, we use a POWER server with an IBM i logical partition connected with two
Virtual 1/O servers (VIOS) in N-Port ID Virtualization (NPIV) mode.

Two SAN fabrics are implemented, one switch in each fabric on each site. The switches of the
same fabric are connected by an Inter Switch Link (ISL). Each switch is divided into one part
for the private fabric and one part for the public fabric.

Each VIOS is connected to the SAN with two FC ports, one port to each public fabric.

We use a Storwize V7000 at each site. Each node of the Storwize is connected to the SAN
with four ports: a port to Private Fabric A, a port to Public Fabric A, a port to Private Fabric B,
a port to Public Fabric B.

The quorum disk resides on the DS8000 which is connected to Public fabric B at either site.
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The connection scheme is shown in Figure 3-14.

Site 1 Power? Site 2 Power7
VIOS1 | VIOS2 VIOS2 connected the VIOS1 connected the | VIOS1 | VIOS2
same way as VIOS1 same way as VIOS2
1x (ISL)

-

3x

[ Private Fabric A, site 1 - Private Fabric A, site 2
1x (ISL)

1x (ISL)

1

Private Fabric B, site 1 Private Fabric B, site2 |

Node 1:
2 ports to Public Fabric A
2 ports to Public Fabric B

Node 2:
2 ports to Public Fabric A
2 ports to Public Fabric B

Node 1 | Node 2 Node 1 | Node 2

V7000, site 1 V7000, site 2

Figure 3-14 Connection scheme
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IBM i implementation

In this chapter we describe IBM i implementation.

© Copyright IBM Corp. 2018. All rights reserved.
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4.1 Creating the LUNs for IBM i

24

We create 8 HyperSwap LUNs to attach to IBM i. Created LUNs are shown on Figure 4-1.

Pool Filter i,

-~

~

mdiskgroupA
33 Volume copies

2 43 TiB Allocated / 7.42 TiB

mdiskgroupB
0 Volume copies

0 bytes Allocated / 1.63

Tig

mdiskgroupA

COnline

& MDigks, 33 Volume copies
Site: site1

Easy Tier Active

[ 4 Create Volumes

i= Actions

O Filter

Site2_pool
16 Volume copies

808.00 GiB Allocated / 4.35 TiB

Sote?_pool2
0 Volume copies

0 bytes Allocated / 5.38 TiB

HyperSwap |IBM_i_1

HyperSwap_IBM_i_1 (site1)
HyperSwap IBM_i_1 (site2)

HyperSwap_IBM_i_2

HyperSwap IBM_i_2 (site1)
HyperSwap_IBM_i_2 (site2)

HyperSwap_IBM_i_3

HyperSwap 1BM_i_3 (site1)
HyperSwap IBM_i_3 (site2)

HyperSwap_IBM_i_4

HyperSwap |IBM_i_4 (site1)
HyperSwap 1BM_i_4 (site2)

HyperSwap_IBM_i_5

HyperSwap IBM_i_& (sitel)
HyperSwap IBM_i_5 (site2)

HyperSwap_|IBM_i_6

HyperSwap_|BM_i_& (site1)
HyperSwap IBM_i_6& (site2)

Online

Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online

Online

N NN S N ENE SE NN SN AN S ¢

Online

G005076802(

G005076802{

G005076302{

G0050T6302{

G005076802(

G005076802{

Figure 4-1 HyperSwap LUNSs for IBM i

HyperSwap LUNSs are in the Metro Mirror Consistency Group, which is shown in Figure 4-2.

|' + Create Consistency Group | i= Actions | 2. Filter "

Name

.
{ﬂ%m

rcreld
rcrel
rerel2
rereld
rcreld
rcrels
rcrel

rerel?

tate

Consistent Synchro...

Consistent Synchronized
Consistent Synchronized
Consistent Synchronized
Consizstent Synchronized
Consistent Synchronized
Consistent Synchronized
Consizstent Synchronized

Consistent Synchronized

Naster Volume

vi000_ctr 04

HyperSwap_IBM_i_1{site1)
HyperSwap_IBM_i_2(=ite1)
HyperSwap_IBM_i_3(site1)
HyperSwap_|IBM_i_4({site1)
HyperSwap_IBM_i_5(=ite1)
HyperSwap_IBM_i_6(site1)
HyperSwap_|IBM_i_7(site1)
HyperSwap_IBM_i_8(site1)

4 | Auxiliary Volume

—sv7000_ctr 04

HyperSwap_|BM_i_1(site2)
HyperSwap_|BM_i_2(site2)
HyperSwap_IBM_i_3(site2)
HyperSwap_IBM_i_4{site2)
HyperSwap_IBM_i_5(site2)
HyperSwap_IBM_i_6(site2)
HyperSwap_IBM_i_7(site2)
HyperSwap_IBM_i_8(site2)

Primary Volume

HyperSwap_IBM_i_1
HyperSwap_IBM_i_2
HyperSwap_IBM_i_3
HyperSwap_IBM_i_4
HyperSwap_IBM_i_5
HyperSwap_IBM_i_6
HyperSwap_IBM_i_7
HyperSwap_IBM_i_8

Figure 4-2 Metro Mirror consistency group of HyperSwap volumes
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The automatically assigned preferred nodes at each site of the IBM i LUNs are shown in

Table 4-1.

Table 4-1 Preferred nodes of IBM i LUNs
LUN Site 1 Site 2

Preferred node Preferred node

HyperSwap_IBM_i_1 1 4
HyperSwap_IBM_i_2 2 3
HyperSwap_IBM_i_3 1 4
HyperSwap_IBM_i_4 2 3
HyperSwap_IBM_i_5 1 4
HyperSwap_IBM_i_6 2 3
HyperSwap_IBM_i_7 1 4
HyperSwap_IBM_i_8 2 3

The preferred nodes of a HyperSwap LUN can be seen in LUN properties, as shown in

Figure 4-3.
Properties for WVolume HyperSwap_IBM_i_1 >

Hame: IE,-perSwap_lBl‘.ﬂ_i_1
Pool: Multipie
State: v" Online
Capacity: 100.00 GiB
uiDe 60050762028 70013A8000000000000F8
# of FlashCopy mappings: 2 =
Caching O group: o qrpod
Accessible /O groups: io_grpi, io_grpd
Preferred node: node1 (io_grpd)
# of FlashCopy mappings: 2
Caching O group: io_arp1
Accessible VO groups: o arpi
Preferred node: [noded— tio_grp‘lﬂ
ID: 29
UDID (OpenVMS): A

Figure 4-3 Preferred nodes in LUN properties
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4.2 Connecting the IBM i LUNs

The Storwize V7000 host for IBM i has four virtual FC adapter with numbers 40, 41, 42, and
43. Two of them are assigned to VIOS1, and two are assigned to VIOS2. Each VIOS is
connected via Fabric-A and Fabric-B. Virtual adapter 40 uses VIOS1 Fabric-A, VFC 41 uses
VIOS1 Fabric-B, VFC 42 uses VIOS2 Fabric-A, and VFC 43 uses VIOS2 Fabric-B.

Figure 4-4 and Figure 4-5 show zoning of the switches.

Zones with V7000 on Site 1:

Zone Members

3 Members.

= Aliazes
[ LPART_40_VIOS1(1 Members)
0 wro00_04_N1_3(1 Members)
0 wrooo_04_N2_3(1 Members)

Zones with V7000 on Site 2:

Zone Members

3 Members.

= Aliazes
[ LPAR1_40_WI0S1(1 Members)
2 wroo0_01_N1_3(1 Members)
2 wrooo_01_N2_3(1 Members)

Zone Members

3 Members.

= Aliases
[ LPaR1_42_WI052{1 Members)
2 w7o00_04_N1_3(1 Members)
2 w7o00_04_N2_3(1 Members)

Zone Members

3 Members.

E Aliazes
2 LPARY_42_VIOS2(1 Members)
5 wroo0_01_N1_3(1 Members)
L2 wroo0o_0d_N2_3(1 Members)

Figure 4-4 Zoning of Fabric A

Zones with V7000 on Site 1:

Zone Members

3 Members.

E Aliases
[ LPAR1T_41_WIOS1(1 Members)
] w7000_04_N1_&(1 Members)
] w7000_04_N2_&(1 Members)

Zones with V7000 on Site 2:

Zone Members

3 Members.

= Aliases
[ LPART_41_VIOS1(1 Members)
[ w7000_01_N1_4{1 Members)
[ wT000_01_N2_4(1 Members)

Zone Members

3 Members.

= Aliases
[ LPAR1_43_WVIOSZ(1 Members)
[ wToo0_04_N1_4(1 Members)
[ wyooo_o4_NZ_4(1 Members)

Zone Members

3 Members.

= Aliases
[ LPAR1_43 WIOS2(1 Members)
21 w7000_01_N1_4(1 Members)
[ wT000_01_N2_4(1 Members)

Figure 4-5 Zoning of Fabric B
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The attachment and zoning scheme is shown in Figure 4-6.

IBM i
Virtual FC 40 41 42 43
| viosy| | | vios2|
Fabric A
Switch Switch

Switch witch

Fabric B
L 2 - L g ~ - L J » - L - -
Node 1 Node 2 Node 3 Node 4
V7000 Site 1 V7000 Site 2

Figure 4-6 Attachment scheme

In the Storwize V7000 cluster we create a Host containing the four WWPNSs of IBM i virtual
FC adapters, as is shown in Figure 4-7.

Host Details: IBM_i_LPAR1

Overview | Mapped Volumes | Definition

|- [ ada | & pelete Port | O Filter | [ - 5 4
lame - ype tatus # Nodes Logged In
CO50TE03448E0006 EJFC v Active 4
CO507603448E00DA EjFC v Active 4
CO507603443E00E2 & FC v Active 4
CO507603448E00E4 & FC v Active 4

Figure 4-7 IBM i Host on Site 1
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We mapped the HyperSwap LUNs to the IBM i Host, as is shown in Figure 4-8.

Host: | IBM_i_LPAR1 - |

:d Volumes

Volumes Mapped to the Host

€ Unmap | O Filter "

T —
100.00 GiB  60O050768025T001. ~
100.00 GiB 60050T630287001.

100.00 GiB 60050T630287001.
100.00 GiB 60050TG3028T7001.
100.00 GiB 60050TG3028T7001.

m

= @ o AR W MmN

100.00 GiB 60050TG3028T7001.
100.00 GiB  60050T630287001.
100.00 GiB  60050T630287001.
100.00 GiB  60050T630287001.

100.00 GiB 60050TGE0287001.
100.00 GiB G0050TG3028T001.
100.00 GiB G0050TG3028T001.
100.00 GiB G0050TG3028T001.
p— »

35

[y

Name UID
HyperSwap_IBM_i_1 6005076502870013A3000000
HyperSwap_IBM_i_2 6005076502870013A3000000
HyperSwap_IBM_i_3 6005076502870013A3000000
HyperSwap_IBM_i_4 6005076502870013A8000000
HyperSwap_IBM_i_5 6005076502870013A8000000
HyperSwap_IBM_i_& 6005076502870013A8000000
HyperSwap_IBM_i_7 6005076302870013A8000000
HyperSwap_IBM_i_8 6005076302870013A8000000

ol

1L I

Showing & mappings | Selecting 0 mappings

Figure 4-8 Mapping IBM i LUNSs to the Host

4.3 Prepared partition on Site 2

28

Prepared partition IBM_i_Site2 in another Power server is connected to the Storwize cluster
with two VIOS in NPIV. Four virtual FC are used to connect the Storwize cluster. SAN cabling
and zoning is the same as for the production partition, see Figure 4-6 on page 27.

Host in the Storwize cluster has the WWPNSs of the four virtual FC adapters of IBM_i_Site2,
as shown in Figure 4-9. Normally, no LUNs are mapped to the host.

Host Details: IBM_i_Site2

Overview | Mapped Volumes

[ W ada | K peie a_ Filter | (5]
C050760344900053 gyrc
CO5076034490005A BFc
CO5076034490005C BIFC
CO5076034490005E B3FC

o o o o

Figure 4-9 IBM i Host on Site 2
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4.4 Installing IBM i on HyperSwap LUNs

We install IBM i from the installation images in the VIOS repository. Figure 4-10 shows tagged

virtual adapters in HMC. Figure 4-11 shows settings of the IBM i LPAR on Site 1. On
Figure 4-12 on page 30 see the activating of the partition to install IBM i.

Logical
G | p M o Wirtual Power Setti Et':;ft " Tagged
enera rocessors emory Adapters Controlling ettings Adaer:?eis 1/0
(LHEA)

Tagaged I/O devices for this partition profile are detailed below.
Load source

Client Fibre Channel Slot 40 j
Alternate restart device
Client SCSI Slot 49
Console

Management Console j
Alternate console

MNone j
Operations Console
MNone j

OK | Cancel | Help |

Figure 4-10 Tagged virtual adapters on Site 1

Partition Properties - IBMiLPAR1

General | Hardware @ Virtual Adapters Settim_:|5| Other

Boot

IPL source:

p =
Manual j

Automatically start with managed system: Disabled

Keylock position:

Service and support

Connection monitoring: Disabled
Service partition: Disabled
Redundant error path reporting: Disabled

EIta+:1_:rc:|r'|_|+:aII';.-r repn¢ errors that cause partition Disabled j
termination or require attention:

Time reference: Disabled j

Figure 4-11 Installation settings
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30

9] 4] | &) (] () (] Fiter | Tasis v || Views |
Select ~ |Name ~ |ID ~ | Status # | Processing Units A
4 5|] IBMILPAR1 %] Properties 4 Mot Activated 1
] B mmiLrare Change Default Profile 5 Not Activated 1.5
0 B euiears 1
il §l|] BMLPARA Configuration » Deactivate Attention LED Current Configuration 1
= Hardware Information b Schedule Operations
[ B eMiLPaRs o 0
: Dynamic partitioning [ Delete
[ B swipars Serviceability b|  Mobiity » -
O _Elﬂ NIM&IBMi Suzpend Operations » 1
O B ste viost 1 Running 2
1 Bl ste vios2 2 Running 2
Max Page Size: )
W Total 9 Filtered: 9 Selected: 1

Figure 4-12 Activation of IBM i LPAR

After installation starts, we are prompted to select a LoadSource device, as can be seen in
Figure 4-13.

Select Load Source Device

Type 1 to select, press Enter.

Sys Sys I1/0
Opt Serial Number Type Model Bus Card Adapter
1

Y190A8000114 2145 050 255 42
Y190A8000110 2145 050 255 42
Y190A800010C 2145 050 255 42
¥190A8000108 2145 050 255 42
¥190A8000104 2145 050 255 42
¥Y190A8000100 2145 050 255 40
Y190A8B0000FC 2145 050 255 42
Y190A8B0000F8 2145 050 255 42

Figure 4-13 Select LoadSource

After IBM i is installed we look for the paths to LUNSs, by using command STRSST (Start
Service Tools) then select 3 Work with disk units, select 1 Display disk configuration, select 9
9 Display Disk Path Status.
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Each resource DMPxxx represents one path to the LUN. Each LUN has four active and 12
passive paths, as can be seen in Figure 4-14. Active paths are the paths to the preferred
node on Site 1, each path from one VIOS and one fabric. Passive paths are the paths to the
non-preferred node on Site 1 and to both nodes at Site 2.

Display Disk Path Status

Serial Resource Path
ASP Unit Number Type Model Name Status
1 1 ¥190A8000114 2145 050 DHMPOO3 Active
¥Y190A8000114 2145 050 DHPOG2 Passive
¥Y190A8000114 2145 050 DHPOG3 Passive
¥Y190A8000114 2145 050 DHPOO2 Passive
¥Y190A8000114 2145 050 DHPOS61 Passive
¥Y190A8000114 2145 050 DHPOG4 Passive
¥Y190A8000114 2145 050 DHPOB4 Passive
¥190A8000114 2145 050 DHPGO1 Active
¥190A8000114 2145 050 DHP1T71 Passive
¥Y190A8000114 2145 050 DHP172 Passive
¥Y190A8000114 2145 050 DHP173 Passive
¥Y190A8000114 2145 050 DHP174 Passive
¥Y190A8000114 2145 050 DHP175 Active
¥Y190A8000114 2145 050 DHP1T76 Active

¥190n8000114 2145 050 DHP191 Passive
Y190A8000114 2145 050 DHP192 Passive

Figure 4-14 Paths to an IBM i LUN

4.5 Using Independent Auxiliary Storage Pool (IASP)

When using solutions with IASP, make sure that both Sysbas and IASP of the production
LPAR reside on HyperSwap LUNSs, and that Sysbas of the disaster recovery (DR) partition
resides on the HyperSwap LUNs. The reason for this is that having IASP alone on the
HyperSwap LUNs doesn’t bring any benefit of HyperSwap compared to Metro Mirror.

4.6 Migrating IBM i to HyperSwap LUNs

We suggest the following options to migrate an IBM i from existing LUNs or disk units to
HyperSwap LUNSs:

» Save / Restore
» ASP balancing and copy LoadSource
» Using FlashCopy

4.6.1 Save / Restore

With this migration you save the IBM i system to tape and then restore it from tape to an LPAR
with disk capacity on HyperSwap LUNs. Migration is straightforward and doesn’t require any
additional resources. However, it requires relatively long downtime.
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4.6.2 ASP balancing and copy LoadSource

This migration method requires relatively short downtime, but it might require you to
temporarily connect additional FC adapters to IBM i. Use the following steps to perform it:

1.
2.

5.

Connect HyperSwap LUNs and existing internal disks or LUNs to IBM i LPAR.

By using the ASP balancing function, migrate data from the currently used disks or LUNs
except LoadSource, to the HyperSwap LUNs. ASP balancing doesn’t require any
downtime. It is done while the IBM i partition is running. Depending on the installation
needs, you may perform load balancing relatively quickly with some impact on
performance, or slowly with minimal performance influence.

. After data (except LoadSource) is migrated to HyperSwap LUNSs, copy LoadSource to a

HyperSwap LUN, which must be at least as big as the present LoadSource. This action is
disruptive, and it requires careful planning.

. After LoadSource is copied to a HyperSwap LUN, IBM i starts working with the entire disk

capacity on HyperSwap LUNSs.
Disconnect the previous storage system from IBM i, or remove the internal disk.

4.6.3 Using FlashCopy

32

When the existing IBM i LUN resides on the same Storwize V7000 cluster as the HyperSwap
LUNSs that you plan to use, you might be able to use FlashCopy of the existing LUNSs to the
HyperSwap LUNSs. You should perform the following steps to migrate:

1.
2.

Power Down IBM i.

FlashCopy existing IBM i LUNs to the HyperSwap LUNs. Use FlashCopy with background
copying.
Start IBM i from the HyperSwap LUNs and continue workload.

Important: Note that we didn’t test this migration method. Therefore, we strongly
recommend that you perform a Proof of Concept (PoC) before using it.
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Business continuity scenarios

In this chapter we describe some business continuity scenarios.
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5.1 Business continuity scenarios for IBM i full system with
HyperSwap

In this chapter, we describe business continuity solutions with Storwize HyperSwap and full
system IBM i.

5.1.1 Outage of Storwize 10 group on Site 1

To trigger the outage of the I/O group on Site 1, we enter a Service state for both Storwize
Node 1 and Node 2.

At the outage, the I/O rate automatically transfers to Node 3 and Node 4 at Site 2. The IBM i
workload keeps running, and there are no relevant messages in IBM i message queues.
IBM i LUNs now have the path status as follows:

» 8 failed paths: The paths from Node 1 and Node 2.

» 4 active paths and 4 passive paths: The paths from Node 3 and Node 4. Active paths are
the paths through the preferred node of a LUN, and the passive paths are through the
non-preferred node of the LUN.

To end the outage of the 1/O group at Site 1, we exit the service state of both nodes at Site 1.
The IBM i I/O rate automatically transfers to Node 1 and Node 2, the IBM i workload keeps
running, and there are no relevant messages in IBM i message queues. After failback, the
status of IBM i paths is the same as initially: 4 active and 16 passive paths.

I/O rate on nodes during the outage is shown on the IBM Spectrum Control™ graph in

Figure 5-1.
S 0deS
4 Mormal
0'Warning
O Error
Selected Resources 414 | Last The
-4 i Failover to Site 2
node?
@ node3
@ noded
/Fflback to Site 1
‘Hl \
wn
a
(o]
Metrics ( 116 .

.y Workload on Site 1
Wiite lORate -overall ¥

130 1345 1330

Data Resolution

‘ 11:30 Mar 17, 2017 - 13:30 Mar 17, 2017 &
Sample

‘ Actions v Key Metrics View w l:| Filter
Name Total... ~ MaxTotal... | ReadVOR..| MaxRead..| Writel0... Max Write... | ReadData... | MaxRead..| WriteDat... Max Write... | Total |8
= noded 2,906.58 17,166.50 12.09 5354 289449 17,112.96 029 152 1279 75.59 130
== node3 1,086.13 6,471.72 11.83 55.05 1,084.30 6,416.66 0.23 119 482 2851 50
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The IBM i paths during the outage are shown in Figure 5-2. Each DMPxxx resource
represents one path to the LUN. Note that now different DMPxxx resources are active than
before the outage. This means that different paths are used for the 1/O rate.

Display Disk Path Status

Serial Resource Path
ASP Unit Number Type Model Name Status
| 1 ¥190A8000114 2145 050 DMPO61 Active
¥190A8000114 2145 050 DMP175 Failed
¥190A8000114 2145 050 DMP192 Failed
Y190A8000114 2145 050 DMP191 Failed
¥190A8000114 2145 050 DMP176 Failed
¥190A8000114 2145 050 DMPOO2 Failed
¥190A8000114 2145 050 DMPO63 Passive
Y190A8000114 2145 050 DMP0O64 Passive
¥190A8000114 2145 050 DMPOO1 Failed
¥190A8000114 2145 050 DMPOO4 Failed
¥190A8000114 2145 050 DMPO62 Active
¥190A8000114 2145 050 DMPOO3 Failed
¥190A8000114 2145 050 DMP174 Passive
¥190A8000114 2145 050 DMP171 Passive

Y190A8000114 2145 050 DMP172 Active
¥190A8000114 2145 050 DMP173 Active

Figure 5-2 IBM i paths during the outage of IO group on Site 1

5.1.2 Outage of Power hardware on Site 1

In Power HMC, we power down the IBM i partition on site 1 to simulate the failure of Power
hardware on site1.
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Fail-over to site 2
Perform the following steps to fail-over IBM i workload to site 2:
1. In the HyperSwap cluster, unmap HyperSwap LUNs from the Host of IBM i on Site 1, and

map the LUNSs to the host of IBM i on Site 2, as can be seen in Figure 5-3 and Figure 5-4
on page 37.

Host:§ | 1BM_i_LPAR1 ~

L [ HEE Wealpmiass e Wlespagsanll Boe Wliss Heaai
Edit 55110 | &€ Unmap | O Filter | [H] S
|SCS e T T
100.00 GIB  600507680287001; =~ o “HyperSwap_IBM_i_1 : ~ 6005076802670013A8000000
100.00 GiB  600507680287004] HyperSwap_IBM_i_2 _ ~ 6005076802870013A8000000
100.00 GIB  600507680237001; HyperSwap_IBM_i_3 G005076502870013A8000000
100.00 GiB  600507680287001; HyperSwap_IBM_i 4 ~ 6005076502870013A5000000
100.00 GiB 0050763025700 HyperSwap_IBM_i 5 3 mmzsrmqmatm
100.00 GiB  600507630287001, 3 - HyperSwap_IBM_i_& - 6005076502670013A8000000
100.00 GiB  600507680287004; HyperSwap_IBM_i_,7  6005076802670013A8000000
100.00 GiB 600507680287001] HyperSwap IBM_i 8 B005076502870013A8000000
100.00 GiB  600507630287001;
100.00 GiB mTﬁﬁDEBHH]ﬁ_:
100.00 GiB  600507630287001.
100.00 GiB  600507630287001.
100.00 GiB  600507630257001: iz
Sabunweinng 4 rapeprinngss | b ckecdinng & rrpphngs

Figure 5-3 Power HW on site 1 falls: unmap the LUNs
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HUS{[IBF.’I_i_Sitﬂ J

| Wiz , ! Ve eaeesrs Wl e il et
im_"m"_m"m""”méf_“m“m_“mm;\Fnié;mnéﬁm

100.00 GiB  600507630287001; - 0 HyperSwap_IBM_i_1 6005076280237 0013A3000000
100.00 GiB  600507680287001; ™= 1 HyperSwap_IBM_i_2 600507680287 0013AS000000
100.00 GiB  600507680287001; .I_‘ 2 HyperSwap_IBM_i_3 500507650287001 3AB000000
100.00 GiB  600507680287001.) 3 HyperSwap_IBM_i_4 6005076502870013A5000000
100.00 GiB 600507680287 001 a @ 4 HyperSwap_IBM_i_& 6005076502870013A8000000
100.00 GiB  60050T680287001, 3 5 HyperSwap_IBM_i_& 6005076502870013A5000000
100.00 GiB  600507630237001 6 HyperSwap_IBM_i_7 600507680287 001 3A3000000
100.00 GiB  600507650287001 7 HyperSwap_IBM_i_& 600507680287 0013AB000000
100.00 GiB 50050?68025?0431::

100.00 GiB  600507680287001:

100,00 GiB  60050T680287001.

100.00 GiB - 60050T630287001,

100.00 GiB  600507680287001, _

; e r
sbureing 48 rreipypings | sesketing 6 rappinegs

Figure 5-4 Power HW on site 1 falls: remap the LUNs

2. In POWER HMC, activate the IBM i partition at Site 2 and perform an IPL.

The LUNSs in IBM i on site 2 are shown in Figure 5-5. By LUN serial number you can see
that they are the same LUNs as in IBM i on site 1.

Display Disk Ceonfiguration Status

Serial Resource

ASP Unit Number Type Model Name Status

1 Unprotected
¥Y190n8000114 2145 050 DHP125 Configured
Y190n80000F 8 2145 050 DHP100 Configured
Y190A&0000FC 2145 050 DHP1e1 Configured
¥Y190A8000100 2145 050 DHP1leb Configured
Y190n8000104 2145 050 DHP109 Configured
¥Y190A&000108 2145 050 DHP113 Configured
¥Y190A8000110 2145 050 DHP121 Configured
Y190n800010C 2145 050 DHP11Y Configured

1
2
3
4
L)
6
T
8

Figure 5-5 IBM i LUNs on site 2
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The LUNs in IBM i on site 2 have 4 active paths and 12 passive paths, as can be seen in
Figure 5-6.

Display Disk Path Status

Serial Resource Path
ASP Unit MNumber Type Hodel MName Status
1 1 ¥190h8000114 2145 050 DMP125 Active
Y190A8000114 2145 050 DHMP253 Passive
¥Y190n8000114 2145 050 DMPOGS Passive
Y190A8000114 2145 050 DHMP126 Passive
¥Y190n8000114 2145 050 DMP221 Passive
Y190A8000114 2145 050 DHMPE93 Passive
¥Y190n8000114 2145 050 DMP254 Active
Y190A8000114 2145 050 DHMP128 Passive
¥Y190n8000114 2145 050 DHMP222 Passive
Y190A8000114 2145 050 DHMPO94 Passive
¥Y190n8000114 2145 050 DHMP255 Passive
Y190A8000114 2145 050 DHMP127 Passive
¥Y190n8000114 050 DHMP223 Active
Y190A8000114 DMPR96 Active

¥190ns000ll4 : DHP256 Passiwve
¥190n8000114 145 DHP224 Passiwve

Figure 5-6 Paths to IBM i LUNs on site 2

Failback to Site 1 after outage
Perform the following steps to failback to site 1 after the outage is ended:
1. End the jobs in IBM i on site 2 and power down IBM i using the CLI.

2. After IBM i is powered-down, unmap the IBM i LUNs from the host of site 2 in Storwize
V7000 and map them to the Host of site 1. This can be seen in Figure 5-7 and Figure 5-8
on page 39.

= Add Host Actions Filter | [5]

IBM_i_LPAR1 Q Offline Generic site1 4 Ho
IBM i LPAR1_LPM €3 Offline Generic sitet 2 No
IBM_i_Site2 Q Offline Generic site? 4 Yes
LPAR2 Offline Generic site2 2 No R
© Rename...
LPAR4 €3 Offline Generic site2 2 Yes
Modify Volume Mappings...
PT30_VIO0S52 v Online Generic site? 2 Yes

Duplicate Volume Mappings...

Modify Type...
Modify Site...
Remove

Properties

Figure 5-7 Fail-back: unmap LUNSs in Storwize
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Modify Host Mappings
4O Group: | _ anuo Groups — ~ | Host: flm_i_Lpart -
Uimitasipanss el Vesltgassssn Welimeass o Mlasgagss il tes flaes Besssi

> | U Filter | e 1 qap | O Filter | Bt
A_PRDUCTION_SYSBASE_0 100.00 GiB  600507630287001; + o HyperSwap_IBM_i_1 #005076802570013A5000000)
A_PRDUCTION_SYSBASE 001 100.00 GiB ST001; 1 HyperSwap_IBM_i_2 #005076302570013A3000000)
A_PRDUCTION_SYSBASE 0_02 100.00 GiB  600507630257001; 2 HyperSwap_IBM_i_3 #005076802570013A3000000
A_PRDUCTION_SYSBASE_1 100.00 GiB  £00507630257001; 3 HyperSwap_IBM_i_4 £005076802570013A3000000)
A_PRDUCTION_SYSBASE_1_01 100.00 GiB  600507630257001; 4 HyperSwap_IBM_i_5 #005076302570013A5000000)
A_PRDUCTION_SYSBASE 1_02 100.00 GIB 0050768025700, 5 HyperSwap_IBM_i_6 £005076802570013A5000000)
A_PRDUCTION_SYSBASE_2 100.00 GiB  600507650257001; & HyperSwap_IBM_i_7 #005076802570013A3000000)
A_PRDUCTION_SYSBASE 2 01 100.00 GiB  £D0507680257001; 7 HyperSwap_IBM_i_8 BT001
A_PRDUCTION_SYSBASE 2 02 100.00 GiB 600507630287001.

A_PRDUCTION_SYSBASE_3 100.00 GiB 600507630287001.

A_PRDUCTION_SYSBASE_3_01 100.00 GiB  600507630287001.

A_PRDUCTION_SYSBASE 302 100.00 GiB  600507630287001.

B_PRODUCTION_SYSBASE_ O Hg 100.00 GiB  600507680287001.

4 il ] + < 10 »
Sshvwinng T wiharne s | Sekating 6 vl s 1 ing # i | Hakecting 48

Figure 5-8 Failback: remap LUNs in Storwize

3.

IPL IBM i on site 1.

The IO rate on the nodes is captured by IBM Spectrum Control, and it is shown on the IBM
Spectrum Control graph in Figure 5-9.

The 10 rate is initially running on both nodes on site 1: node 1 and node 2. After starting
the workload in IBM i on site 2 HyperSwap transfers the workload on node 3 and node 4

on site 2.

After we failback to site 1, HyperSwap transfers the 10 rate to nodes on site 1.

e Nodes

4 Mormal
0 Waming

0 Ervor

lodes = Per
Selected Resources Last: 1hour 6hours 1 ours d: week 1 mont Failback to Site 1 g [c3
@ nodet 12000
@ node2
@ node3 :
@ noded 10,000 —
8.000 e e
@
E 6,000
Metrics (£ /8
Total /O Rate - overall 4000
2,008
Workloa# 13:30
on Site 1
Data Resolution | 11:45 21 Mar 2017 - 13:30 21 Mar 2017 a |
Q - Fiiter....
Name | Tota.. ~ | MaxTotal. | Readl0.. | MaxRead.. | Witel/O.. Max Write... | Read Data... | Max Read... ‘ Write Dat... | I8 |
- nodet 507348 10.339.43 144 25 53803 483422 10,286 61 531 2371 2214

Figure 5-9 IBM Spectrum Control graph of I/O rate
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5.1.3 Disaster at site 1

40

To simulate a disaster at Site 1, we trigger the outage of both Power hardware and Storwize
node 1 and node 2. For this, we use Power HMC to power down the IBM i LPAR. At the same
time, we use the Storwize GUI to Enter Service State for nodes 1 and 2.

Failover to site 2

After the simulated disaster, we perform the following steps to fail over to site 2. In Storwize,
we remap the IBM i LUNSs to the host of IBM i on site 2:

1. In HMC on site 2, we IPL IBM i on site 2, and restart workload on site 2.
2. After failover, there are 8 paths in IBM_i_site2: 4 active and 4 passive. Failed paths are not

indicated because we started the partition after failure of paths to node 1 and node 2. The
paths in IBM i on site2 are shown in Figure 5-10.

ASP Unit
1 1

Serial

Number

Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114

Y190A8000114
Y190AB0000F8
Y190A80000F8
Y190A80000F8
Y190AB0000F8
Y190AB0000F8
Y190AB0000F8

Y190A80000F 8
Y190A80000F8

Type
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145

2145
2145

Model
050
050
050
050
050
050
050
050
050
050
050
050
050
050

050
050

Resource
Name
DMP125
DMP223
DMPOG5S
DMP254
DMP128
DMP221
DMPO96
DMP253
DMP226
DMP 195
DMPOG8
DMPOA7
DMP193
DMP227

DMPOG6
DMP0O99

Path
Status
Active
Active
Passive
Active
Passive
Passive
Active
Passive
Active
Passive
Passive
Passive
Active
Passive

Active
Active

Figure 5-10 Paths after failover

3. The I/O rate is transferred to Storwize node 3 and node 4 on Site 2.

4. For the “end of the disaster” we exit Service state on node 1 and node 2 for the Storwize
system using the GUI, and then power on IBM i using the PowerHMC. After enabling the
nodes at Site 1, IBM i Site 2 can now see 16 paths: 8 active and 8 passive. This is shown
in Figure 5-11 on page 41.
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Display

Serial

Number

¥Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114
Y190A8000114
¥Y190A8000114
Y190A8000114
Y190A8000114
¥Y190A8000114
Y190A8000114
Y190A8000114

ASP Unit
1 1

Type
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145
2145

Y190A8000114 2145
Y190A8000114 2145

Disk Path Status

Resource
Name
DMP125
DMP223
DMPOBS
DMP254
DMP128
DMP221
DMPD96
DMP253
DMP222
DMP126
DMPO93
DMP255
DMP0O94
DMP224

Model
050
050
050
050
050
050
050
050
050
050
050
050
050
050

050 DMP127
050 DMP256

Path
Status
Active
Active
Passive
Active
Passive
Passive
Active
Passive
Passive
Passive
Passive
Passive
Passive
Passive

Passive
Passive

Figure 5-11 Paths after enabling nodes at Site 1

Failback to site 1
To fail back, complete the following steps:

1. Power down IBM_i_site2 from the operating system.

2. Change the LUN mapping to the host of IBM i on site 1, and start IBM i on site 1.

3. Restart workload on site 1

The IBM Spectrum Control graph shows the I/O rate during failover to Site 2 and failback to

Site 1, and is shown in Figure 5-12 on page 41.

S NOdes
4 Normal
0 Warning
0 Error
Failover to Site 2
Selected Resources 414 | Las
node 14,000 .
node2 Workload on Site 1
@ node2
B noded \

rr

w f

a /

° /
Metrics (3 116 ; //
Total VO Rate - overall S /
Tolal Wy Rate - oveeall i /

Start of the, 7
/
workload

Failback to Site 1

Data Resolution
Sample

| 15:30 Mar 21, 2017 - 17:30 Mar 21, 2017 a |

dions v | |3

Name .- Max Total ... Read IO R...

== noded 7,050.01 10,133.10 135.15 536.21

=2 node2 5,096.61 8,618.31 1261 42915

Max Read ...

Write VO ... Max Write...
6,914.86 10,09252

588400 858988

Figure 5-12 IBM Spectrum Control graph of I/O rate
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5.2 Business continuity scenarios with Live Partition Mobility
and Storwize HyperSwap

Our setup scenario fulfils the following requirements for Live Partition Mobility (LPM):
IBM POWER7® firmware level.
SSH Communication between the two consoles enabled.

>

>

>

IBM i partition has only virtual resources: both disk capacity and Ethernet connected are
virtualized.

The second WWPN of virtual FC adapters in IBM i is zoned in the SAN switches the same
way as the first WWPN.

There is a Host in Storwize for the second WWPN, the HyperSwap LUNs are connected to
both hosts: one with the first WWPN and one with the second WWPN.

For the complete checklist of prerequisites for LPM, see IBM PowerVM Virtualization

Managing and Monitoring, SG24-7590.

Note: The Storwize Host with the second WWPN is assigned to site 2, as can be seen in
Figure 5-20 on page 46.

5.2.1 Planned outage with Live Partition Mobility and Storwize HyperSwap

To validate that the IBM | partition is feasible for LPM, complete the following steps:

1. Select the partition in HMC. From the pull-down, select Operations — Mobile — Validate,
as shown in Figure 5-13.

Select ~ | Name

|7 |

i s i s

sl el [ 2l e ([P (v Filter Tasks ¥ || Viewsw

-~ D ~ | Status “ | Processing Units ‘|
LIRS puen——" 4 Runing |
E[I IBMILPARZ Change Default Profile 5 Not Activated 1
Eﬂ IBMILPAR3 Operations Restart
EU . Configuration » Shut Down
- Hardware Information » Deactivate Attention LED
Bl BMirars o .
_ Dynamic partitioning » Schedule Operations
Bl suiLpars Serviceabilty [ Mobilty | Migrate
Bl nnvammi |  Suspend Operations (Y validate
Eq ste viost 1 Running Recover
Ef sie_vios2 z Running

Max Page Size: §
W Total: 9 Fitered: 9 Selected: 1

Figure 5-13 Validate LPM
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2. Insert the IP address and userid of the server at Site 2 to migrate to, as shown in
Figure 5-14.

Partition Migration Validation - p7-730-01_ - IBMILPAR1

Fill in the following information to set up a migration of the partition to a different managed system.
Click validate to ensure that all requirements are met for this migration. You cannot migrate until
| the migration set up has been verified.

Source system : p7-730-01_ sy
Migrating partition: IBMILPAR1
Remote HMC: |!::¢_:-::-:_:-::-:_:-::-:
Remote User: |jjamsek
Destination system: - R
¥ D7-730-02_ s J Refresh Destination System

Destination profile name: |
Destination shared processor pool: | j

Source mover service partition:

Destination mover service partition:
Wait time (in min): |3

Override virtual network errors when possible: [
Override virtual storage errors when possible: [
Owverride partition UUID: 5l

Virtual Storage assignments :

Source Destination | |

e i VIOS

' Slot Type

Cancel ”H-el.p. |

Figure 5-14 Insert credentials of site 2
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3. After successful validation, click Migrate as shown in Figure 5-15.

Partition Migration Validation - p7-730-01_ <~ =+~~~ - TBMIiLPAR1

Fill in the following information to set up a migration of the partition to a different managed system.
Click Validate to ensure that all requirements are met for this migration. You cannot migrate until
the migration set up has been verified.

| Source system : p7 -7 30-0 1oy
| Migrating partition: IBMILPAR1
| Remote HMC: @addrﬂss of HMC on siteﬂ
Remote User: |jjamsek
Destination system: p7?3002m““m """""" j Refresh Destination System
Destination profile name: ||_pAR1 LPM
Destination shared processor pool: DefauItPoo'i”(“[.]'j """"" j
Source mover service partition: SLE_VIOS1 MSF Pairing...
Destination mover service partition: VIOS1
Wait time (in min): 3

Override virtual network errars when possible: [
Override virtual storage errors when possible: [

Override partition UUID: ]
| Source Destination
|Seledt ot m | 518 TVRE yios
| [ 49 5CSI VIOS2
W 40 5CSI VIOS1
W 43 Fibre VIDS2
[ 43 Fibre VIOS1
V|42 Fibre VIOS2
[T 142 Fibre VIOS1
[7 41 Fibre VIOS2
W |41 Fibre VIOS1
F1740 Fibre VIOS2
W 40 Fibre VIOS1
View VLAN Settings... validate Cancel Help

Figure 5-15 Migrate to site 2

44 IBM Storwize HyperSwap with IBM i



During migration, the progress status is shown in an HMC window, as can be seen in

Figure 5-16. When

migration is finished, the window shows success (Figure 5-17).

ded

i e F el BB+ Filter | Tasksw || Viewsw
Sekct ~ [Name ~lo st ~ | Processing Units ek
| ¥ |B]Buieari®l | 4| Migrating - Running I 1
I 5 Not Activated 1.5
[ B ewird @ hme-p7-01: Validate - Mosilla Firefox: IBM Edition % Lo - S 1
E il ;
4 - I i | 1 @ | hitps:/ hmc/content?taskld=358&refresh=57
0 E1ewies : - 0
O Eisued il Partition Migration Status : IBMiLPAR1 : a
7 B s 1
1 Bisewl 2
7 Efswe v 2
B [Help

o F = |j:' ﬁ | Filter | Tasksw || Viewsw
(Select ~ [Name ~lp ~ [Status .~ |ProcessingUnis
| 7 E1suieere 5 Not Activated

[ EE IBMILPAR3 L] Not Activated

[0 B euirdf @ nmep7-01: validate - Mozilla Firefox: IBM Edition |-

Ed swi |

) e ! (@ | httpsiy hme/content?taskld=358refresh=60 |

- [E7ewmie :

[0 Eiwmem Partition Migration Status : IBMILPAR1

m Egsew - :

E Migration status .
[ BUSE VR [action |Status | :
|Migration Success

Progress (%): 100

Figure 5-17 Migration success
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During migration, the IBM i partition with the workload is running, and after migration the
IBM i LPAR runs in the Power server at site 2, as can be seen in Figure 5-18.

w2l g2 2 B &~ Filter Tasksw | Viewsw

~ (D < | Gtatus # | Processing Uni
AT,

4

Running

O

SRemuEEr R
[ & BMiste? 3 Mot Activated
| 1 Running
-

2 Running

Wax Page Size:

W Total 4 Fittered: 4 Selected: 0

Figure 5-18 Migrated LPAR

IBM i workload is running all the time, and there aren’t any messages in QSYSOPR. During
migration, the I/O rate transfers from the Storwize V7000 nodes at site 1 to the nodes at
site 2. The paths to IBM i LUNs in the migrated partition are shown in Figure 5-19.

Display Disk Path Status

Serial Resource Path
ASP Unit HNumber Type Model HName Status
1 1 ¥Y190A8000114 2145 050 DMP175 Active
Y190A8000114 2145 050 DMP191 Passive
Y190A8000114 2145 050 DMPOO2 Passive
Y190A8000114 2145 050 DMPO64 Passive
Y190A8000114 2145 050 DMPOO4 Passive
Y190A8000114 2145 050 DMP171 Passive
Y190A8000114 2145 050 DMPOG62 Passive
¥Y190A8000114 2145 050 DMPOG63 Passive
Y190A8000114 2145 050 DMP192 Passive
Y190A8000114 2145 050 DMPO61 Passive
Y190A8000114 2145 050 DMP174 Passive
Y190A8000114 2145 050 DMP173 Passive
Y190A8000114 2145 050 DMPOO1 Active
Y190A8000114 2145 050 DMPOO3 Active

Y190A8000114 2145 050 DMP172 Passive
Y100A8000114 2145 050 DMP176 Aictive

Figure 5-19 Paths to IBM i LUNs in migrated LPAR

The Storwize V7000 hosts after partition is migrated are shown in Figure 5-20.

DR_IASP v Online Generic 2 Ho
DR_Sysbhas v Online Generic 2 Yes
Prod_lASP -@ Offline Generic 2 Yes
Prod_JASP_LPM v Online Generic 2 Yes
rod_Sysbas ﬁg Offline Generic 2 Yes
rod_Sysbas_ LPM v Online Generic 2 Yes

Figure 5-20 Storwize hosts after partition is migrated
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5.2.2 Migration back to site 1

To migrate back to site 1, complete the following steps:
When the planned outage is finished, validate the migration back to site 1.

2. After successful validation, start migration by clicking the Migration button, as shown in
Figure 5-21.

X £ IBHILPARl 2
FI” in the followmg |r|format|or| to setup a mlgratlon of the partltlorl to a different managed system.
| Click validate to ensure that all requirements are met for this migration. You cannot migrate until
the migration set up has been verified.

Source system @ p7-730-02_ |
Migrating partition: IBMi 1

pikas __IP address of HMC on site 1 _

Remote User: |jjamsek

Destination system: p7-730-01 AT j [ Refresh Destination System
Destination profile name: ||_pAR1 LPM

Destination shared processor pool: DefaultPool (0) j

Source mover service partition: VIOS2 | msP Pairing... |

Destination mover service partition: SLE_VIOS2
Wait time (in min): 3

Override virtual network errors when possible:
Override virtual storage errors when possible: [

Override partition UUID: &l

Virtual Storage assignments :

! | Source | | Destination

i b e (R

. ¥ |49 |scst  |SLE_viOs1 |

| [0 ag scsl SLE VIOS2

E Fibre SLE VIOS1

. V¥ |43 Fibre  |SLE_VIOSZ2 |

L EE jap Fibre SLE_VIOS1

L E Fibre SLE_VIOSZ |

et Fibre SLE_VIOS1 |

e Fibre SLE_VIOS2

L ¥ |40 Fibre SLE_VIOS1 | ;

L 140 Fibre SLE_VIOS2 g,
View VLAN Settmgs | Validate "

Figure 5-21 Migrate back to site 1
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3. After showing the progress (Figure 5-22), the migration back successfully finishes.

| (2| (5] (2] (] &) (]Fer | [Tk w | [ Views~ |
Select ~ | Name ~ 1D | Status | Processing Units
v [| BMiLPaR1®] 4 Migrating - Running
|_ IR T o bint fobigbad
— | @ nmc-p7-05: Validate - Mozill Firefor: 1BM Edition |
| | () @ | hittps//9155.116.210/hmc/content?taskld=352 Aurefresh=724 |
Partition Migration Status : IBMiLPAR1 W
Migration status :
Action | Status |
Migration Migration In Progress
Progress (%): 36
1sks: IBMI | i
||
Properti

Figure 5-22 Progress of migration back to site 1

I/O rate on the Storwize nodes, as captured by IBM Spectrum Control, is shown on
Figure 5-23. At LPM, migrating to site 2 the /O rate transfers from the nodes on site 1 to the
nodes on site 2. When migrating back, the I/O rate transfers to the nodes on site 1.

Metrics (5

Total I/0 Rate -

2,000

ops/s
&

16

overall 1000

Data Resolution
| Hourly | Sample

LPN from Site 1
to Site 2
Node 1,2 /
/ /

1615 16:30 1645

16:00 Dec 19, 2017 -17:30 Dec 19, 2017 a

l iS Actions w

l Edit Table Metrics

Selected Resources 4/4 Last: 1 hour 6Ghours 12hours 1day 1week 1month 6months 1year
@ node1 3,000

@ node2

@ node3 s

@ noded 150 Noge 3.

LPM from Site 2 o

1o Site 1

|
/

FEEPA

Node 1,2

S/

inis 1730

Fitter...

Figure 5-23 IBM Spectrum Control graph of I/O rate on nodes
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PowerHA SystemMirror for IBM i
with Storwize HyperSwap

In this chapter we describe solutions with IBM i IASP and HyperSwap, and the solutions are

managed by PowerHA for i.

© Copyright IBM Corp. 2018. All rights reserved.
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6.1 Implementation of PowerHA for i and Storwize HyperSwap

50

For test purposes, we use only one fabric for the setup of PowerHA for IBM i with Storwize
HyperSwap. However, we strongly advise you to use two fabrics in actual implementations.

We create eight HyperSwap LUNs at Site 1, connect them to the production partition
IBMiLPAR1, we install IBM i in the LPAR; these are Sysbas LUNs on site 1. We create eight
HyperSwap LUNSs at Site 2, connect them to disaster recovery partition IBMiDR1, and install
IBM i in this LPAR; these are Sysbas LUNSs at site 2.

We create four HyperSwap LUNs for Independent Auxiliary Storage Pool (IASP) and connect
them to partition IBMiLPAR1. For PowerHA for i implementations the IASP LUNs must be
assigned to different virtual FC adapter than Sysbas (system LUNs, other than IASP), and the
virtual FC adapter of IASP must be mapped to a different port in VIOS than the virtual FC of
Sysbas.

Note: Both Sysbas LUNs and IASP LUNs are HyperSwap LUNs. Production Sysbas LUNs
and IASP LUNs are created in the disk pool at Site 1.

Figure 6-1 shows Sysbas and IASP LUNSs at site 1, the production site.

Site1_Pool0

e \
__ | Thename ofthewvolume_ | =
+ Creare-vommwes—T——rwerlons | O Filter

State

Prod_IASP_0 v Online G005076502875013A800000000000015 Yes 100.00 GiB
Prod_IASP_1 v Online G00507650287 501 3A80000000000001C Yes 100.00 GiB
Prod_IASP_2 v Online 600507650287801 3AS00000000000020 Yes 100.00 GiB
Prod_IASP_3 v Online G005076502875013A800000000000024 Yes 100.00 GiB
Prod_Sysbas HS 0 v Online 600507650287 501 3A800000000000034 Yes 100.00 GiB
Prod_Sysbas_HS5_1 v Online H005076502875013A800000000000038 Yes 100.00 GiB
Prod_Sysbas_HS_2 v Online B005076502875013A80000000000003C Yes 100.00 GiB
Prod_Sysbas_HS 3 v Online 600507650287801 3A800000000000040 Yes 100.00 GiB
Prod_Sysbas_HS5_ 4 v Online H005076602875013A800000000000044 Yes 100.00 Gig
Prod_Sysbas_HS5_5 v Online B00507620287 301 3A800000000000048 Yes 100.00 GiB
Prod_Sysbas_HS 6 v Online G00507650287801 3A80000000000004C Yes 100.00 GiB
Prod_Sysbas_HS5_7 v Online G005076602875013A800000000000050 Yes 100.00 GiB

Figure 6-1 Sysbas and IASP LUNs at site 1
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Figure 6-2 shows Sysbas LUNs at site 2, the DR site.

Site2_Pool4

Online

1 MDisk, 40 Volume copies
Site: siteZ

Easy Tier Balanced

| i Actions | O Filter

+)  DR_Sysbas HS0 v Online
+  DR_Sysbas_H51 v Online

DR_Sysbas_HS52 v Online
* DR_Sysbas_HS3 v Online
* DR_Syshas_HS4 v Online
*  DR_Sysbas_HS& v Online

DR_Sysbas_HS6 v Online
% DR_Sysbas_HS7 v Online

6005076802873013A800000000000054
6005076802876013A800000000000055
6005076802876013A80000000000005C
6005076802876013A800000000000060
6005076802876013A800000000000064
6005076802878013A800000000000068
6005076802876013A80000000000006C
6005076802876013A800000000000070

100.00 GiB
100.00 GiB
100.00 GiB
100.00 GiB
100.00 GiB
100.00 GiB
100.00 GiB
100.00 GiB

Figure 6-2 Sysbas LUNs at site 2
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Metro Mirror of HyperSwap LUNSs is automatically started. Figure 6-3 shows the Metro Mirror
relationship of Sysbas and IASP LUNSs at both sites. Note that the Metro Mirror direction of
HyperSwap LUNs on site 2, is from site 2 to site 1, as is denoted by icons in the Status
column.

dedfl Not in a Group

52

g :L‘éamsp

Consistent Synchronized

v7000_ctr 04

—v7000_ctr 04

rereld Consistent Synchronized Prod_IASP_O(site1) Prod_IASP_0(site2)
rcrell Consistent Synchronized Prod_IASP_1{site1) Prod_IASP_1(site2)
rcrel2 Consistent Synchronized Prod_IASP_2(site1) Prod_IASP_2(site2)
rcreld Consistent Synchronized Prod_IASP_3{site1) Prod_IASP_3(site2)

74 Prod_Syshas
S

Consistent Synchronized

vi000 _ctr 04

—sv7000 ctr 04

rcrelé Consistent Synchronized Prod_Sysbas_HS_0(sited) Prod_Sysbas_HS_((site2)
rcrel? Consistent Synchronized Prod_Sysbas_HS 1(site1) Prod_Sysbas_HS_1(site2)
rcreld Consistent Synchronized Prod_Sysbas_HS_2(sited) Prod_Sysbas_HS5_2(site2)
rcreld Consistent Synchronized Prod_Sysbas_HS_3(site1) Prod_Sysbas_HS5_3(site2)
rcrel10 Consistent Synchronized Prod_Sysbas_HS_4(sited) Prod_Sysbas_HS_4{site2)
rereltd Consistent Synchronized Prod_Sysbas_HS_5(site1) Prod_Sysbas_HS_5(site2)
rerel12 Consistent Synchronized Prod_Sysbas_HS_6(site1) Prod_Sysbas HS 6(site2)
rerel13 Consistent Synchronized Prod_Sysbas_HS_7(sited) Prod_Sysbas_HS5_7(site2)

:_,' {474 DR_Sysbas
™4

Consistent Synchronize...

vi000 ctr 04

«—vi000 ctr 04

rerel1d Consistent Synchronized Eill?i DR_Sysbas_HS0(site1) DR_Sysbas_HS0(site2)
rcrel1s Consistent Synchronized ﬁ'ﬁ DR_Sysbas_H54(sited) DR_Sysbas_HS51(site2)
rcrelié Consistent Synchronized g‘ﬁ DR_Sysbas_HS52(site1) DR_Syshas_HS52(site2)
rerelt? Consistent Synchronized GE DR_Sysbas_HS3(site1) DR_Sysbas_HS3(site2)
rerel1d Consistent Synchronized ﬁ'ﬁ DR_Sysbas_HS54(sited) DR_Sysbas_HS54(site2)
rerel1d Consistent Synchronized GE DR_Sysbas_HS5(site1) DR_Sysbas_HS5(site2)
rerel20 Consistent Synchronized g'ﬁ DR_Sysbas_HS6(site1) DR_Sysbas_H56(site2)
rerel24 Consistent Synchronized GE DR_Sysbas_HST(site1) DR_Sysbas_HS7(site2)
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Figure 6-3 Metro Mirror relationships




We create Storwize hosts for both production and disaster recovery (DR) IBM i. The IASP
LUNSs are initially mapped to the production IBM i host, as can be seen in Figure 6-4. During
the switch of IASP to the DR site, PowerHA remaps the LUNs to the DR Host.

+ Add Host | = Actions | O Filter | [5]

Name Status Host Type Site # of Ports | Host Mappings
No

DR_IASP v Online Generic site2 2

DR_Syshas v Online Generic 2 Yes

Prod_lASP v Online Generic site1 2 Yes

Prod_Sysbas v Online Generic siteq 2 Yes
{l'hremew Il Happ-e-d ‘I.Fobumes
8 Ada | 3 Detete port | O Filter | Bl N SRR R o
[Name  a [Type  |Status | # Nodes Logged In
| COBOTE03448E012A =13 v Active 4
CO507603445E012C =13 v Active 4

| CO507602916D0264 gFC v Active 4
CO50760291600268 gFC v Active 4

Figure 6-4 Hosts of HyperSwap LUNs
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Zoning is done so that every IBM i virtual FC is zoned with all four nodes in the Storwize
V7000 cluster. The two zones shown in Figure 6-5 are for the virtual FC adapters of the IASP
connection of the production partition.

B [E] Aliases E (3 Aliases
[ LPART_VFC_43(1 Members) [ LPAR1_VFC_45(1 Members)
[ w7000_N1_P4(1 Members) [ v7000_N1_P2{1 Members)
[ v7000_N2_P4{1 Members) [ w7000_N2_P2(1 Members)
3 w7000 _N3_P4{1 Members) [ v7000_N3_P2{1 Members)
1 w7000_N4_P4{1 Members) [0 v7000_N4_P2{1 Members)

Figure 6-5 Zoning of Virtual FCs of IASP

We set up the environment for PowerHA for i by completing the following steps:

1.

144 4001 Y3¥12800001C DMPOA0 Active

In both IBM i partitions IBMiLPAR1 and IBMiDR1, start the TCP server INETD, by using the
STRTCPSVR SERVER(*INETD) command.

In either partition IBMiLPARL or IBMiDR1, we change the network attribute to allow the node
to be added to the cluster, by using the CHGNETA ALWADDCLU (*ANY) command.

In partition IBMiLPAR1 we create a cluster with IBM i LPARs IBMiLPARL, system name PROD
on Site 1, and IBMiDR1, system name DISREC on site 2, by using the IBM i CRTCLU
CLUSTER(PWRHA_CLU) NODE((PROD ('x.x.x.x')) (DISREC ('x.x.x.x')))
CLUMSGQ(QSYS/QSYSOPR) FLVWAITTIM(1) command.

We start both nodes of the cluster, by using the following commands:

a. In the production partition: STRCLUNOD CLUSTER(PWRHA_CLU) NODE (PROD)
b. In the DR partition: STRCLUNOD CLUSTER(PWRHA CLU) NODE (DISREC)

We create the device domain by using the following commands:

a. In the production partition: ADDDEVDMNE CLUSTER(pwrha_clu) DEVDMN (pwrha_dmn)
NODE (PROD)

b. Inthe DR partition: ADDDEVDMNE CLUSTER(pwrha_clu) DEVDMN(pwrha_dmn)
NODE (DISREC)

In the production partition PROD, we create the IASP of the HyperSwap LUNs by using the
CFGDEVASP ASPDEV(PWRHA_IASP) ACTION(*CREATE) command.

Because the IASP LUNSs are connected with two virtual FC adapters, each of them zoned
with four Storwize V7000 nodes, the IASP disk units have eight paths, two of them active
and four passive, as can be seen in Figure 6-6.

¥3712800001C DMPO33 Passive
¥3712800001C DMPO36 Passive
¥3712800001C DMPO38 Passive

¥3712800001C DMPB34 Passive
¥3712800001C DHMPO35 Passive
¥3712800001C DHMPO37 Active

¥3712800001C DMPO39 Passive

Figure 6-6 Paths of IASP LUNs
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7. On the node DISREC, we create the description of the IASP by using the following
command:

CRTDEVASP DEVD(pwrha_iasp) RSRCNAME(pwrha_iasp) RDB(*GEN)
8. In partition PROD we generated the device CRG by using the following command:

CRTCRG CLUSTER(PWRHA CLU) CRG(PWRHA CRG) CRGTYPE(*DEV) EXITPGM(*NONE)
USRPRF (*NONE) RCYDMN((PROD *PRIMARY *LAST SITEL *NONE) (DISREC *BACKUP *LAST
SITELl *NONE)) CFGOBJ((PWRHA IASP *DEVD *ONLINE))

Note: This site specified in the recovery domain is meaningful for PowerHA for IBM i
and has nothing to do with the HyperSwap site. Both nodes in the recovery domain use
site 1, because there is one Storwize V7000 cluster accessed by both partitions PROD
and DISEC.

9. In partition PROD, we generate SSH keys for communication between IBM i and Storwize to
enable PowerHA to use CLI commands to Storwize. For this we use the following steps:

a. Start Qshell by using the QSH command.

b. Usethe cd /QIBM/UserData/HASM/hads/ -> mkdir .ssh command.
c. Use the cd /QIBM/UserData/HASM/hads/.ssh command.

d. Use the ssh-keygen -t rsa -f id_rsa -N '' command.

10.We transfer the private key to all IBM i nodes in the cluster using FTP to directory
/QIBM/UserData/HASM/hads/.ssh, which we had created before. We transferred the public
key to the Storwize V7000.

11.1n both the PROD and DISREC partitions, we change the authority of PowerHA user
QHAUSRPRF for the file with the private key, by using the CHGAUT
0BJ('/QIBM/UserData/HASM/hads/.ssh/id_rsa') USER(QHAUSRPRF) DTAAUT(*R)
command.

12.In partition PROD, we create the PowerHA Copy description for the switchable IASP for SVC
LUN-level switching. For this we used the following command:

ADDSVCCPYD ASPCPY (HYPERSWAP) ASPDEV(PWRHA IASP) CRG(PWRHA CRG) SITE(SITEL)
NODE (*CRG) SVCHOST (superuser '/QIBM/UserData/HASM/hads/.ssh/id rsa' 'x.x.x.x')
VRTDSKRNG((16 16 *ALL) (20 20 *ALL) (24 24 *ALL) (28 28 *ALL)) RCYDMN((PROD
(2)) (DISREC (3)))

The IDs 16, 20, 24, and 28 in the VRTDSKRNG option are the Storwize LUN IDs of the IASP
LUNSs. IDs 2 and 3 in the RCYDMN option are Storwize IDs of the Host connections to the
relevant LPARs.
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Figure 6-7 shows the created copy description.

_ Display SVC ASP Copy Description PROD
12712717 10:31:47
SVWC ASP copy description . . : HYPERSUWAP
Device description . . . . . : PURHA_IASP
Cluster resource group . . . : PURHA_CRG
Cluster resource group site : SITE1
Hode . . . . . . . . . . . . *CRG
Sessions :
SVC cluster:
User . . . . . . . . . . . SUperuser
Internet address . . . . . : 9.155.113.87
Secure shell key file . . : /QIBM/UserData/HASM /hads/ . sshiid_rsa

Display SVC I0 Resources PROD
12/12/17 10:33:04
VDISK ranges

Range

0016-0016
0020-0020
0024-0024
0028-0028

Display Site Recovery Domain PROD
12712717 10:33:30
Cluster Hode Host Identifier Virtual Disk Range
PROD 0016-0016
0020-0020
0024-0024
0028-0028
DISREC 0016-0016
0020-0020
0024-0024
0028-0028

Figure 6-7 Display PowerHA Copy description

13.We started CRG by using the following command in partition PROD:
STRCRG CLUSTER(PWRHA CLU) CRG(PWRHA CRG)

After performing these steps, the environment of PowerHA for IBM i with HyperSwap is ready.
Next, we describe three tests of business continuity with PowerHA for i HyperSwap.

6.2 Planned outage of production IBM i

Before the outage, the Storwize V7000 host connection of production IASP LUNSs is online
and the host of DR IASP LUNs is offline. This can be seen in Figure 6-8.

¥ Add Host | iS Actions | 2. Filter | [5]

DR_IASP ¥ Online Generic site2 2

DR_Sysbas y" Online Generic z
Prod_IASP v Online Generic sited 2z Yes
Prod_Syshas v Online Generic sited 2z Yes

Figure 6-8 Host connections before the outage
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Before the outage, the direction of HyperSwap Metro Mirror is from site 1 (production site) to
site 2 (DR site), as shown in Figure 6-9.

j g ase
rereld
rerelt
rerel2

rereld

Consistent Synchronized

Consgistent Synchronized
Consistent Synchronized
Consistent Synchronized

Consizstent Synchronized

vi000 _ctr 04

Prod_IASP 1(sitet)
Prod_IASP_2(sited)
Prod_IASP_3{site1)

Prod_IASP |

(oo ctr 04

Prod IASP {{site2)

Prod_IASP._1(site2)
Prod IASP_2(site2)
Prod_IASP_3(site2)

Figure 6-9 Metro Mirror before the outage

The IBM i workload is running in the production IASP. This can be seen in Figure 6-10, which
shows IO operations on the IASP LUNSs: disk units 4001-4004.

e

Read
Rgs

lrite Urite
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Request
Size (K)
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Figure 6-10 Workload in IASP

IBM i recovery domain shows the production
Backup, as shown in Figure 6-11.

IBM i node as Primary, and DR IBM i node as

lork with Recovery Domain

PWURHA_CRG
Yes

Cluster resource group . . . . . .
Consistent information in cluster
Type options, press Enter.

1=Add node 4=Remove node 5=Display more details 20=Dump trace
Site
Name

Preferred
Node Role

Current

Opt Node Status Node Role

DISREC
PROD

*BACKUP
*PRIMARY

1 *BACKUP

*PRIMARY

1 SITEL

SITE1L

Active
Active

Figure 6-11 PowerHA for i Recovery domain before switch-over

Before the planned outage, you can stop the IBM i workload.

To switch over to the DR site, issue the following command in the IBM i DR partition:
CHGCRGPRI CLUSTER(PWRHA CLU) CRG(PWRHA CRG)
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During switchover, the following actions are automatically performed by PowerHA for IBM i:

1. IASP in production IBM i is varied-off, as can be seen in Figure 6-12, which shows the
changing status of the IASP.

Display ASP Vary Status

ASP Dewvice . . . . : 144 PURHA_IASP Current time . . . : 00:00:32
ASP State . . . . : VARIED ON Previous time . . : 00:00:57
Step . . . . . . . 5/ 5 Start date . . . . : 12/15/17

Step Elapsed time
Started by 005640/0SECOFR/QCSTYRYDEY 12:27:02

Ending jobs using the ASP 00:00:05
llaiting for jobs to end 00:00:23
Image catalog synchronization 00:00:00
Writing changes to disk 00:00:02

Figure 6-12 Vary off production IASP

2. The connection of IASP LUNs changes so that they are now connected through the Host
to the DR site, as shown in Figure 6-13.

% Add Host | i= Actiong | L Filter | [E]

i

DR_IASP v Online Generic site2 2

DR_Sysbas v Online Generic site2 2 Yes
Prod_IASP v Online Generic sited 2 o
Prod_Sysbas v Online Generic sited 2 Yes

Figure 6-13 Host connections after switch-over

3. IASP in DR IBM i partition on DR site is varied on, as can be seen in Figure 6-14.

_ Display ASP Vary Status
ASP Device . . . . : 144 BLRHA TASP Current time . . . : 00:01:24
ASP State . . . . : AVAILABLE Previous time . . : 00:01:13
Step . . . . . . . : /dh Start date . . . . : 12/15/17

Step Elapsed time
Started by 004836/0SECOFR/QCSTYRYDEY 11:12:50

Waiting for devices - none are present
Waiting for devices - not all are present
DASD checker

Storage management recovery
Synchronization of mirrored data
Synchronization of mirrored data - 2
Scanning DASD pages

Figure 6-14 IASP is varied-on at the DR site
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4. The HyperSwap Metro Mirror relation of IASP is reversed, as can be seen in Figure 6-15.

a{j -&i{éﬁlASP Consistent Synchronize... 7000 ctr 04 G_t:tr_M

rerell Consistent Synchronized GE Prod_|ASP ((sitet) Prod_IASP_((site2)
rerel Consistent Synchronized Prod_IASP 1(sitet) Prod_IASP_1(site2)
rerel? Consistent Synchronized Prod IASP 2(site1) Prod_ASP_2(site2)
rcreld Congistent Synchronized 5% Prod_IASP 3{site1) Prod_ASP_3({site2)

Figure 6-15 HyperSwap Metro Mirror direction after switch-over

The environment at the DR site is now ready to restart or continue the workload.

When the planned outage is finished, we switch IASP back to the production site by using the
CHGCRGPRI CLUSTER(PWRHA_CLU) CRG(PWRHA_CRG) command in partition PROD. During
switchback, the same actions are performed as during switchover. They are done in the
direction of DR site to production site. The direction of HyperSwap Metro Mirror is changed to
site 1 — site 2.

At PowerHA for IBM i, switch over the I/O rate on Storwize nodes switches from Storwize
nodes 1 and 2 on site 1, to nodes 3 and 4 at site 2. At PowerHA for IBM i, switch back the I/O
rate to Storwize nodes 1 and 2 on site 1. This can be seen on the I/O rate in Storwize
captured by IBM Spectrum Control, shown in Figure 6-16.

Last: 1 hot

Selected Resources 4/4
node
@ node2 Node 1,2
Broded T - Node 3,4
@ noded 2500 N Switch of the § E — _— Node 1.2
1ASPto DR § Ny Switch back § .
ste P/ ~~, | ofthelasP |
Py
o oy
(=]
Metrics () 1/6

Total IO Rate - overall Lo

Data Resolution
Sample

i= Actions « H Edit Table Metrics ‘ I:l Filter...

Figure 6-16 /O rate in Storwize during planned outage

‘ 1215 Dec15, 2017 - 13:13 Dec 15, 2017 a
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6.3 Storwize on production site fails

Before the outage, the workload in the production IBM i partition is running, each LUN of

Sysbas or IASP has two active and six passive paths, as can be seen in Figure 6-17.

ASP Unit
1 15

Serial
Number
Y3712800004C

Display Disk Path Status

Resource

Type Model Name

2145 050

DMP105

Path
Status
Active

Y3712800004C 2145 050
Y37¥1Z2800004C 2145 050
Y3712800004C 2145 050
Y3712800004C 2145 050
Y371Z2800004C P I L ¢
Y3712800004C 2145 050
Y37¥1Z2800004C 2145 050
Y3¥12800001C 2145 050
Y37¥12800001C 2145 050
Y371Z2800001C 2145 050
Y37¥12800001C 2145 050
Y371Z2800001C 2145 050
Y3¥12800001C 2145 050

DMP108
DMP10O7T
DMP106
DMP153
DMP154
DMP155
DMP156
DMPO7E
DMPO76
DMPO7S
DMPO7A
DMPOTT
DMPOT73

Passive
Passive
Active

Passive
Passive
Passive
Passive
Active

Passive
Passive
Passive
Passive
Active

144 4001

¥Y37¥12800001C 2145 050
Y3 712800001C 2145 050

Figure 6-17 Paths to IBM i LUNs before failure

DMPOYO
DMPOBO

Passive
Passive

We simulate the outage of the two Storwize nodes on the production site by entering Service
state on the nodes. IBM i system and workload keep running, and there are warning
messages about failed paths, as can be seen in Figure 6-18.

ype reply (if required), press Enter.
Warning - An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection

failed,
failed,
failed,
failed,
failed,
failed,
failed,
failed,
failed,
failed,
failed,
failed,
failed.

Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning An external storage subsystem disk unit connection
Warning - An external storage subsystem disk unit connection

Figure 6-18 Warnings about failed paths
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During the outage, the LUNSs in the production IBM i partition have two active, two passive,
and four failed paths. The failed paths belong to the failed Storwize nodes. The status of paths
can be seen in Figure 6-19 on page 61.

Serial Resource Path
ASP Unit  Humber Type Model Hame Status
Y3712800004C 2145 050 DMP155 Active
Y3712800004C 2145 050 DMP10B Failed
Y3712800004C 2145 050 DMP105 Failed
Y3712800004C 2145 o050 DMP10O7 Failed
Y3712800004C 2145 050 DMP106 Failed
Y3712800004C 2145 050 DHMP153 Passive
Y3712800004C 2145 050 DHMP154 Passive
¥Y3712800004C 2145 050 DMP156 Active
Y3712800001C 2145 050 DMPOV6 Active
Y3712800001C 2145 050 DMPOVS Passive
Y3712800001C 2145 050 DHMPO7A Passive
Y3712800001C 2145 050 DMPOVT Active
Y3712800001C 2145 o050 DMPOVE Failed
Y3712800001C 2145 050 DMPOV3 Failed

¥Y3712800001C 2145 050 DMPOY9 Failed
¥Y3712800001C 2145 050 DMPOBO Failed

Figure 6-19 Paths to IBM i LUNs after failure

The LUNSs in the disaster recovery IBM i also have two active, two passive, and four failed
paths, as can be seen in Figure 6-20.

serial Resource Fath
ASP Unit HNumber Model Mame sStatus
1 1 ¥37128000070 050 DHMP157 Active
Y37128000070 050 DMP160O Passive
Y37128000070 050 DMP158 Passive

Y¥37128000070 050 DMP159 Active
¥37128000070 050 DMP189 Failed
¥37128000070 050 DMP190 Failed
¥37128000070 050 DMP191 Failed
¥37128000070 050 DMP19Z Failed

Figure 6-20 Paths to the LUNs in DR patrtition after failure

We end the outage by coming out of Service state of the production Storwize nodes. The
failed paths in IBM i partitions become active or passive again accordingly.
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The 1/O rate during the test of the production Storwize failure, as captured by IBM Spectrum
Control, is shown in Figure 6-21.

Selected Resources 4iq  Last 1hou

noded

@ node2

node3 Node 3,4

@ noded

| Faﬂnacm
0 | Site1
i Node 1,2 f Node 1,2

(8] # [ \ i
Metrics (5 1/6 2000 s
Total 0 Rate - overall

Woekoad | e

on Site 1§

Data Resolution

10:15 Dec 15, 2017 - 11:10 Dec 15, 2017 a
Sample

‘ = Actions »

‘ Edit Table Metrics

Figure 6-21 I/O rate during the failure of production Storwize

6.4 Production IBM i fails

Before the outage, the workload is running in the production IBM i IASP.

We simulate the IBM i failure by shutting down production IBM i, using the PWRDWNSYS
command.

After the simulated failure of IBM i, PowerHA for IBM i automatically runs the following steps:
1. It sends a message to Disaster Recovery IBM i asking to confirm the further steps.

Note that the message is sent only if PowerHA for IBM i environment is set up accordingly.
If not, the actions are done without asking for confirmation.

2. Production IASP is varied off, providing that this action is possible in the failed IBM i.
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3. IBMi Cluster Resource Group recovery domain changes the node roles: Disaster
Recovery node becomes Primary, and Production node becomes Backup node. The
changed roles can be seen in Figure 6-22.

Work with Recovery Domain

Cluster resource group . Lo
Consistent information in cluster

Type options, press Enter.
1=Add node  4=Remove node

Current
Opt Node Status
DISREC
PROD

Active

Inactive *BACKUFP

Node Role

*PRIMARY

PURHA_CRG
Yes

H=Display more details

Preferred
Node Role

*BACKUP
1 *PRIMARY

20=Dump trace

Site
Name

1 SITE1
SITE1

Figure 6-22 Changed node roles in the recovery domain

4. HyperSwap Metro Mirror changes direction, as shown in Figure 6-23.

J\jji ;ji Not in a Group

d -Ai_-.d,!_DR_Sysbas

Consistent Synchronize...
s ]

vi000 ctr 04

«—vI000 ctr 04

j ..‘;;'E:h_lASP Consistent Synchronize... 7000 ctr 04 —v7000 ctr 04
i S TR,
rereld Consistent Synchronize od_IASP_0(site1) Prod_IASP_0{site2)
rereft Consistent Synchronize od_IASP_1(sitet) Prod_lASP_1(zite2)
rerel2 Consistent Synchronize od_LASP_2(sitet) Prod_IASP_2(sited)
rereld Consistent Synchronize od_IASP_3(site1) Prod_JASP_3{site2)
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Figure 6-23 Reversed direction of Metro Mirror
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5. 1ASP in the disaster recovery partition is varied on. The changing status of the Disaster
Recovery IASP is shown in Figure 6-24.

Display ASP Vary Status

ASP Device . . . . : 144 PURHA_IASP Current time . . . : 00:00:54
ASP State . . . . : ACTIVE Previous time . . : 00:01:24
Step . . . . . . .: 31/ 35 Start date . . . . : 12/15/17

Step Elapsed time
Cleaning up journal receivers 00:00:00
Cleaning up cross-reference files 00:00:00
Database access path recovery 00:00:01
Database cross-reference file merge 00:00:38
SPOOL initialization

Image catalog synchronization

Command analyzer recovery

Figure 6-24 Vary-on of disaster recovery IASP

After the IASP in the DR partition varies on, we start the workload in the DR IASP.

The production node in IBM i cluster is inactive, as shown in Figure 6-25.

Work with Cluster Hodes

Local node . . . . . . . . . . . .« . . . DISREC
Consistent information in cluster . . . : Yes

Type options, press Enter.
1=Add Z2=Change 4=Remove 5=Display more details
B=5tart 9=End 20=Dump trace

Opt Node Status Device Domain

DISREC Active PURHA_DMN
PROD Inactive PHRHA_DMHN

Figure 6-25 [IBM i cluster nodes during outage

The I/O rate is now running on nodes 3 and 4 of the Storwize HyperSwap cluster.

To end the outage, we start the production IBM i, and we start the production node in the
cluster. We switch back from DR IBM i to Production IBM i, by using the PowerHA command
CHGCRGPRI CLUSTER(PWRHA_CLU) CRG(PWRHA_CRG) in system PROD.

When the IASP becomes available at the production site, we restart the workload in the
production IASP.
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After switchback, the Metro Mirror relations in the IASP HyperSwap LUNs change direction
from production — DR, as shown in Figure 6-26.

55_;3-:--..:);-{&DR_Syshas Consistent Synchronize... 7000 ctr 04 7000 ctr 04

L}JJV IASP Consistent Synchronized 7000 ctr 04 ﬂﬂ_ctr_M
rcreld Consistent Synchronized Prod_JASP_0(site1) Prod_IASP_((site2)
rerelt Consistent Synchronized Prod_IASP_1(site1) Prod_lASP_1(site2)
rerel2 Consistent Synchronized Prod_ASP._2(site1) Prod_ASP_2{site2)
rcreld Consistent Synchronized Prod_ASP_3(site1) Prod_LASP_3({site2)

i{{i..--;)j@Prod_Syshas Consistent Synchronized 7000 ctr 04 _sy7000 cir 04

Figure 6-26 Metro Mirror direction is changed to initial

Figure 6-27 shows the I/O rate during the switch-over and switch-back, as captured by IBM
Spectrum Control.

Selected Resources 4/4 Last: 1hour Ghourzs 12hours 1day 1week 1month &months 1year BOpHE
P node’ Node 1,2

@ node2 —

@ node3 Node 3.4

@ noded 2,500

Node 1,2
..,/u‘.".

1,500 | Automatic switch

| ofIASP to DR site
Metrics (+) 1/6 Workload an l _
production site

ops/s

Total /0 Rate - overall .
\ | ‘Switch back uf'
| lasp
7 .
' ’
R /\ A
15118 15:30 15145 16:00 16115 1830

Data Resolution

T © 15:15 Dec 15, 2017 - 16:30 Dec 15, 2017 &
| Hourly | Sample : :

l i= Actions w

l Edit Table Metrics

Figure 6-27 IBM Spectrum Control graph of the I/O rate

6.5 Disaster at production site

The workload is running in production IASP.

To simulate disaster at the production site (Site 1), we shut down the production IBM i and we
enter Service state on both Storwize V7000 nodes at Site 1.
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The following actions are automatically executed by PowerHA for i:
1. It sends a message to Disaster Recovery IBM i asking to confirm the further steps.

Note that the message is sent only if the PowerHA for IBM i environment is set up
accordingly. If not, the actions are done without asking for confirmation.

2. Production IASP is varied off, if disaster on the production site permits vary-off of the IASP.

3. IBM i Cluster Resource Group recovery domain changes the node roles: disaster recovery
node becomes Primary and Production node becomes the Backup node.

4. HyperSwap Metro Mirror changes direction.
5. 1ASP in disaster recovery partition is varied-on.

Next, complete the following steps:

1. After IASP at the DR site becomes available, we restart the workload in DR partition at
Site 2.

2. To end the disaster, we exit the Service state of Storwize V7000 nodes at Site 1, and we
start production IBM i.

After the disaster is over, the HyperSwap Metro Mirror is as shown in Figure 6-28.

j'!;_l"! Not in a Group

_! .‘:;'_:_‘% DR_Sysbas Consistent Synchronize... 7000 ctr 04 | <_y?}jﬁ cir 04
{gPedig e Consistent Copyi v7000_ctr 04 «v7000 ctr 04 Freeze
rereld Consistent Copying @'L‘:., Prod_IASP_0(site1) Prod_IASP O(site2)
rcrel Consigtent Copying @I"@ Prod_lASP_1(zited) Prod_lASP 1(site2)
roreld Consistent Copying @E Prod_ASP_2(site) Prod _IASP 2(site2)
rcrel3 Consistent Copying |3E., Prod IASP 3(sitet) Prod_IASP 3(site2)

J ._-;;'Q,Pmd_Sysbas Consistent Synchronize... 7000 ctr 04 —v7000 ctr 04
] - = e

Figure 6-28 HyperSwap Metro Mirror changed direction

3. We start the cluster node on the production partition PROD. IBM i cluster recovery domain
shows the DR node as primary and the production node as backup, as shown in
Figure 6-29.

Work with Recovery Domain

Cluster resource group . . . . PLRHA_CRG

Consistent information in cluster . . . : Yes

Type options, press Enter.
1=Add node 4=Remove node H=Display more details 20=Dump trace

Current Preferred Site
Node Status Node Role Node Role Name

DISREC Active *PRIMARY *BACKUP 1 SITE1
PROD Active *BACKUP 1 *PRIMARY SITE1

Figure 6-29 Node role after production site is back
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4. We switch-back to production partition by using the command CHGCRGPRI
CLUSTER(PWRHA_CLU) CRG(PWRHA_CRG) in partition PROD.

5. We restart the workload in the production partition.
During the outage of site 1, the 1/O rate transfers to nodes 3 and 4 at site 2. After the outage,

it transfers back to nodes 1 and 2 at site 1. This is shown in Figure 6-30 as captured by IBM
Spectrum Control.

Selerted Resources 4y | st onths e
noded 3,500 Nodes 34 Switch lASP w‘
o ™\ toDRsite
@ nod2 iy |\
@ node3 Powerdown 1/
@ nods4 e B | PROD f
/ V.
250 \ Nodes 1.2
PL PROD and \ﬁl
u o | swichback |
B . | 1SP | —
] Disable W‘ [ | Restart w%‘
Pt (3) e 150 Vinoon £ - workoadin
Metrics ( 16 . N \| ROD |
Total 0 Rate - averall | F——
100 Hodes 12 | B4 3 \ |
Enable V7000 | \ /
L, ”M‘\ g‘l on Site 1 I ‘-j
Stat  § / \
" workoad ’ ! k .
\\
& 6 16 16:
Data Re“"“g”a’;nme 15:30 Dec 18, 2017 - 1659 Dec 18, 2017
‘ i= Actions Edit Table Metrics v Filter

Figure 6-30 10 rate during the disaster as captured by Spectrum Control

This concludes our testing.
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