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Preface

The IBM® XIV® Storage System is an excellent choice for VMware storage requirements.
XIV achieves consistent high performance by balancing the workload across physical
resources. This paper includes information about the following topics:

>

>

>

>

>

>

XIV Storage System and VMware Integration Concepts

X1V Storage System and VMware Implementation Best Practices
X1V Storage System integration harnessing VMware APIs including:
— vStorage APIs for Array Integration (VAAI)

— vSphere API for Storage Awareness (VASA)

— vStorage API for Data Protection(VADP) interfacing with Tivoli® Storage FlashCopy®
Manager (FCM) and Tivoli Storage Manager for Virtualization Environments (TSM for
VE)

Connection for ESX version 3.5, ESX/ESXi version 4.x, and ESXi 5.0/5.1
The IBM vCenter plug-in

The XIV Storage Replication Adaptor (SRA)

VMware Site Recovery Manager (SRM)

This IBM Redpaper™ is intended for those who want to plan, design, and configure an XIV
based storage solution in a VMware environment.
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X1V Storage System with VMware

This chapter is a high-level introduction to the concepts, features, and business relationships
that make the XIV Storage System and VMware, the perfect fit for an optimized
storage-server virtualization solution.
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1.1 Introduction

2

Virtualization technology is transforming business. Companies are increasingly virtualizing
their environments to meet these goals:

Consolidate servers

Centralize services

Implement disaster recovery

Set up remote or thin client desktops
Create clouds for optimized resource use

vyvyyvyyy

Organizations often deploy server virtualization to gain economies of scale by consolidating
underutilized resources to a new platform. Equally crucial to a server virtualization scenario is
the storage itself. Implementing server virtualization without taking storage into account can
cause challenges, such as uneven resource sharing and performance and reliability
degradation.

The IBM XIV Storage System, with its grid architecture, automated load balancing, and ease
of management, provides best-in-class virtual enterprise storage for virtual servers. It also
provides the following advantages to help meet your enterprise virtualization goals:

» IBM XIV end-to-end support for VMware solutions, including vSphere and vCenter
» Provides hotspot-free server-storage performance

» Optimal resource use

» An on-demand storage infrastructure that allows simplified growth

IBM collaborates with VMware on the strategic, functional, and engineering levels. IBM XIV
system uses this technology partnership to provide robust solutions and release them quickly.
The XIV system is installed at the VMware Reference Architecture Lab and other VMware
Engineering Development labs. It is used for early testing of new VMware product release
features. Among other VMware product projects, IBM XIV took part in the development and
testing of VMware ESX 4.1.

IBM X1V engineering teams have ongoing access to VMware co-development programs, such
as developer forums. They also have access to a comprehensive set of developer resources
including toolkits, source code, and application programming interfaces. This access
translates to excellent virtualization value for customers.

For more information, see A Perfect Fit: IBM XIV Storage System with VMware for Optimized
Storage-Server Virtualization, available at:

ftp://ftp.hddtech.ibm.com/isv/A Perfect Fit IBM XIV_and VMware.pdf

VMware offers a comprehensive suite of products for server virtualization:

» VMware ESX and ESXi server: This production-proven virtualization layer runs on
physical servers. It allows processor, memory, storage, and networking resources to be
provisioned to multiple virtual machines.

» VMware Virtual Machine file system (VMFS): A high-performance cluster file system for
virtual machines.

» VMware Virtual symmetric multiprocessing (SMP): Allows a single virtual machine to use
multiple physical processors simultaneously.

» VMware Virtual Machine: A representation of a physical system by software. A virtual
machine has its own set of virtual hardware on which an operating system and
applications are loaded. The operating system sees a consistent, normalized set of
hardware regardless of the actual physical hardware components. VMware virtual

X1V Storage System in a VMware environment


ftp://ftp.hddtech.ibm.com/isv/A_Perfect_Fit_IBM_XIV_and_VMware.pdf
ftp://ftp.hddtech.ibm.com/isv/A_Perfect_Fit_IBM_XIV_and_VMware.pdf

machines contain advanced hardware features, such as 64-bit computing and virtual
symmetric multiprocessing.

vSphere Client: An interface allowing administrators and users to connect remotely to the
VirtualCenter Management Server or individual ESX installations from any Windows PC.

VMware vCenter Server: Centrally manages VMware vSphere environments. It gives IT
administrators dramatically improved control over the virtual environment compared to
other management platforms. Formerly called VMware VirtualCenter.

Virtual Infrastructure Web Access: A web interface for virtual machine management and
remote consoles access.

VMware VMotion: Allows the live migration of running virtual machines from one physical
server to another, one datastore to another, or both. This migration has zero downtime,
continuous service availability, and complete transaction integrity.

VMware Site Recovery Manager (SRM): A business continuity and disaster recovery
solution for VMware ESX servers providing VM-aware automation of emergency and
planned failover/failback scenarios between data centers incorporating either server or
storage-based datastore replication.

vStorage APIs for Storage Awareness (VASA): An API that facilitates the awareness of
specific storage-centric attributes to vCenter. These functional and non-functional
characteristics are automatically surfaced by a VASA-compatible storage subsystem and
presented to vCenter to enhance intelligent automation of storage resource management
in conjunction with the VMware Profile-Driven Storage resource classification and
deployment methodology.

VMware Storage Distributed Resource Scheduler (DRS): Facilitates the automated
management of initial VMDK placement. It also facilitates continual, dynamic balancing of
VMDKSs among clustered datastores by identifying the most appropriate resource
candidates based on capacity, performance, and functional characteristics that are
specific to the requirements of individual virtual machines or clusters. Beginning in
vSphere 5.0, VMware Storage DRS can take advantage of VASA-based and
administrator-based storage resource classifications to realize simplification of
heterogeneous storage management based on the concept of Profile-Drive Storage,
which organizes diverse storage resources into profiles meeting specific classification
criteria.

VMware high availability (HA): Provides easy-to-use, cost-effective high availability for
applications running in virtual machines. If a server fails, effected virtual machines are
automatically restarted on other production servers that have spare capacity.

VMware Consolidated Backup (VCB): Provides an easy-to-use, centralized facility for
agent-free backup of virtual machines that simplifies backup administration and reduces
the load on ESX installations. VCB is being replaced by VMware vStorage APIs for Data
Protection.

VMware vStorage APIs for Data Protection: Allows backup software, such as IBM Tivoli
Storage Manager for Virtual Environments (version 6.2 or later), optionally in conjunction
with Tivoli Storage FlashCopy Manager for VMware (version 3.1 or later), to perform
customized, scheduled centralized backups at the granularity of virtual machines, and
recovery at the datastore, virtual machine, or file level. You do not have to run backup
tasks inside each virtual machine.

VMware Infrastructure software development kit (SDK): Provides a standard interface for
VMware and third-party solutions to access VMware Infrastructure.

Chapter 1. XIV Storage System with VMware 3



1.1.1 IBM XIV Storage System integration with XIV

IBM XIV provides end-to-end support for VMware with ongoing support for VMware
virtualization solutions as they evolve and are developed. Specifically, IBM XIV works in
concert with the following VMware products and features:

» vSphere ESX
vSphere Hypervisor (ESXi)

v

» vCenter Server using the IBM Storage Management Console for VMware vCenter

» vStorage APIs for Data Protection (VADP) (using Tivoli Storage FlashCopy Manager and
Tivoli Storage Manager for Virtual Environments)

» vSphere vMotion and Storage vMotion

» vSphere APIs for Storage Awareness (VASA) in concert with VMware Distributed
Resource Scheduler (DRS) and Storage 1/0 Control (SIOC)

» vSphere Storage APIs for Array Integration (VAAI)

1.1.2 VAAI Support

ESX/ESXi 4.1 brought a new level of integration with storage systems through the use of
vStorage API for Array Integration (VAAI). VAAI helps reduce host usage and increases
scalability and the operational performance of storage systems, particularly in densely
configured, multi-tenant virtual environments. The traditional ESX operational model with
storage systems forced the ESX host to issue many identical commands to complete certain
types of operations, including cloning operations. Using VAAI, the same task can be
accomplished with far fewer commands, reduced contention, and with the potential to greatly
reduce resource consumption at all levels along the I/O path.

For more information, see Chapter 3, “VMware vStorage APIs Array Integration” on page 27.

1.1.3 vSphere deployment flexibility with the IBM XIV Storage System

4

The minimum implementation of a VMware virtualization environment utilizing XIV Storage
System requires the deployment of at least one ESX/ESXi server to host the Virtual Machines
and one vCenter server and vCenter client. Also, ensure that VAAI is enabled and that the
vCenter plug-in is installed. Finally, you need redundancy at both the network and SAN levels.

You can implement a clustered, high-availability solution in your environment by adding and
deploying an additional server (or servers) running under VMware ESX/ESXi in addition to
implementing the VMware High Availability option for your ESX/ESXi servers. This feature is
designed to operate in synergy with VMware Distributed Resource Scheduler (DRS) and
Storage DRS, particularly in a clustered datastore environment. The high-availability feature
maintains VM and application availability while optimizing capacity utilization and load
balancing for performance. For more information about VMware HA and DRS, refer to 2.1.2,
“XIV and VMware Storage Distributed Resource Scheduler” on page 12 and to the paper
located at:

http://www.vmware.com/resources/techresources/402

Tivoli Storage FlashCopy Manager for VMware seamlessly integrates with the advanced
snapshot technology of the XIV Storage System and vStorage APIs for Data Protection o
implement robust end-to-end centralized backup at the datastore or datastore cluster level
and restore capabilities. With Tivoli Storage FlashCopy Manager for VMware, there is no

X1V Storage System in a VMware environment
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need to deploy OS-specific agents on each VM. This solution can be further enhanced by
incorporating Tivoli Storage Manager for Virtual Environments to implement off-host
incremental data backup (supporting VMware Changed Block Tracking) and archival
processes targeting appropriate nearline or lower-tiered media. Refer to the following
VMware Knowledge Base article for further details about VADP:

http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC
&externalld=1021175

To further improve the availability of your virtualized environment, simplify business continuity
and disaster recovery solution leveraging integrated, automated VM-aware failover and
failback, consider implementing ESX servers, vCenter server, and another XIV storage
system at the recovery site. Also, install VMware Site Recovery Manager, and use the
Storage Replication Adapter to integrate VMware Site Recovery Manager with your XIV
storage systems at both sites. The Site Recovery Manager itself can also be implemented as
a virtual machine on the ESX server. Of course, both the primary data center and the disaster
recovery data center(s) must incorporate redundant networks and SANSs.

As part of a comprehensive strategy to meet SLAs and enforce performance protection for
business-critical VMs in a highly consolidated virtualized storage environment, consider
implementing vSphere Storage I/O Control (SIOC), ideally in conjunction with the QoS
performance classes of the XIV Storage System to address prioritization at the LUN level as
well. Introduced in vSphere 4.1, SIOC consistently monitors latency and dynamically
alleviates the impact of resource contention during peak workload periods by limiting
resource consumption by non-critical, performance-hungry VMs to the quotas set by the
administrator in favor of improving performance for VMs hosting high-priority workloads,
particularly during peak periods. For additional guidance about implementing vSphere SIOC,
refer to “vSphere Storage 1/0 Control (SIOC)” on page 25, and the technical paper at:

http://www.vmware.com/files/pdf/techpaper/VMW-vSphere41-SI0C.pdfSIOC

Figure 1-1 on page 6 is a modular architectural overview that summarizes the key vSphere
and XIV integration points.

Deep XIV storage integration with VMware is provided at no additional charge as part of IBM
X1V licensing. Integration works either ready-for-use, as is the case for VAAI with vSphere
5.0, or with simple software plug-ins or drivers.

Optional, separately-licensed Tivoli products provide additional VMware data protection
integration.

Chapter 1. XIV Storage System with VMware 5
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Figure 1-1 X1V Integration Points with VMware

Note: Although the APIs within the categories of VAAI and VASA in a vSphere 5.x
environment require no specific tuning or best practices implementation on the part of
VMware or XIV administrators, full exploitation of these features in the broader context of
the vSphere 5.x ecosystem requires end-to-end awareness of feature interoperability,
storage-agnostic interoperability limitations that can be imposed by VMware, and
VMware’s recommended best practices. This publication does not cover these topics
exhaustively; however, you are encouraged to investigate them further using the following
resources and to subsequently incorporate these elements into solution design and
planning specific to the intended usage of vSphere:

VMware VAALI:

http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displa
yKC&externalld=1021976

VMware VASA:

http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&docType=kc&
externalIld=2004098&s1iceld=1&docTypelD=DT_KB_ 1 1&dialogID=455566651&stateld=1%2
00%20455588236

X1V Storage System in a VMware environment
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Figure 1-2 illustrates a full solution including disaster recovery capability.
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Figure 1-2 Integrated vSphere Disaster Recovery Environment Built on IBM XIV Storage System

The remainder of this chapter is divided into several major sections. The first two sections are

dedicated to comprehensively addressing the unique integration concepts underlying the
deployment of a powerful, adaptable vSphere environment on the XIV Storage System. The

concepts described offer a deeper understanding of the robust synergy and value achievable
when deploying vSphere environments harnessing XIV storage with emphasis on

implementation best practices. The final three sections address specifics for VMware ESX

3.5, ESX/ ESXi 4.x, and ESXi 5.1:
X1V Storage and VMware Integration Concepts and Implementation Best Practices

>

»

»

vStorage APIs for Array Integration (VAAI)

The IBM Storage Management Console for VMware vCenter

The XIV Storage Replication Adapter for VMware Site Recovery Manager

Backup and restore leveraging VMware ADP and Tivoli Storage FlashCopy Manager for

VMware on the XIV Storage System

Chapter 1. XIV Storage System with VMware
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XIV and VMware Integration

This chapter addresses IT decision makers, storage administrators, and VMware
administrators. It offers a complete overview of XIV storage and VMware integration concepts
and general implementation best practices.

© Copyright IBM Corp. 2013. All rights reserved. 9



2.1 Integration concepts and implementation Best Practices

10

At a fundamental level, the goal of both the XIV Storage System and VMware’s storage
features is to significantly reduce the complexity of deploying and managing storage
resources. With XIV, storage administrators can provide consistent tier-1 storage
performance and quick change-request cycles because they perform little planning and
maintenance to keep performance levels high and storage optimally-provisioned.

The underlying strategies devised within the vSphere storage framework to insulate
administrators from complex storage management tasks, non-optimal performance, and
capacity resource utilization, include:

» Make storage objects much larger and more scalable, reducing the number that to be
managed by the administrator

» Extend specific storage resource-awareness by attaching features and profiling attributes
to the storage objects

» Help administrators make the correct storage provisioning decision for each Virtual
Machine or even fully automate the intelligent deployment of Virtual Machine storage.

» Remove many time-consuming and repetitive storage-related tasks, including the need for
repetitive physical capacity provisioning.

Clearly, vCenter relies upon the storage subsystem to fully support several key integration
features to effectively implement these strategies. Appropriately compatible storage, such as
X1V, is essential.

To provide contrast, consider traditional storage provisioning in vSphere, which typically tasks
the vSphere administrator with the following storage-centric responsibilities:

» Determine the correct datastore on which to initially place a VM’s virtual disk.
» Continuously monitor datastores for capacity consumption.

» Continuously monitor datastores for performance/latency.

» Repetitively deploy physical LUN as capacity consumption grows.

» Ensure that a VM remains backed by a suitable storage resource throughout its lifecycle.

Additional concerns for vSphere administrators can include:

» Possible mistrust of Thin Provisioning due to Out-Of-Space situation.
» Possible mistrust of physical capacity usage reporting of Thin Provisioned LUNSs.

The remainder of this chapter addresses each of these hurdles, demonstrating the concepts
and operational practices necessary to derive maximal value from the unique
vSphere-specific capabilities of the XIV Storage System. As an introduction to essential
storage principles in the vSphere environment, a brief overview precedes the discussion of
integration principles and best practices.

XIV Storage System in a VMware environment



2.1.1 vSphere storage architectural overview

First, consider the vSphere storage architecture, including physical and logical storage
elements shown in Figure 2-1. While not intended to thoroughly explore vSphere storage
concepts and terminology, the essential components and their relationships provide the
foundational framework necessary to understand the upcoming integration principles.

virtual Windows VM Linux VM Windows VM
machine with RDM

ESXi Server

virtual disk :@I] @
I | | l
| Virtualization layer (vmkernel)

VMFS1 VMFS2

. /
=ewr e 0 | 0" g

MES — _Tl—\
datastare

T 1 — 1 11
-:_;___J SAN - -

XIv
oume T AJCE ] O 1 [o]

Figure 2-1 ESX/ESXi Basic Storage Elements in the vSphere Infrastructure

The VMware file system (VMFS) is the central abstraction layer that acts as a medium
between the storage and the hypervisor layers. The current generation of VMFS evolved to
include the following distinguishing attributes, among others:

>

Clustered file system: Purpose-built, high performance clustered file system for storing
virtual machine files on shared storage (Fibre Channel and iSCSI). The primary goal of
VMFS’s design consists of functioning as an abstraction layer between the VMs and the
storage to efficiently pool and manage storage as a unified, multi-tenant resource.

Shared data file system: Enables multiple vSphere hosts to read and write from the same
datastore concurrently.

Online insertion or deletion of nodes: Adds or removes vSphere hosts from VMFS volume
with no impact to adjacent hosts or VMs.

On-disk disk file locking: Ensure that the same virtual machine is not accessed by
multiple vSphere hosts concurrently. This topic is fully addressed in Chapter 3, “VMware
vStorage APIs Array Integration” on page 27.

What follows examines concepts and best practices crucial to building an adaptable, efficient,
high-performance vSphere infrastructure with the XIV Storage System’s inherently
cloud-optimized design and deep vSphere integration capabilities at its foundation.

Chapter 2. XIV and VMware Integration 11



2.1.2 XIV and VMware Storage Distributed Resource Scheduler

12

VMware Storage Distributed Resource Scheduler (SDRS) balances the VM virtual disk
(VMDK) placement dynamically across datastores by identifying the most appropriate
resource candidates based on capacity, performance, and functional characteristics that are
specific to the requirements of individual virtual machines and clusters. However, because all
storage created for vSphere on the XIV Storage System is balanced across all processors,
ports, spindles, and cache modules in the XIV Storage System, XIV already effectively
addresses many of the complex performance management challenges that SDRS
load-balancing is designed to alleviate. By definition, the XIV Storage System’s grid
architecture achieves an optimal balance without hitting thresholds and triggers that instigate
redistribution of disk resources.

VASA and Profile Driven Storage

vStorage APIs for Storage Awareness (VASA) enables vSphere 5.0 or higher to incorporate
storage resource attributes dynamically surfaced by VASA-compatible storage subsystems
into the persistent monitoring of storage resources for purposes of invoking
intelligence-driven, storage-centric operations, for example through Storage Distributed
Resource Scheduler (SDRS). vSphere 5.0 introduces another feature called Profile Driven
Storage that serves as a resource classification and policy enforcement mechanism that
works in synergy with VASA and consequently enhances SDRS functionality even further.
Figure 2-2 on page 13 illustrates the functional relationships between all of these elements
and their integration into the VMware infrastructure.

VASA and Profile Driven Storage synergy enable the following benefits:

» Profile Driven Storage helps make the initial placement of a VM error-free by allowing
administrators to create profiles that contain storage characteristics and then map the
VM’s and datastore resources to these profiles:

— These storage resource characteristics can be surfaced through VASA or can be
user-defined business tags (for example, gold, silver, bronze).

» VASA’s dynamic reporting also enables VMs to remain compliant with their predefined
storage requirements based on classifications set forth using Profile Driven Storage:

— The status of a VM can change from compliant to non-compliant based on transient
conditions, and appropriate actions can be taken by administrators or by SDRS to
restore and maintain compliance.

In summary, adding vSphere 5 VASA support delivers actionable storage insights, such as
availability, alerts, and events, to both enhance SDRS and provide VMware administrators
with enhanced storage infrastructure management and decision-making capabilities.

XIV Storage System in a VMware environment
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Figure 2-2 Conceptual View of VASA and PDS Integration

IBM Storage Provider for VMware VASA

The IBM Storage Provider for VMware VASA, referred to as “VASA Provider,” improves the
ability to monitor and automate storage-related operations in VMware vSphere.

The VASA Provider supports multiple vCenter consoles and multiple XIV Storage Systems,
and constitutes an alternative tool for viewing information about the XIV Storage System
within vCenter, including:

» Real-time disk status
» Real-time alerts and events

Installed on Microsoft Windows Server, the VASA provider functions as a standard vSphere
management plug-in for each VMware vCenter server while interacting with vStorage APlIs for
Storage Awareness (VASA) to deliver information about storage topology, capabilities and
state, and events and alerts to VMware vSphere.

For the most recent version of the IBM Storage Provider for VMware VASA and information
about installation prerequisites and instructions, refer to:

http://www-933.ibm.com/support/fixcentral/swg/selectFixes?parent=ibm™~Storage_Disk&
product=ibm/Storage Disk/XIV+Storage+System+%282810,+2812%29&release=Al1&platform=
AlT&function=all#vSphere%20APIs%20for%20Storage%20Awareness

Additional instructions about installing the Vasa Provider are available in IBM Storage
Provider for VMware VASA, Version 1.1.1, located at:

http://pic.dhe.ibm.com/infocenter/strhosts/ic/topic/com.ibm.help.strghosts.doc/PDF
s/Storage_Prov_for_VMware_VASA_1.1.1 IG.pdf
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After installing and setting up the VASA provider, you can examine the attributes reported to
vSphere:

1. Select your VMware ESXi cluster within the vCenter client.

2. Navigate to the Storage Views tab, and select the Show all SCSI Volumes (LUNs) view.
As shown in Figure 2-3, there are four columns that contain information from VASA:

Committed Capacity This is the hard, or physical, capacity consumed on the XIV Storage
itself, expressed in binary metrics, for example GiB. Both
administrators and SDRS can monitor this metric when making
VM/VMDK deployment, cloning, and migration decisions.

Thin Provisioned Specifies a value of “true” or “false.” The example in Figure 9-11 shows
a value of “true” for all volumes because XIV thin provisions volumes
by virtue of its architecture. It is important to distinguish this metric
from the thin provisioning status of the storage pool containing the
volume. The value specified does not reflect the provisioning status of
the associated storage pool.

Storage Array Provides the name of the storage subsystem.

Identifier on Array Correlates the SCSI ID of a LUN with the actual volume name on the
associated XIV Storage System.

.155.113.137 ¥Mware ESXi, 5.1.0, 799733

Getting Started ' Summary ' Virtual Machines | Resource Allocation ' Performance - Configuration asks & E S ST TR S TS Storage Views

Storage Views are generated periodically and may be out of date, To update to the most recent inventory, please click "Update...", /

iew: |Reports Mapsi:/

Show all SCSI Volumes (LUMs) = / / / /

BCSIID | Lun | Datastore | Capacity | Committed | Thin Provision, .. || Storage Array | Identifier on Array | Wendor | Wolume Mame
10001000036, .. 1 FCM_Primary_Te... 192,00 GB 170,09 GBE  true *I¥_01_s000105 FCM_1 IEM IBM Fibre Ch
10004000036, .. 4 SRM_Placeholder 16.00 GB 90,00 ME  krue *I¥_01_s000105 SRM_Placeholder IEM IBM Fibre Ch
20000000060, .. 0 datastorel 45.63 GB LSILOGEIC LSILOGEIC Se

Figure 2-3 IBM VASA Provider Surfacing X1V Storage Characteristics to vSphere Client

In addition to surfacing LUN attributes to vCenter, VASA also surfaces information about the
utilization status of thinly-provisioned LUNSs that can trigger warning alarms indicating the
impending depletion of available physical capacity. As depicted in the example in Figure 2-4
on page 15, the name of this alarm is “Thin-provisioned volume capacity threshold exceeded,’
and it appears under both the Tasks & Events and Alarms tabs in the Datastores and
Datastore Clusters interface of the vSphere client. In the example, this alarm is triggered
because the FCM_1 LUN backing the FCM_Primary_Test datastore reached a committed
capacity exceeding 75% of the provisioned capacity, which is the default threshold.
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Figure 2-4 IBM VASA Provider Surfacing X1V “Datastore Usage on Disk” Alerts to vCenter Client

Version 1.1.1 of IBM Storage Provider for VMware VASA does not support surfacing
capabilities of the XIV Storage System’s LUNs to vSphere client.

2.1.3 XIV and VMware LUN and datastore provisioning best practices

With a key benefit of virtualized infrastructure being server consolidation, the VAAI-capable
XIV infrastructure enables customers to apply VMware best practices without compromise,
improving VM consolidation without incurring latency or increasing risk. With VAAI-enabled
XIV storage, customers can realize the following benefits:

Uses larger LUNs to create or expand datastores

Uses fewer LUNSs to create larger datastores, simplifying storage management
Increases the number of VMs in a datastore

Potentially increases the number of VMs running on a host or cluster

Migrates VMs between data stores without host impact

Copies VMs and create templates without host impact

Creates new VMs without host impact

YyVVyVYyVYVYYVYY

In a vSphere environment leveraging XIV storage, the following LUN and datastore sizing
recommendations apply:

» Use large LUNs. Most use cases call for LUNs with a minimum of 1 TB to a maximum of
3.5 TB in size. When selecting an optimal LUN size, consider both of the following caveats
and benefits associated with larger LUNs:

— Factor in the amount of time required for tasks, such as LUN migration, as needed, in
the context of business objectives.

— Consider the capacity overhead resulting from the desired number and life expectancy
of concurrent XIV or VMware snapshots. In general, larger LUNSs incur a
disproportionately larger capacity consumption compared to smaller LUNs as a result
of necessitating adherence to the VMDKSs with the minimum recovery point objective,
increased metadata overhead, and so on.

— Understand the business implications to failure domains, recovery time objectives, and
recovery point objectives as a function of LUN size, particularly for extremely large
LUNSs that must be engaged in persistent snapshot or remote mirroring relationships.
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— The benefits of larger LUNSs include:

¢ Less orphaned space, which improves both ease of management and overall
capacity utilization at the vSphere level.

e Improved XIV caching for larger LUNSs.

Avoid using few large volumes to balance workloads and improve performance by
increasing queue utilization:

— Take advantage of all ports on the XIV system. Connectivity and port configuration best
practices are described in “XIV and VMware general connectivity best practices” on
page 16.

— Try to balance workload across at least 8 LUNSs.

LVM extents are supported but not recommended. In vSphere 5.0 with XIV, you can
increase the size of a datastore and LUN (up to 64TB) with no disruption of service.

— vSphere 5.0 drastically increased size of support for datastores (64TB); however, this
is not to say that creating LUNs or datastores of this size is a recommended
implementation practice.

— As long as storage pool has capacity/performance, large datastores can be used.

— Concerns with SCSI-2 reservations to enforce LUN locking are mitigated with VAAI, as
described in Chapter 3, “WMware vStorage APls Array Integration” on page 27.

2.1.4 XIV and VMware general connectivity best practices

16

When implementing Fibre channel connectivity for the XIV Storage System in a vSphere
environment, the configuration must adhere to the following practices:

»

>

>

Utilize X1V host cluster groups for LUN assignment
Configure single initiator zones

At the time of this writing, the VMware specifies that there can be a maximum of 1024
paths and 256 LUNs per ESX/ESXi host, as shown in Table 2-1 on page 17. The following
conditions must be simultaneously satisfied to achieve the optimal storage configuration:

— Effectively balance paths across:

¢ Host HBA ports
e XIV Interface Modules

— Ensure that the desired minimum number of host paths per LUN and the desired
minimum number of LUNs per host can be simultaneously met.

Configure the Path Selection Plug-in (PSP) multipathing based on vSphere version:

— Use Round Robin policy if vSphere version is vSphere 4.0 or higher.
— Use Fixed Path policy if vSphere version is lower than vSphere 4.0.
— Do not use the Most Recently Used (MRU) policy.

Refer to Figure 2-5 on page 17 and Figure 2-6 on page 18 for suggested configurations to
satisfy these criteria.

When implementing iSCSI connectivity for the XIV Storage Systems in a vSphere
environment, the configuration must adhere to the following practices:

»

One VMkernel port group per physical Network Interface Card (NIC):

— VMkernel port is bound to physical NIC port in vSwitch creating a “path”
— Creates 1-to-1 path for VMware NMP
— Utilize same PSP as for FC connectivity

XIV Storage System in a VMware environment



» Enable jumbo frames for throughput intensive workloads (must be done at all layers).
» Use Round Robin PSP to enable load balancing across all XIV Interface Modules:

— Each initiator must see a target port on each module.
» Queue depth can also be changed on the iISCSI software initiator:

— If more bandwidth is needed, the LUN queue depth can be modified.

Table 2-1 Notable Storage Maximums in vSphere 5.0/5.1

Storage Element Limit Maximum

Virtual Disk Size 2TB minus 512 bytes
Virtual Disks per Host 2048

LUNs per Host 256

Total Number of Paths per Host 1024

Total Number of Paths to per LUN 32

LUN Size 64TB

Concurrent Storage vMotions per Datastore 8

Concurrent Storage vMotions per Host 2
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Figure 2-5 Zoning Best Practices - 2 HBAs per ESX Host
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Figure 2-6 Zoning Best Practices - 4 HBAs per ESX Host

2.1.5 XIV and VMware thin provisioning
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In this section, the topics of thin provisioning at both the XIV Storage and at the VMware
VMFS level are presented conceptually, followed by an examination of best practices
necessary to most effectively combine the benefits of thin provisioning in both XIV and VMFS.

XIV thin provisioning conceptual overview

Thin provisioning is a method for optimizing storage utilization by allocating to a volume only
the space required to hold its data, deferring space allocation to the time it is actually needed.
Fundamentally, thinly provisioned LUNs are unique in that they report a capacity to a host that
is not matched by the physical capacity backing the LUN, with the result that the thin
provisioning status of the LUN is transparent to the host.

To demonstrate the motivation for thinly provisioned storage, consider a simple example: As a
result of the rapid growth of data, a newly deployed application exceeds a capacity utilization
threshold that triggers an alert to the storage administrator to plan for expanding the available
capacity. Because there is no history of data growth for the new application, the storage
administrator must make a decision that involves weighing the potentially complex and
time-consuming process of iteratively deploying storage capacity on an “as needed” basis,
versus grossly over-provisioning the capacity to minimize effort and risk at the penalty of
higher cost and the utilization inefficiencies incurred by deploying large “siloed” storage pools.
At a high level, thin provisioning addresses this issue by simplifying the management of
storage capacity, reducing cost, and optimizing the utilization of available capacity in the
context of a more broadly shared resource pool. Because the capacity that is presented to the
server can be larger than the actual capacity (physical capacity) consumed by the server in
the shared storage pool, the storage administrator can assign larger thin provisioned volumes
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to the server and add the physical capacity only whenever it is necessary. As you can see,
there are significant benefits to flexibility and efficiency of deployment when provisioning of
capacity at the host-level is decoupled from the provisioning of physical capacity.

Using XIV thin provisioning
The decision to utilize thin provisioning is made at the storage pool level, either regular or

thinly provisioned. All volumes in a given storage pool inherit the storage pool type (regular or
thin)

For thin pool, the administrator specifies:

— Pool soft size
— Pool hard size
— Additional parameters specifying behavior regarding snapshots

Changing a resource from regular to thin constitutes a simple change in designation:

— The volume type might be changed regular to thin by moving from a regular to a thin
storage pool. This is a dynamic, immediate change.

— The storage pool type might be changed from regular to thin. This is a dynamic,
immediate change.

The following additional changes to the thinly-provisioned resources are possible and occur
dynamically and immediately:

— Change storage pool soft size
— Change storage pool hard size
— Move volume into/out of storage pool

There is zero performance impact to these actions because XIV volumes are always written
thinly.

This topic is explored in depth in the IBM Redbooks Publication IBM XIV Storage System
Gen3 Architecture, Implementation, and Usage, SG24-7659.

VMFS thin provisioning conceptual overview

Thin provisioning within the context of the file system follows the same basic principles as
thinly provisioned volumes within storage pools, except that the provisioned elements and the
associated “container” are now the VMFS files and the datastore, respectively. Because the
datastore itself might be backed by a thinly provisioned LUN, one more layer of abstraction
was added, as has one more opportunity to over-commit real capacity, in this case to the VMs
themselves. The following three format options exist for creating a virtual disk within the
VMFS file system:

» Eager Zeroed Thick (EZT): Required for best performance and for VMs classified as Fault
Tolerant:

— Space is reserved in datastore, meaning unused space in the VMDK might not be used
for other VMDKs in the same datastore.

— A VMDK is not available until formatted with zeroes, either as a metadata
representation in the case of the XIV Storage System or by physically writing to disk in
case of storage systems that do not flag this type of activity.

— With the VAAI WRITE_SAME (Zero Blocks) primitive, the process of zeroing the VMDK
is off-loaded to the storage subsystem. This is discussed in further detail in Chapter 3,
“VMware vStorage APIs Array Integration” on page 27.
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» Lazy Zeroed Thick (LZT):
— Unused space in VMDK might not be used for other VMDKs in the same datastore.

— The VMDK is immediately available upon creation. The VMkernel attempts to
dynamically initiate the allocation of physical capacity within the storage pool by
pre-emptively writing zeroes to the LUN for each VM-generated write targeting new
blocks.This is the default provisioning type.

» Thin:

— Unused space in VMDK can be used for other VMDKSs in the same datastore, which
adds another threshold that must be carefully monitored to prevent service interruption
as a result of the VMs sharing the datastore and collectively consuming all of the LUN
capacity backing the datastore:

e This is possible because the specified VMDK size represents the provisioned size,
which is what is presented to the VM itself. However, only the used size, or hard size
in XIV terms, is what is actually subtracted from the datastore’s capacity.

e The capacity utilization percentage at the datastore-level is based on the blocksize
and the data previously written for each VMDK co-resident in the datastore.

— Like the LZT provisioning option, the VMDK is immediately available upon creation.
The VMkernel attempts to dynamically initiate the allocation of physical capacity within
the storage pool by pre-emptively writing zeroes to the LUN for each VM-generated
write targeting new blocks.

Using VMFS thin provisioning

When considering whether to thinly provision VMDKSs within a VMFS datastore, weigh the
following advantages and disadvantages specific to the vSphere environment being
implemented.

Advantages:

» Unless the administrator effectively synchronizes capacity reclamation between VMFS
datastores and the associated LUNs on the XIV Storage System, which is a manual
process at the time of this writing, the potential to exploit thin provisioning efficiency at the
VMEFS level might exceed the thin provisioning efficiency that is possible over time within
the X1V Storage System. This is because the VMFS is aware of data that moved or
deleted, while the same capacity remains consumed within the XIV Storage System until
capacity reclamation can occur. However, if real capacity consumption is not properly
managed, the potential benefits achievable by over-representing physically-backed
capacity to the virtual machines are greatly reduced.

» Over-provisioned conditions at the VMFS level can be less frequent and generate fewer
alerts because fluctuations in VMDK sizes within a datastore and the associated datastore
capacity utilization are dynamically reflected in vCenter due to the awareness of the data
consumption within the file system.

Disadvantages:

» For vSphere releases prior to vSphere 4.1, when a thin provisioned disk grows, the ESX
host must make a SCSI reservation to serialize access to an entire LUN backing the
datastore. Therefore, the viability of dense VM multi-tenancy is reduced because
implementing thinly provisioned VMDKSs to increase multi-tenancy incurs the penalty of
reducing potential performance by increasing congestion and latency.
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» Compared to storage pool-based thin provisioning within the XIV Storage System, thin

provisioning at the VMDK-level has the following drawbacks:
— There are more objects to monitor and manage because the VMDKs are thinly

provisioned; therefore, they must be monitored in conjunction with co-resident VMDKs
in the datastore. Furthermore, this must be done for all datastores. In contrast, thin
provisioning resource management can be better consolidated at the level of the XIV
Storage System, thus providing a global awareness of soft versus hard capacity
consumption and facilitating ease of management activities including physical capacity
deployment where it really matters—in the storage subsystem itself.

Consider the scenario of balancing physical, or hard, capacity among a group of
datastores backed by LUNs within a storage pool whose hard capacity cannot be
expanded, for example by decreasing the size of a LUN associated with a given
datastore in favor of increasing the size of a LUN deemed to have priority.
Redistributing capacity among datastores is possible, but cannot be accomplished as a
single operation in vSphere as of the time of this writing.

In contrast, by managing the capacity trade-offs among datastores at the XIV level, it is
trivial to expand the soft size of both the LUN and the storage pool. The net effect is
that the LUN(s) backing the datastore that needs more hard capacity can now
effectively borrow that capacity from the pool of unused hard capacity associated
collectively with all of the LUNs in the storage pool without the need to contract the soft
size of any LUNs. Obviously, if 100% of the physical capacity in the storage pool is
already consumed, this requires a coordinated expansion of capacity of the datastore,
LUN, and finally the physical capacity in the storage pool. If hard capacity is available in
the system, the latter can be accomplished within seconds due to the ease of
management in the XIV Storage System; otherwise, it will still necessitate deployment
of new XIV modules. Again, capacity monitoring at all levels is of paramount
importance to anticipate this condition.

The scope of potential capacity utilization efficiency is relatively small at the individual
datastore level. Leveraging thinly-provisioned LUNSs in the XIV Storage System
dramatically increases the potential scope of savings by expanding the sphere of
capacity provisioning to include all of the datastores co-resident in a storage pool. This
is because the potential savings resulting from thin provisioning is effectively
proportional to the scale of the capacity pool containing thinly-provisioned resources.

Thin provisioning prerequisites
Successful thin provisioning requires a “thin-friendly” environment at all levels of software in
the stack:

» File system:

— VMware environments require consideration of the file systems in use by the guest

operating systems and the VMFS version.

» Database

» Application

Thin-friendly file systems, databases, and applications have the following attributes:

>

Physical locality of data placement: If data is placed randomly across the LUN, the storage
system interprets the interspersed free space as being consumed as well.

Wherever possible, reuse previously freed-up space: Writes are issued to previously used
and subsequently deleted space before being issued to “never-used” space.

Provision for the file system to communicate deleted space to the storage subsystem for
reclamation.
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If these properties are not pervasive across these elements, implementation of thin
provisioning might have little benefit and might even incur additional penalties compared to
regular provisioning.

In addition, be aware that the following user options and activities might affect the success of
thin provisioning:

» LUN format options.

» Defrag processes: Swapping algorithms can defeat thin provisioning by touching unused
space.

» “Zero file” utilities can enable space reclamation for storage systems with zero detect or
scrubbing capabilities.

Thin provisioning general guidelines
Consider the following guidelines:

1. Ensure that the following classifications of applications are not included as candidates for
thin provisioning:

— Applications that are not thin-friendly
— Applications that are extremely risk-averse

— In terms of general storage best practices, highest transaction applications must be
excluded from consideration for thin provisioning. However, the sophisticated data
distribution characteristics of the XIV Storage System are designed with high
transaction applications in mind, so thin provisioning can be effectively utilized for an
expansive set of applications.

2. Automate monitoring, reporting, and notifications, and set thresholds according to how
quickly your business can respond.

3. Plan procedures in advance for adding space, and decide whether to automate them.
4. Use VAAI and the latest version of VMFS:

— VAAI ATS primitive limits impact of SCSI2 reservations when thin provisioning is used.
— Improves performance.

Thin on thin?

In general, the choice of provisioning mode for a given VMDK and datastore combination
spans six possibilities determined by three choices at the VMware VMDK level, including
EagerZeroedThick, LazyZeroedThick, and Thin, and the standard choice of thick or thin
provisioned LUNs within the storage subsystem itself (for simplicity, assume there is a
one-to-one mapping between LUN and datastore).

However, the XIV Storage System distinguishes itself in two respects, both of which promote
efficiency, maximize resource utilization, and enhance management simplicity:

» The EZT and LZT options consume the same physical capacity within an XIV Storage
System as a result of the EZT zeroing requiring only a logical, metadata implementation
as opposed to a physical one.

» The XIV Storage System inherently implements thin provisioning for all logical volumes as
a result of its efficient architecture.
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To demonstrate the unique capabilities of the XIV Storage System, the tables in Figure 2-7
and Figure 2-8 illustrate the potential thin provisioning combinations for both a traditional
storage system and the XIV Storage System by examining relative risks and benefits using a
simplified example scenario:

» Two 100GB VMDKs provisioned in each of two VMFS datastores
» Two 200GB VMFS datastores each backed by a single LUN
» This yields a total of four identical VMDKs:
— Each VMDK is assumed to consume 10GB physical capacity
» Both datastores are co-resident within a single storage pool
» The VMDK and LUN-level thin versus thick provisioning options and associated risk levels
are examined in the context of the minimum VMFS datastore capacity allocation and
minimum storage pool capacity allocation.
Storage
VNFS
VMFS Storage Pool
Vilware Storage VMD.K ) Datastore - | Datastore - | Pool - Min. storag_e Relative Dataslc.'re Potential
Layer Layer VMDK - Physical . . . . Pool - Min. . Potential
Provisioning|Provisioning| Logical (GB) | (Incl. Zeroes)| Min- Logical | - Physical ST Physical | Fotential RISK el
g g|Log o o y : ;
e e (100% Full) (GB) (100% Full) Efficiency [ .. , (Min.
ype ype (GB) (GB) (Min. Logical .
(GB) (GB) Allocations) |  P1Ysica
Allocations)
VMDK . E2T | Thick 100 100 200 200 400 400 Low
Thin 100 100 200 200 400 400
VMDK . LzT | Thick 100 10 200 20 400 400
Thin 100 10 200 20 400 40
VMDK - Thin L Thick 100 10 20 20 40 40
Thin 100 10 20 20 40 40

Figure 2-7 Generalized VMDK/LUN Provisioning risk/benefit table

**If co-resident with other thinly-provisioned LUNSs in thinly provisioned storage pool

VMES XIV Storage
VMware Storage VMDK - Ll A Stora_ge XIV Storage . Datastore Pool.
. Datastore - | Datastore - | Pool - Min. X Relative . Potential
Layer Layer VMDK - Physical . . ) . Pool - Min. . Potential
L L . Min. Logical | Physical Logical . Potential RISK
Provisioning|Provisioning| Logical (GB) |(Incl. Zeroes) Physical . RISK .
(100% Full) (GB) (100% Full) Efficiency . . (Min.
Type Type (GB) (GB) (Min. Logical .
(GB) (GB) ! Physical
Allocations) .
Allocations
VMDK - . .
EZTILZT Thin 100 10 200 20 400 40 High Low
VMDK - Thin Thin 100 10 20 20 40 40 High

Figure 2-8 VMDK/LUN Provisioning Risk/Benefit table for XIV

Each table is intended to be used for relative comparison purposes only, and does NOT imply
endorsement of implementing the minimum necessary datastore capacity allocation or the
minimum necessary physical allocation of storage pool capacity.

As described in Figure 2-7 and Figure 2-8, risk is mitigated by:

»

Managing oversubscription with reasonable and acceptable headroom above minimum
logical/physical capacity thresholds.

Implementing VMware and storage-based alerting at appropriate utilization thresholds

Effectively exploiting VAAI integration

Using oversubscription only with thin-friendly applications and guest operating systems
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Based on Figure 2-7 on page 23 and Figure 2-8 on page 23, the following conclusions are
drawn to highlight relative differences among thin provisioning options available in a vSphere
environment. Generally, the recommendation is against using thin-provisioned VMDKs as a
result of the risk against potential gains. The following, however, are universally true:

» Thinly-provisioned storage pools inherently increase both potential risk and potential
benefits. Risk can be mitigated by setting proper monitoring and alert thresholds, and in
the case of vSphere, harnessing VAAI integration.

» Exploit thin provisioning exclusively for platforms, databases, and applications that are
known to be “thin friendly.”

For a traditional storage system, the example in the table demonstrates that the optimal
combination consists of LZT-provisioned VMDKs within the VMFS, along with thin-provisioned
LUNSs within the storage system. The caveat is that both the datastores and the storage pools
must be carefully monitored and expanded as necessary in advance of VMDK, datastore, and
storage pool growth needs.

For the XIV Storage System, the example in the table demonstrates that the optimal
combination exploits either EZT or LZT-provisioned VMDKs. This is because EZT/LZT
consumes 100% of the specified provisioned capacity within the VMFS datastore, eliminating
the need to monitor for the possibility of VM’s attempting to write to capacity that has not been
provisioned at the VMFS level. At the same time, the same potential capacity utilization
benefits can still be realized within the scope of the storage pools, which is the ultimate
objective as this layer is where physical capacity is consumed.

In conclusion, the complexity of the joint decision pertaining to the potential thin or thick
provisioning combinations is greatly simplified for the XIV Storage System compared to
traditional storage systems, as is the subsequent management of the environment.

2.1.6 XIV and VMware best practices for Quality of Service

24

Deploying VMware datastores on the XIV Storage System complements the functionality of
VMware’s native Storage /0O Control capability by extending the scope and diversity of
storage-centric Quality of Service (QoS) controls available to administrators to meet Service
Level Agreements in the vSphere environment. By combining the unique attributes of both
XIV and VMware QoS enforcement utilities, the vSphere infrastructure can benefit from
improved density of VM multi-tenancy on shared storage resources simultaneously for a
diverse range of 1/0O workloads while maintaining performance thresholds for high-priority
processes.

XIV Host-Mapped QoS

With the simple yet effective XIV QoS feature, administrators can specify storage
performance thresholds to limit I/O resources at the granularity of individual ESX/ESXi hosts,
thereby ensuring service levels and prioritized access for the hosts that are running
business-critical VMs and applications. XIV QoS enforces performance prioritization using the
two key performance metrics of I/O transactions per second and total bandwidth individually
or in parallel.

Administrators can place hosts in one of four QoS groups using a construct called a
Performance Class. Each group is configured to limit its hosts by an aggregate maximum of
IOPS and an aggregate maximum bandwidth (MB per second). Unassigned hosts remain
unlimited. This topic is explored in depth in the IBM Redbooks Publication /BM X1V Storage
System Gen3 Architecture, Implementation, and Usage, SG24-7659.
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vSphere Storage I/0 Control (SIOC)

Storage 1/0O Control in vSphere 5.1 enforces preferential access to I/O resources for virtual
machines running business critical processes during periods of congestion by throttling 1/0
access for non-critical VMs occupying shared hosts and datastores. SIOC operates using the
concept of shares and limits at both the host and datastore level to distribute I/O resources in
a dynamic, relative fashion. SIOC leverages the existing host device queue to control and
manage /O prioritization. Shares translate into ESX/ESXi I/O queue slots to provide a
proportion of the total queue slots collectively assigned to the ESX/ESXi host cluster.

I/O queue slot assignment is dynamically determined based on the combination of VM shares
and current load:

» The proportion of I/O queue slots assigned to each host is a function of both the current
load and the mixture of current VMs running on the host and the associated shares
assigned to them.

» The maximum number of /0O queue slots that can be used by the virtual machines on a
given host cannot exceed the maximum device queue depth for the associated ESX/ESXi
host.

In this way, VMs with more shares are allowed to send more /O transactions concurrently, as
are hosts with relatively larger proportions of VM shares.

Because limitations are enforced relative to the dynamic performance capability of the shared
storage and host resource instead of using static I/O thresholds, SIOC maintains fairness
without leaving 1/O resources unused or using unnecessary throttling.

SIOC benefits include:

» Preventing resource starvation for priority VMs by guaranteeing preferential access
dynamically on the basis of storage resource congestion, which is determined by I/O
latency monitoring

» Eliminating the “noisy neighbor” problem and provides proportional fairness of access to
shared storage, thus improving the viability of increased VM deployment density

» Providing granular SLA settings for network traffic
For additional information about SIOC, refer to the white paper at:

http://www.vmware.com/files/pdf/techpaper/VMW-vSphere41-SI0C.pdf
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VMware vStorage APIs Array
Integration

ESX/ESXi 4.1 brought a new level of integration with storage systems through the
introduction of vStorage API Array Integration (VAAI), which we discuss in this chapter.

© Copyright IBM Corp. 2013. All rights reserved.
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3.1 VAAI overview

VAAI helps reduce host resource utilization overhead while executing common vSphere
operations. It also increases scalability and operational performance by offloading certain
storage-centric tasks to storage systems that support the relevant commands. In contrast,
traditional SCSI commands force the ESX host to issue many repetitive commands to
complete certain types of operations. These operations include cloning a virtual machine and
creating a new virtual machine with the Thick Provision Eager Zeroed option. For example,
the zeroed option writes zeros across the new virtual disk. Using VAAI, the same task can be
accomplished with far less effort on the part of the ESX/ESXi server.

IBM XIV with the correct firmware release supports the following T10-compliant SCSI
commands (also called primitives) to achieve this new level of integration.

» Hardware Accelerated Move

Hardware Accelerated Move, also known as FULL COPY or XCOPY, offloads copy
operations from VMware ESX to the IBM XIV Storage System. This process allows for
rapid movement of data when performing copy, move, and VMware snapshot operations
within the IBM XIV Storage System. It reduces the processor and HBA workload of the
ESX server. Similarly, it reduces the volume of traffic moving through the SAN when
performing VM deployment. It does so by synchronizing individual VM level or file system
operations, including clone, migration, and snapshot activities, with the physical storage
level operations at the granularity of individual blocks on the device(s). The potential scope
in the context of the storage is both within and across LUNs. This command has the
following benefits:

— Expedites copy operations including:

¢ Cloning of Virtual Machines
* Migrating Virtual Machines from one datastore to another (vMotion)
* Provisioning from template

— Minimizes host processing/resource allocation

Copies data from one XIV LUN to another without reading/writing through the ESX
server and network

— Reduces SAN traffic

It is important to note that the Hardware Accelerated Move primitive is utilized by
vSphere only when the source and target LUNs are on the same XIV Storage System.
For the remaining cases, vSphere implements a standard host-centric data movement
process. In this case, the implication is that the SAN, the source and target host(s), and
in most cases the network are all again in-band. Figure 3-1 on page 29 provides a
conceptual illustration contrasting a copy operation both with and without hardware
acceleration.
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Figure 3-1 Hardware Accelerated Move VAAI

» Hardware Accelerated Initialization

Hardware Accelerated Initialization, or Block Zeroing, exploits the WRITE_SAME
command to issue a chain of identical write transactions to the storage system, thus
almost entirely eliminating server processor and memory utilization by eliminating the
need for the host to execute repetitive identical write transactions. It also reduces the
volume of host HBA and SAN traffic when performing repetitive block-level write
operations within virtual machine disks to the IBM XIV Storage System. Similarly, it allows
the XIV Storage System to minimize its own internal bandwidth consumption. For
example, when provisioning a VMDK file with the eagerzeroedthick specification, the Zero
Block’s primitive issues a single WRITE_SAME command that replicates zeroes across
the capacity range represented by the difference between the VMDK’s provisioned
capacity and the capacity consumed by actual data. The alternative requires the ESX host
to issue individual writes to fill the VMDK file with zeroes.

The XIV Storage System further augments this benefit by flagging the capacity as having
been “zeroed” in metadata without the requirement to physically write zeros to the cache
and the disk. The scope of the Zero Blocks primitive is the VMDK creation within a VMFS
datastore, and therefore the scope of the primitive is generally within a single LUN on the
storage subsystem, but can possibly span LUNs backing multi-extent datastores.

In summary, Hardware Accelerated Initialization offers the following benefits:

Offloads initial formatting of Eager Zero Thick (EZT) VMDKs to XIV

Assigns zeroes to large areas of storage without writing zeroes form the ESX server
Speeds creation of new Virtual Machines — EZT VMDKSs available immediately
Reduces elapsed time, server workload, and network workload
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Figure 3-2 provides a conceptual illustration contrasting the deployment of an
eagerzeroedthick VMDK both with and without Hardware Accelerated Initialization.

Block Zeroing
Enabled
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Figure 3-2 Hardware Accelerated Initialization VAAI

» Hardware Assisted Locking

Hardware Assisted Locking, also known as Atomic Test & Set or ATS, intelligently
relegates resource access serialization down to the granularity of the block level during
VMware metadata updates. It does this instead of using a mature SCSI2 reserve, which
serializes access to adjacent ESX hosts with a minimum scope of an entire LUN. An
important note is that the VMware File System (VMFS version 3 or higher) exploits ATS in
a multi-tenant ESX cluster that shares capacity within a VMFS datastore by serializing
access only to the VMFS metadata associated with the VMDK or file update needed
through an on-disk locking mechanism. As a result, the functionality of ATS is identical
whether implemented to grant exclusive access to a VMDK, another file, or even a Raw
Device Mapping (RDM). The ATS primitive has the following advantages, which are
obvious in enterprise environments where LUNs are used by multiple applications or
processes at one time. In summary, Hardware Assisted Locking offers the following
benefits:

— Significantly reduces SCSI reservation contentions by locking a range of blocks within
a LUN rather than issuing a SCSI reservation on the entire LUN.

— Enables parallel storage processing.

— Reduces latency for multiple ESX servers accessing the same LUN during common
vSphere operations involving VMFS metadata updates, including:

¢ VM/VMDK/template creation or deletion
* VM Snapshot creation/deletion
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* Virtual Machine migration and Storage vMotion migration (including when invoked
by Distributed Resource Scheduler)

¢ Virtual Machine Power on/off

— Increases cluster scalability by greatly extending the number of ESX/ESXi hosts and
VMs that can viably co-reside on a VMFS datastore.

Note: The currently implemented VMFS version(s) and the history of VMFS version
deployment within a vSphere environment have important implications in the context of
the scope that VMFS activities exploit the ATS primitive. More information about this
topic is available at the following site:

http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=dis
playKC&externalld=1021976

Figure 3-3 provides a conceptual illustration contrasting the scope of serialization of
access both with and without Hardware Assisted Locking.
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LUMN during lock

Only VMDKs
locked

Full LUN locked

Figure 3-3 Hardware Assisted Locking VAAI

Chapter 3. VMware vStorage APlIs Array Integration 31



http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1021976

3.1.1 Software prerequisites to use VAAI

The VMware Hardware Compatibility List shows that XIV code version 10.2.4 is required for
VAAI support. However, IBM requires that 2nd Generation XIVs run code version 10.2.4a or
higher.

XIV Gen 3 needs to be running release 11.0.a or higher, as shown in Table 3-1.

Table 3-1 VAAI support with XIV

vSphere 4.1 vSphere 5.0
2nd Generation XIV 10.2.4a 10.2.4a
Gen 3 XIV 11.0.a 11.0.a
IBM VAAI plugin 1.1.0.1 or higher Not required

With ESX/ESXi 4.1, you must install an IBM supplied plug-in on each vSphere server. The
initial release was version 1.1.0.1, which supported the XIV. IBM then released version
1.2.0.0, which added support for Storwize V7000 and SAN Volume Controller.

The IBM Storage Device Driver for VMware, the release notes, and the Installation Guide can
be downloaded at:

http://www-933.1ibm.com/support/fixcentral/swg/selectFixes?parent=ibm/Storage Disk&
product=ibm/Storage Disk/XIV+Storage+System+(2810,+2812)&release=Al1&platform=A11&
function=all

With vSphere 5.0, you do not need to install a vendor-supplied driver to enable VAAL. It is
supported natively.

3.1.2 Installing the IBM VAAI device driver on an ESXi 4.1 server
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The IBM Storage device driver for VMware VAAI is a kernel module that allows the VMware
VAAI driver to offload certain storage operations to the storage hardware. In this example,
they are offloaded to an XIV. The driver needs to be installed on every ESX/ESXi 4.1 server
and requires that each server is restarted after installation. Updates to the IBM Storage driver
also require that each ESX/ESXi server is rebooted. When combined with server vMotion and
vSphere server redundancy, this process usually does not require any guest host outages.

IBM has so far released two versions of the driver that are named as follows:

Version 1.1.0.1 IBM-ibm_vaaip_module-268846-offline_bundle-395553.zip

Version 1.2.0.0 IBM-ibm_vaaip_module-268846-offline_bundle-406056.zip

To confirm if the driver is already installed, use the vihostupdate.pl command with the
-query parameter, as shown in Example 3-1 on page 33. In this example, a version of the
driver is already installed. Because only the first 25 characters of the name are shown, it is

not clear if itis 1.1.0.1 or 1.2.0.0. If performing this command in the Tech Support Mode shell,
use the esxupdate query command.
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Example 3-1 Checking for the IBM storage device driver

vihostupdate.pl --server 9.155.113.136 --username root --password password -query

--------- Bulletin ID--------- -----Installed----- --------—--——---Summary-----------------
ESXi1410-201101223-UG 2011-01-13T05:09:39 3w-9xxx: scsi driver for VMware ESXi
ESXi410-201101224-UG 2011-01-13T05:09:39 vxge: net driver for VMware ESXi

IBM-ibm_vaaip_module-268846 2011-09-15T12:26:51 vmware-esx-ibm-vaaip-module: ESX release

Tip: This section involves patching ESXi using the esxcli. You can also use the Tech
Support mode shell. If you are unsure how to use the shell, consult the plug-in Installation
Guide and the following document on the VMware website:

http://www.vmware.com/pdf/vsphere4/r41/vsp 41 esxupdate.pdf

If the driver is already installed and you downloaded the latest version, use the -scan -bundle
command against the downloaded compressed file. This procedure checks whether you have
an older version of the driver. In Example 3-2, the bundle is not installed, indicating that either
no driver is installed or only the older version of the driver is installed.

Example 3-2 Checking if the driver is installed or is not at the latest level

vihostupdate.pl --server 9.155.113.136 --username root --password password -scan -bundle
IBM-ibm_vaaip_module-268846-0ff1ine_bundle-406056.zip

The bulletins which apply to but are not yet installed on this ESX host are listed.

IBM-ibm_vaaip_module-268846 vmware-esx-ibm-vaaip-module: ESX release

To perform the upgrade or install the driver for the first time, use server vMotion to move all
guest operating systems off the server you are upgrading. Install the new driver, place the
server in maintenance mode, and reboot it as shown in Example 3-3.

Example 3-3 Installing and then rebooting after installing the new VAAI driver

vihostupdate.pl --server 9.155.113.136 --username root --password password --install -bundle
IBM-ibm_vaaip_module-268846-0ff1ine_bundle-406056.zip

vicfg-hostops.pl --server 9.155.113.136 --username root --password password --operation enter
Host bc-h-15-b5.mainz.de.ibm.com entered into maintenance mode successfully.

vicfg-hostops.pl --server 9.155.113.136 --username root --password password --operation reboot
Host bc-h-15-b5.mainz.de.ibm.com rebooted successfully.

When the server reboots, confirm the driver is installed by issuing the -query command as
shown in Example 3-1. ESXi 4.1 does not have any requirement to claim the storage for VAAI
(unlike ESX). More details about claiming IBM storage systems in ESX can be found in the
IBM VAAI driver installation guide.
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3.1.3 Confirming VAAI Hardware Acceleration is detected

Confirm whether vSphere (ESX/ESXi 4.1 or ESXi 5) detected that the storage hardware is
VAAI capable.

Using the vSphere CLI with ESX/ESXi 4.1

Confirm the VAAI status by issuing a command similar to the one shown in Example 3-4.
Unlike the ESX/ESXi Tech Support mode console, a Windows operating system does not
provide the egrep command. However, it can be added by installing a package, such as
Cygwin.

To perform the same task using the Tech Support mode shell, run the following command:

esxcfg-scsidevs -1 | egrep “Display Name:|VAAI Status:”
Sample output is shown in Example 3-4.

Example 3-4 Using ESX CLI to confirm VAAI status

esxcfg-scsidevs.pl --server 9.155.113.136 --username root --password password -1 | egrep
"Display Name:|VAAI Status:"

Display Name: IBM Fibre Channel Disk (eui.0017380027820387)
VAAI Status: supported

Using the vSphere CLI with ESX/ESXi 5.0/5.1

In ESXi 5.0/5.1, two tech support mode console commands can be used to confirm VAAI
status. In Example 3-5, the esxcli storage core device 1ist command is used to list every
volume and its capabilities. However, it just reports VAAI is supported or not supported. Use
the esxcli storage core device vaai status get command to list the four VAAI functions
currently available for each volume. Three of these functions are supported by XIV.

Example 3-5 Using ESXi 5.0/5.1 commands to check VAAI status

~ # esxcli storage core device list
eui.00173800278218b8
Display Name: IBM Fibre Channel Disk (eui.00173800278218b8)
Has Settable Display Name: true
Size: 98466
Device Type: Direct-Access
Multipath Plugin: NMP
Devfs Path: /vmfs/devices/disks/eui.00173800278218b8
Vendor: IBM
Model: 2810XIV
Revision: 0000
SCSI Level: 5
Is Pseudo: false
Status: on
Is RDM Capable: true
Is Local: false
Is Removable: false
Is SSD: false
Is Offline: false
Is Perennially Reserved: false
Thin Provisioning Status: unknown
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Attached Filters:
VAAI Status: supported
Other UIDs: vml1.01000300003133303237383231384238323831305849

~ # esxcli storage core device vaai status get
eui.00173800278218b8

VAAI Plugin Name:

ATS Status: supported

Clone Status: supported

Zero Status: supported

Delete Status: unsupported

Using the vSphere Client

From the vSphere Client, verify whether a datastore volume is VAAI capable by viewing the
hardware acceleration status from the Configuration tab (Figure 3-4). Possible states are
Unknown, Supported and Not Supported.

Getting Started | Summary | Virtual Machines | Resource Allocation | Performance Qeslnilsiieils i Tasks & Events | Alarms | Permissions | Maps | Storage Viey|

Hardware View: |Datastores Devices
Processars Datastores Refresh  Delg
Memary Identification + | Device Capacity Free | Hardware Acceleration
+ Storage @ datastorel ATA Serial Attach... 41,50 GB 3.01 GB Unknown
Metworking @ ITS0_Anthony_VAAT testl IBM Fibre Channel... 191.75 GB 62.99 GB Notsupported
Storage Adapters @ ITS0_WM_Datastore2 IBM Fibre Channel... 19225 GB 19170 GB Supported
Network Adapters B xav_o2 IBM Fibre Channel... 192.25GB  128.74GB Unknown
Advanced Settings \
Power Management

Figure 3-4 Hardware acceleration status

What to do if the Hardware Acceleration status shows as Unknown

ESXi 5.0/5.1 uses an ATS command as soon as it detects a new LUN to determine whether
hardware acceleration is possible. For ESX/ESXi 4.1, the initial hardware acceleration status
of a datastore or device normally shows as Unknown. The status will change to Supported after
ESX/ESXi performs a VAAI offload function. If the attempt by ESX/ESXi to use an offload
command fails, the state changes from Unknown to Not Supported. If it succeeds, it changes
from Unknown to Supported. One way to prompt this change is to clone a virtual disk that is
resident on that datastore. You can also copy a virtual disk to a new file in the relevant
datastore in the vSphere Client.

Disabling VAAI globally on a vSphere server

You can disable VAAI entirely in vSphere 4.1 or vSphere 5. From the vSphere Client inventory
panel, select the host and then click the Configuration tab. Select Advanced Settings in the
Software pane. The following options need to be set to 0, which means they are disabled:

DataMover tab DataMover.HardwareAcceleratedMove
DataMover tab DataMover.HardwareAcceleratedInit
VMFS3 tab VMFS3.HardwareAcceleratedLocking

All three options are enabled by default, meaning that the value of each parameter is set to 1,
as shown in Figure 3-5 on page 36.
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Figure 3-5 Disable VAAI in the vSphere Client

If using the service console to control VAAI, the following commands were tested and found to
work on both ESX/ESXi 4.1 and ESXi 5.0/5.1. The first three commands display the status of
VAAI. If the value returned for each function is 0, that function is disabled. If the value
returned is 1, the function is enabled.

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -g /VMFS3/HardwareAcceleratedlLocking

The following commands disable each VAAI function (changing each value to 0):

esxcfg-advcfg -s 0 /DataMover/HardwareAcceleratedMove
esxcfg-advcfg -s 0 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 0 /VMFS3/HardwareAcceleratedLocking

The following commands enable VAAI (changing each value to 1):

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /VMFS3/HardwareAcceleratedLocking

ESXi 5.0/5.1 command syntax

ESXi 5.0/5.1 brings in new syntax that can also be used. Example 3-6 shows the commands
to use to confirm status, disable, and enable one of the VAAI functions.

Example 3-6 ESXi VAAI control commands

esxcli system settings advanced 1ist -o /DataMover/HardwareAcceleratedMove
esxcli system settings advanced set --int-value 0 --option /DataMover/HardwareAcceleratedMove
esxcli system settings advanced set --int-value 1 --option /DataMover/HardwareAcceleratedMove
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In addition, the new unmap VAAI command is available in ESXi 5.0/5.1. At time of writing, this
command is not supported by the XIV. In Example 3-7, the unmap function is confirmed to be
enabled and is then disabled. Finally it is confirmed to be disabled.

Example 3-7 Disabling block delete in ESXi 5.0/5.1

~ # esxcli system settings advanced list -o /VMFS3/EnableBlockDelete | grep "Int Value"
Int Value: 1
Default Int Value: 1
~ # esxcli system settings advanced set --int-value 0 --option /VMFS3/EnableBlockDelete
~ # esxcli system settings advanced 1list -o /VMFS3/EnableBlockDelete | grep "Int Value"
Int Value: 0
Default Int Value: 1

For more information, see this VMWare knowledge base topic:
http://kb.vmware.com/kb/1021976

3.1.4 Disabling and enabling VAAI on the XIV on a per volume basis

You can disable or enable VAAI support at the XIV on a per volume basis, although doing so
is normally not necessary. The commands are documented here to so that you are aware of
how it is done. Generally, do not use these commands unless advised to do so by IBM
support.

VAAI management is done using the XCLI. The two relevant commands are vol_enable_vaai
and vol_disable_vaai. If you run these commands without specifying a volume, the
command works on all volumes. In Example 3-8, VAAI is disabled for all volumes without the
confirmation prompt using the -y parameter. VAAI is then enabled for all volumes, again,
without confirmation.

Example 3-8 Enabling VAAI for all volumes

XIV-02-1310114>>vol _disable vaai -y
Command executed successfully.
XIV-02-1310114>>vol _enable vaai -y
Command executed successfully.

Example 3-9 displays the VAAI status for an individual volume, disabling VAAI, confirming it is
disabled and then enabling it. The vol_1ist command does not show VAAI status by default.
Use the -x parameter to get the XML output. Because the XML output is long and detailed,
only a subset of the output is shown.

Example 3-9 Disabling and enabling VAAI on a per-volume basis

XIV_PFE3_7804143>>vel_list vol=ITSO_DataStorel -x
<XCLIRETURN STATUS="SUCCESS" COMMAND_LINE="vol_list vol=ITSO_DataStorel -x">
<QUTPUT>

<enable_VAAI value="yes"/>
<user_disabled VAAI value="no"/>
XIV_PFE3_7804143>>vol_disable_vaai vol=ITSO_DataStorel
Command executed successfully.
XIV_PFE3_7804143>>vel_list vol=ITSO_DataStorel -x
<XCLIRETURN STATUS="SUCCESS" COMMAND_LINE="vol_list vol=ITSO_DataStorel -x">
<OUTPUT>
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<enable VAAI value="no"/>
<user_disabled VAAI value="yes"/>
XIV_PFE3_7804143>>vol_enable_vaai vol=ITSO_DataStorel

After you enable VAAI for your volume, you need to prompt vSphere to attempt an offload
function before hardware acceleration will show as supported. For more information, see
3.1.3, “Confirming VAAI Hardware Acceleration is detected” on page 34.

3.1.5 Testing VAAI

38

There are two simple tests that you can use on a new datastore to confirm that VAAI offload is
working. Testing is best done on a new unused datastore/ Using a new datastore removes the
risk that competing I/O confuses your test. Displaying the performance of your selected
datastore using XIV Top shows that offload is working.

The hardware accelerated initialization or block zeroing test
This process creates a new virtual machine. You need to run this test twice. Run it the first

time with HardwareAcceleratedInit disabled, and the second time with
HardwareAcceleratedlnit enabled.
To run the test:

1. Create a volume on the XIV and then create a datastore using that volume. This process
allows you to run your tests on a datastore that has no competing traffic.

2. Start XIV Top from the XIV GUI, and select the new volume from the volumes column on
the left. Hold down the control key and select IOPS and BW (bandwidth in MBps).

3. Disable or enable HardwareAcceleratedInit using the process detailed in “Disabling VAAI
globally on a vSphere server” on page 35.

. From the vSphere Client home page, go to Hosts and Clusters.
. Right-click your selected ESX/ESXi server, and select New Virtual Machine.

. When prompted to select a configuration, leave it on Typical.

. For a datastore, select the new datastore you created and are monitoring in XIV Top.

4
5

6

7. Give the new virtual machine a name.

8

9. When prompted for a Guest Operating System, leave it on the default.
1

0.When prompted to create a disk, leave the default size (40 GB), but select Supports
clustering features such as Fault Tolerance. If you are using vSphere Client 5.0, select
the Thick Provision Eager Zero option. This option formats the VMDK with zeros.

11.While the virtual machine is being created, monitor IOPS and throughput in MBps being
sent to the datastore in XIV Top. With HardwareAcceleratedinit disabled, you see a large
volume of throughput and IOPS. With HardwareAcceleratedInit enabled, you see some
IOPS but almost no throughput.
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Figure 3-6 shows a virtual machine with HardwareAcceleratedInit disabled. In this test, over
800 IOPS with 700 MBps of throughput are seen for over 60 seconds.
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Figure 3-6 Creating a virtual machine with eager zero thick without VAAI enabled

Figure 3-7 shows a virtual machine with HardwareAcceleratedInit enabled. In this test, over
2200 IOPS with 1 MBps of throughput are seen for less than 30 seconds. VAAI reduced the
execution time by more than 50% and eliminated nearly all the throughput.
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Figure 3-7 Creating a virtual machine with eager zero thick with VAAI enabled

The hardware accelerated move or full copy test

Clone the new virtual machine. You need to clone it twice, one time without VAAI and another
time with VAAI. To clone the machine:

1. Disable or enable HardwareAcceleratedMove using the process detailed in “Disabling
VAAI globally on a vSphere server” on page 35. In this example, it was disabled for the first
test and enabled for the second test.

Right-click the new virtual machine, and select Clone.
Give the new virtual machine a name, and click Next.
Select an ESX/ESXi server and then select Next.

o~ 0N

Select the same datastore that you created in the previous test and that you are still
monitoring in XIV Top.

6. Accept all other defaults to create the clone.

7. While the clone is being created, monitor the throughput and IOPS on the XIV volume in
XIV Top.

Chapter 3. VMware vStorage APIs Array Integration 39



40

In Figure 3-8, a virtual machine was cloned with HardwareAcceleratedMove disabled. In this
test, over 12000 IOPS with 700 MBps of throughput, were seen in bursts for nearly three
minutes. Only one of these bursts is shown.
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Figure 3-8 Volume cloning without VAAI

In Figure 3-9 a virtual machine was cloned with HardwareAcceleratedMove enabled. No
operating system was installed. In this test, the IOPS peaked at 600, with 2 MBps of
throughput being seen for less than 20 seconds. This peak means that VAAI reduced the
execution time by nearly 90% and eliminated nearly all the throughput and IOPS being sent to
the XIV. The affect on server performance was dramatic, as was the reduction in traffic across
the SAN.
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Figure 3-9 Volume cloning with VAAI

Both of these tests were done with server and SAN switch hardware that was less than ideal
and no other performance tuning. These results are therefore indicative rather than a
benchmark. If your tests do not show any improvement when using VAAI, confirm that
Hardware Acceleration shows as Supported. For more information, see 3.1.3, “Confirming
VAAI Hardware Acceleration is detected” on page 34.

XIV Storage System in a VMware environment



Attaching VMware ESX to XIV

This chapter describes the considerations and implementation steps involved when attaching
an XIV Storage System to a VMware ESX host. The following VMware ESX versions are
successively covered: VMware ESX 3.5, VMWare ESX/ESxi 4.x, and VMware ESXi 5.0/5.1.

For each version, we discuss best practices for multipathing and performance tuning.
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4.1 VMware ESX 3.5 and XIV

This section describes attaching VMware ESX 3.5 hosts through Fibre Channel.

Details about Fibre Channel configuration on VMware ESX server 3.5 are at:
http://www.vmware.com/pdf/vi3_35/esx_3/r35u2/vi3_35 25 u2 san cfg.pdf

Refer also to:

http://www.vmware.com/pdf/vi3_san_design_deploy.pdf

Follow these steps to configure the VMware host for FC attachment with multipathing:

1. Check host bus adapters (HBAs) and Fibre Channel (FC) connections from your host to
XIV Storage System.

2. Configure the host, volumes, and host mapping in the XIV Storage System.
3. Discover the volumes created on XIV.

4.1.1 Installing HBA drivers

VMware ESX includes drivers for all the HBAs that it supports. VMware strictly controls the
driver policy, and only drivers provided by VMware can be used. Any driver updates are
normally included in service/update packs.

Supported FC HBAs are available from IBM, Emulex, and QLogic. Further details about
HBAs supported by IBM are available from the SSIC website at:

http://www.ibm.com/systems/support/storage/config/ssic/index.jsp

Unless otherwise noted in the SSIC, use the firmware and driver versions promoted by
VMware in association with the relevant hardware vendor. You can find supported VMware
driver versions at:

http://www.vmware.com/resources/compatibility/search.php?deviceCategory=io
Tip: If Windows 2003 guests are using LSILogic drivers, see the following VMware

knowledge base topic regarding blocksize: http://kb.vmware.com/kb/9645697. Generally,
use a maximum block size of 1 MB.

4.1.2 Scanning for new LUNs

Before you can scan for new LUNs on ESX, your host needs to be added and configured on
the XIV Storage System.

Group ESX hosts that access the same shared LUNs in a cluster (XIV cluster), as shown in
Figure 4-1 on page 43.
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All Systems (View By My Groups) > XIV-02-1310114 = Hosts and Clusters Sy

OJO Name Type Cluster

@ itso_esx_cluster

g itso_esx_host1 default itso_esx_cluster
10000000 CI2ES94D FC
10000000C 9591 ASD FC
‘. g itso_esx_host2 default itso_esx_cluster
21000024FF24A426 FC
&! 21000024FF28C151 FC

Figure 4-1 ESX host cluster setup in XIV GUI

Assign those LUNS to the cluster, as shown in Figure 4-2.

File | View | Tools| Help | m | & & | %Disable mapped volumes %Show mapped LUNs only

All Systems (View By My Groups) > > LUN Mapping for Cluster itso_esx_cluster

protected_VMF5_1 170 [~ 0
protected_VMF5_2 17.0 1 protected_VMFS_1
Quorum 17.0 2 protected_VMFS_2

Figure 4-2 ESX LUN mapping to the cluster

To scan for and configure new LUNSs:
1. Complete the host definition and LUN mappings in the XIV Storage System.

2. Click the Configuration tab for your host, and select Storage Adapters. Figure 4-3 shows
vmhba2 highlighted. However, a rescan accesses all adapters. The adapter numbers might
be enumerated differently on the different hosts, but this is not an issue.

[ [arcx445trh13.storage.tucson.ibm. arcx445trh13.storage.tucson.ibm.com VMware ESX Server, 3.5.0, 153875
Getting Started ' Summary ' Virtual Machines ' Resource Allocation ' Performance JReGIGGTE N Users & Groups | E|

Hardware Storage Adapters
Health Status Device | Type | SAN Identifier
Processors QLA2340-Single Channel 2Gb Fibre Channel to PCI-X HBA
| & vmhba2 Fibre Channel 21:00:00:80:
Memory & vmhba3 Fibre Channel 21:00:00:e0:8]
Storage 53c1030 PCI-X Fusion-MPT Dual Ultra320 SCSI
~ Networking 8 vm:ga: ggi
vmhba!
* Storage Adapters
Network Adapters Details
T vmhba2 %
L Model: QLA2340-Single Channel 2Gb Fibre Channel to PCI-X HBA
Licensed Features WWPN 21:00:00:e0:8b:0a:90:b5
) ) Taraet 2
Time Configuration
DNS and Routing SCSI Target _ _
Virtual Machine Startup/Shutd | Path | Canonical Pa...| Type | Capacity | LUNID |

Figure 4-3 Select storage adapters

3. Select Scan for New Storage Devices and Scan for New VMFS Volumes. Click click
OK, as shown in Figure 4-4 on page 44.
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x|

¥ Scan for New Storage Devices

Rescan all host bus adapters for new storage devices. Rescanning all
adapters can be slow.

3

¥ Scan for New VMFS Volumes

Rescan all known storage devices for new VMFS volumes that have
been added since the last scan. Rescanning known storage for new file
systems is faster than rescanning for new storage.

0K | Cancel Help

Figure 4-4 Rescan for New Storage Devices

The new LUNSs assigned are displayed in the Details window, as shown in Figure 4-5.

Details

vmhba2
Model:  QLA2340/2340L
WWPN 21:00:00:e0:8b:0a:90:b5

Target 2

SCSI Target
Path | Canonical Pa...| Type |  Capadity | LUN D |
vmhbad 2y vmhba2:2:0  disk 32.00 GB 0
vmhba2 vmhba2:2:1  disk 32.00 GB 1

SCSI Target
Path | Canonical Pa...| Type |  Capadity | LUNID |
vmhbad:3y vmhba2:2:0  disk 32.00 GB 0
vmhba? vmhba2:2:1  disk 32.00 GB 1

Figure 4-5 FC discovered LUNs on vmhbaZ2

In this example, controller vmhba2 can see two LUNs (LUN 0 and LUN 1) circled in green.
These LUNSs are visible on two targets (2 and 3) circled in red. The other controllers on the
host show the same path and LUN information.

For detailed information about how to use LUNs with virtual machines, see the VMware
guides, available at:

http://www.vmware.com/pdf/vi3_35/esx_3/r35u2/vi3_35_25 u2_admin_guide.pdf
http://www.vmware.com/pdf/vi3_35/esx_3/r35u2/vi3_35_25 u2_3_server_config.pdf

Ensuring common LUN IDs across ESX servers

In Figure 4-2 on page 43, the volumes being mapped to the clustered ESX servers were
mapped to a cluster (itso_esx_cluster) defined on the XIV. They were not mapped to each
individual ESX server, which were defined to the XIV as hosts (itso_esx_host1 and
itso_esx_host2). Map to a cluster because the XIV does not support Network Address
Authority (NAA). When multiple ESX servers are accessing the same volume, each ESX
server accesses each XIV volume using the same LUN ID. This setup is normal in an ESX
cluster using VMFS. The LUN ID is set by the storage administrator when the volume is
mapped.
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The reason for this requirement is the risk of resignature thrashing related to the LUN ID, not
the target. This restriction is described in the topic at http://kb.vmware.com/kb/1026710.
While the title of the topic refers to ESX 4.x hosts, it also addresses ESX 3.5.

By mapping volumes to the cluster rather than to each host, you ensure that each host
accesses each volume using the same LUN ID. Private mappings can be used if necessary.

4.1.3 Assigning paths from an ESX 3.5 host to XIV

All information in this section relates to ESX 3.5 (and not other versions of ESX) unless
otherwise specified. The procedures and instructions given here are based on code that was
available at the time of writing.

VMware provides its own multipathing I/O driver for ESX. No additional drivers or software are
required. As such, the XIV Host Attachment Kit provides only documentation, and no software
installation is required.

The ESX 3.5 multipathing supports the following path policies:

» Fixed: Always use the preferred path to the disk. If preferred path is not available, use an
alternative path to the disk. When the preferred path is restored, an automatic failback to
the preferred path occurs.

» Most Recently Used: Use the path most recently used while the path is available.
Whenever a path failure occurs, an alternative path is chosen. There is no automatic
failback to the original path. Do not use this option with XIV.

» Round-Robin (ESX 3.5 experimental): Multiple disk paths are used and balanced based
on load. Round-Robin is not supported for production use in ESX version 3.5. Do not use
this option with ESX 3.5.

ESX Native Multipathing automatically detects IBM XIV and sets the path policy to Fixed by
default. Do not change this setting. Also, when setting the preferred path or manually
assigning LUNs to a specific path, monitor it carefully so you do not overload the IBM XIV
storage controller port. Use esxtop to monitor outstanding queues pending execution.

X1V is an active/active storage system, and therefore it can serve I/O to all LUNs using every
available path. However, the driver with ESX 3.5 cannot perform the same function and by
default cannot fully load balance. You can artificially overcome this limitation by confirming the
correct pathing policy (correcting if necessary) and distributing the I/0 load over the available
HBAs and XIV ports. This process is called manual load balancing.

To manually balance the load:

1. Set the pathing policy in ESX 3.5 to either Most Recently Used (MRU) or Fixed. When
accessing storage on the XlV, the correct policy is Fixed. In the VMware Infrastructure
Client, select the server, click the Configuration tab, and select Storage (Figure 4-6 on
page 46).
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Hardware I Storage Refresh Remove  Add
Processors Identification | Device | Capacity | Free | Type |
Memory B arod45trhl3:storagel (1) vmhba0:0:0:2 15.00 GB 12.63 GB wvmfs3

B esx_datastore_1 vmhba2:2:0:1 31.75 GB 31.31 GB vmfs3 |

* Storage 8 esx_datastore_2 vmhbaz:2:1:1 31.75GB 31.31 GB vmfs3

Networking

Storage Adapters

Network Adapters
Software Details P

] esx_datastore_1 31.75 Capacit
Licensed Features Locatio  /vmfs/volumes/4a37a... 246.00 B Used
) X sel

Time Configuration 3131 O Free

DNS and Routing

Virtual Machine Startup/Shutd pg;r;d Properti Extents

Virtual Machine Swapfie Locat; Volume Label: esx_datas.. vmhba2:2:0:1 31.99...

Datastore esx_datas..
Security Profie ) Total Formatted Capa... 31.75...
) Formatting
System Resource Allocation File System: VMFS
Advanced Settings Block Size: 1MB

Figure 4-6 Storage paths

In this example, the LUN is highlighted (esx_datastore_1), and the number of paths is 4
(circled in red).

2. Select Properties to view more details about the paths. In the Properties window, you can
see that the active path is vmhba2:2:0, as shown in Figure 4-7.

(=% esx_datastore_1 Properties
Volume Properties
[ General Format
Datastore Name: esx_datastore_1 File System: VMFS 3.31
Meamum File Size: 256 GB
Change... Block Size: 1 MB
Extents Extent Device
AVMFS fila system can span multiple hard disk partitions, or extents, to The extent selected on the left resides on the LUN or physical disk
create a single logical volume. described below. N
Extent Capacity | Dewica Carhaity
vmhba2:2:0:1 31.99GB vmhba2:2:0 32.00 GB
Primary Partitions Capacity
1. VMFS 31.99G8
Path Selection
Fooed
Paths Path Status
wvmhba2:2:0 & Active
vmhba2:3:0 on
vmhba3:2:0 on
vmhba3:3:0 on
Total Formatted Capacity: 31.75GB Add Extent... Refresh | | Manage Paths... |
o | o |

Figure 4-7 Storage path details
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3. To change the current path, select Manage Paths, and the Manage Paths window opens,

as shown in Figure 4-8. Set the pathing policy to Fixed if it is not already by selecting

Change in the Policy window.

(=% vmhba2:2:0 Manage Paths il
~ Paolicy
Fixed
Use the preferred path when available Change... |
—Paths [~
Device | SAN Identifier | status | Preferr...
vmhba2:2:0  50:01:73:80:03:06:01... ¢ Adtive * |
vmhba2:3:0 50:01:73:80:03:06:01... on
vmhba3:2:0 50:01:73:80:03:06:01... on
vmhba3:3:0 50:01:73:80:03:06:01... on
Refresh | Change... |
0K | Cancel | Help |

Figure 4-8 Change paths window

4. To manually load balance, highlight the preferred path in the Paths pane, and click
Change. Assign an HBA and target port to the LUN, as shown in Figure 4-9.

(=% vmhba2:2:0 Manage Paths il
— Paolicy
Fixed
Use the preferred path when available Change... |
 Paths -
Device | SAN Identifier | status | Preferr..| by
vmhbaz:2:0 50:01:73:80:03:06:01... & Active *
vmhba2:3:0 50:01:73:80:03:06:01... on
vmhba3:2:0  50:01:73:80:03:06:01... an |
vmhba3:3:0 50:01:73:80:03:06:01... on
Refresh | Change...

o |

Cancel |

Help

Figure 4-9 Change to new path

Figure 4-10 on page 48 shows setting the preference.
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=5/ vmhba3:2:0 Change Path State

~ Preference

' preferred

Always route traffic over this path when available.

 State

" Enabled

" Disabled

Make this path available for load balancing and failover.

Do not route any traffic over this path.

0K | Cancel

Help

Figure 4-10 Set preferred

Figure 4-11 shows the new preferred path.

(=5 vmhba2:2:0 Manage Paths

~ Policy

Fixed
Use the preferred path when available

 Paths

Device | SAN Identifier | status | preferr...|
vmhba2:2:0  50:01:73:80:03:06:01... on |
vmhbaz:3:0 50:01:73:80:03:06:01... on

vmhba3:2:0 50:01:73:80:03:06:01... & Active *
vmhba3:3:0 50:01:73:80:03:06:01... on

Refresh

Change... |

o |

Cancel

| Help |

Figure 4-11 New preferred path set

5. Repeat steps 1-4 to manually balance 1/0 across the HBAs and XIV target ports. Because
workloads change over time, review the balance periodically.

Example 4-1 and Example 4-2 on page 49 show the results of manually configuring two LUNs
on separate preferred paths on two ESX hosts. Only two LUNs are shown for clarity, but this
configuration can be applied to all LUNs assigned to the hosts in the ESX datacenter.

Example 4-1 ESX Host 1 preferred path

[root@arcx445trhl3 root]# esxcfg-mpath -1
Disk vmhba0:0:0 /dev/sda (34715MB) has 1 paths and policy of Fixed
Local 1:3.0 vmhba0:0:0 On active preferred

Disk vmhba2:2:0 /dev/sdb (32768MB) has 4 paths and policy of Fixed

FC 5:4.0 210000e08b0a90b5<->5001738003060140 vmhba2:2:0 On active preferred
FC 5:4.0 210000e08b0a90b5<->5001738003060150 vmhba2:3:0 On

FC 7:3.0 210000e08b0a12b9<->5001738003060140 vmhba3:2:0 On

FC 7:3.0 210000e08b0a12b9<->5001738003060150 vmhba3:3:0 On
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Disk vmhba2:2:1 /dev/sdc (32768MB) has 4 paths and policy of Fixed

FC 5:4.0 210000e08b0a90b5<->5001738003060140 vmhba2:2:1 On

FC 5:4.0 210000e08b0a90b5<->5001738003060150 vmhba2:3:1 On

FC 7:3.0 210000e08b0al2b9<->5001738003060140 vmhba3:2:1 On

FC 7:3.0 210000e08b0al2b9<->5001738003060150 vmhba3:3:1 On active preferred

Example 4-2 shows the results of manually configuring two LUNs on separate preferred paths
on ESX host 2.

Example 4-2 ESX host 2 preferred path

[root@arcx445bvkf5 root]# esxcfg-mpath -1
Disk vmhba0:0:0 /dev/sda (34715MB) has 1 paths and policy of Fixed
Local 1:3.0 vmhba0:0:0 On active preferred

Disk vmhba4:0:0 /dev/sdb (32768MB) has 4 paths and policy of Fixed
FC 7:3.0 10000000c94a0436<->5001738003060140 vmhba4:0:0 On active preferred
FC 7:3.0 10000000c94a0436<->5001738003060150 vmhba4:1:0 On
FC 7:3.1 10000000c94a0437<->5001738003060140 vmhba5:0:0 On
FC 7:3.1 10000000c94a0437<->5001738003060150 vmhba5:1:0 On

Disk vmhba4:0:1 /dev/sdc (32768MB) has 4 paths and policy of Fixed
FC 7:3.0 10000000c94a0436<->5001738003060140 vmhba4:0:1 On
FC 7:3.0 10000000c94a0436<->5001738003060150 vmhba4:1:1 On
FC 7:3.1 10000000c94a0437<->5001738003060140 vmhba5:0:1 On
FC 7:3.1 10000000c94a0437<->5001738003060150 vmhba5:1:1 On active preferred

As an alternative to manually setting up paths to load balance, contact your IBM Technical
Advisor or pre-sales technical support for a utility called xivcfg-fixedpath. This utility can be
used to achieve an artificial load balance of XIV LUNs on VMware ESX 3.X and later.

The utility uses standard esxcfg and esxcli commands, and is run like a script, as shown in
Example 4-3. This utility is not available for download through the internet.

Example 4-3 xivcfg-fixedpath utility

#./xivcfg-fixedpath -h
Usage: xivcfg-fixedpath [-L | -T -Y | -V]

-L #1ist current preferred paths for XIV devices.

-T #run in test mode and print out the potentially disruptive commands,
but do not execute them.

-V #print program version number and exit.

-Y #do not prompt for confirmation.

# ./xivcfg-fixedpath -V
xivcfg-fixedpath: version 1.2

#./xivcfg-fixedpath

This program will rescan all FC HBAs, change all XIV disks to Fixed path policy
and reassign the XIV preferred disk path to balance all XIV LUNs across available
paths. This may result in I/0 interruption depending on the I/0 load and state of
devices and paths. Proceed (y/n)?
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4.2 VMware Multi-Pathing architecture overview
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To provide a functional understanding of the concepts underlying the connectivity of the XIV
Storage System to a current generation vSphere environment (at the time of this writing), this
section contains a description of the modular multipathing architecture and the associated
definitions that were introduced in vSphere 4.0.

Pluggable Storage Architecture (PSA)

Third-Party
VMware SATP VMware PSP MPP

Figure 4-12 VMware Modular Multipathing Conceptual Layout

PSA - Pluggable Storage Architecture: The PSA is a hierarchical construct that enables the
VMkernel to incorporate multiple, potentially storage vendor-specific, operational
characteristics necessary to maintain path availability and provide optimal load balancing by
modularly coordinating the operations of both the native VMware multi-pathing module and
other third-party modules simultaneously and in parallel. The PSA performs the following
tasks:

» Monitors both logical and physical path I/O statistics

» Manages the 1/0 queuing for both physical paths to the storage and logical devices
» Allocates logical device bandwidth among multiple virtual machines

» Manages the discovery and withdrawal of physical paths

» Absorbs and removes third-party modules as required

» Masks attributes of virtual machines from specific modules

» Maps I/O requests targeting a specific logical device to the PSA module that defines
access characteristics for that device.

NMP - Native MultiPathing: The NMP is the default multipathing module in VMware, and
partially overlaps the functionality of self-contained third-party modules by executing path
selection algorithms based on storage subsystem type(s). The NMP is at the top of the
granular multipathing hierarchy, and represents the path selection layer that manages the
underlying default and storage-vendor specific modules with responsibilities including:

» Mapping physical paths with logical devices
» Overseeing the claiming and unclaiming of physical paths

» Supporting logical device-specific administrative tasks including adding/removing devices
and aborts, resets, and so on

» Managing I/O requests to specific logical devices by selecting the optimal path for a given
I/O and executing request retries and contingency actions
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MEM (vSphere 4.1+) - Management Extension Modules: Superseding the term “plug-in,” the
MEM is a more functionally accurate term that describes the modular elements that integrate
into the PSA.

MPP (MPM in vSphere 4.1+) - Multipathing Plug-in (Multipathing MEM in vSphere 4.1+): The
MPP overlaps the responsibilities of the NMP described previously, but represents a
“self-contained” third-party module provided by the storage vendor to replace both the NMP
and its subordinate modules to comprehensively define the multi-pathing dynamics custom to
a particular storage subsystem.

SATP (SATM in vSphere 4.1+) - Storage Array Type Plug-in (Storage Array Type MEM in
vSphere 4.1+): The NMP delegates the responsibility of defining the path monitoring and
failover policies, including activating and deactivating paths, to the SATP/SATM which is a
storage subsystem-type aware MEM that accommodates specific characteristics of a class of
storage subsystems. The SATP/SATM can consist of either a storage vendor-provided
plug-in/module or the default module provided by VMware.

PSP (PSM in vSphere 4.1+) - Path Selection Plug-in (Path Selection MEM in vSphere 4.1+):
The PSP/PSM operates in partnership with the SATP/SATM to allow the NMP to choose a
specific physical path for I/0O requests based on the SATP/SATM, and in turn incorporate the
path selection policy to be associated with the physical paths mapped to each logical device.
The PSP/PSM can consist of either a storage vendor-provided plug-in/module or the default
module provided by VMware.

ALUA - Asymmetric Logical Unit Access: ALUA is a SCSI3 standard adopted by both the
ESX/ESXi hypervisor and compatible storage subsystems, and is built into the PSP/PSM.
Fundamentally, ALUA standardization facilitates transparency and cooperation between an
operating system and the storage subsystem regarding the selection of optimal paths on both
a port-by-port and volume-by-volume basis. An optimal path to a given LUN represents the
path that incurs the minimal processing overhead for the storage subsystem. Therefore,
ALUA enables the seamless, efficient, and dynamic management of paths in the context of
both physical ports and logical devices while precluding the need for additional software. The
XIV Storage System is ALUA-compatible beginning with XIV software version 10.1.

Example of VMware 1/0 Flow

To further clarify the mechanics of the NMP and the inter-relationships of the constituent
modules, the following chain of events defines the handling of an I/O request originating from
either a virtual machine or the hypervisor itself:

1. The NMP identifies and consults the PSP associated with the specific storage subsystem
that owns the LUN in question.

2. The PSP/PSM possibly exploiting ALUA, selects the optimal or appropriate physical path
on which to issue the I/O request.

3. If the I/O request successfully completes, the NMP reports its completion to the
appropriate layer of the hypervisor.

4. If the I/0 request results in an error, the NMP calls the appropriate SATP/SATM for the
specific storage subsystem.

5. The SATP/SATM interprets the I/O command errors and, when appropriate, activates
inactive paths.

6. The PSP/PSM is called again to select a new path upon which to issue the 1/0 request,
since the SATP/SATM process may have since changed the path topology.
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4.3 VMware ESX and ESXi 4.x and XIV

This section describes attaching ESX and ESXi 4.x hosts to XIV through Fibre Channel.

4.3.1 Installing HBA drivers

VMware ESX/ESXi includes drivers for all the HBAs that it supports. VMware strictly controls
the driver policy, and only drivers provided by VMware can be used. Any driver updates are
normally included in service/update packs.

Supported FC HBAs are available from Brocade, Emulex, IBM, and QLogic. Further details
about HBAs supported by IBM are available from the SSIC web site:
http://www.ibm.com/systems/support/storage/config/ssic/index.jsp

Unless otherwise noted in the SSIC, use the firmware and driver versions promoted by

VMware in association with the relevant hardware vendor. You can find supported VMware
driver versions at:

http://www.vmware.com/resources/compatibility/search.php?deviceCategory=io

Tip: If Windows 2003 guests are using LSILogic drivers, see the following VMware
knowledge base topic regarding block size:

http://kb.vmware.com/kb/9645697

Generally, use a maximum block size of 1 MB

4.3.2 Identifying ESX host port WWN

52

Identify the host port WWN for FC adapters installed in the ESX Servers before you can start
defining the ESX cluster and its host members, using the following steps:

1. Run the VMWare vSphere Client.
2. Connect to the ESX Server.

3. In the VMWare vSphere Client, select the server, click the Configuration tab, and then
select Storage Adapters. Figure 4-13 shows the port WWNs for the installed FC adapters
circled in red.

9.155.66.222 ¥YMware ESX, 4.1.0, 260247

Getting Started ' Summary | Virbual Machines ' Resource allocation | Performance  [ReleiiEals e Task: Alarms | Permissions - Maps | Stora

S Era e Storage Adapters Refresh Rescan All...
Processors Device | Type | W | ;I
Memary & wmhbazz Black SCSI
Storage 15P2432-based 4Gb Fibre Channel to PCI Expee BA
Hebworki & wmhbal Fibre Channel 20:00:00:10:32:82:49:5F 21:00:00: 1b:32:8a:49:5F

etvoorkin
o A: ; & wmhbaz Fibre Channel 20:00:00:10:32:08:e3:2f 21:00:00: 10 32:05:e3: 2f
b -torage Adapiers ServeRAID 8k, 8k-18

Metwork Adapters e rhbal e
Advanced Settings IECET Enflmara Adankas =
Power Managemenkt Details

Software ymhba3

Model: 31xESB/632xESE/3100 Chipset SATA Storage Controller IDE

Figure 4-13 ESX host port WWNs

4. Repeat this process for all ESX hosts that you plan to connect to the XIV Storage System.
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After identifying the ESX host port WWNSs, you are ready to define hosts and clusters for the
ESX servers. Create LUNs, and map them to defined ESX clusters and hosts on the XIV
Storage System. See Figure 4-1 on page 43 and Figure 4-2 on page 43 for how this
configuration might typically be set up.

Tip: Group the ESX hosts that access the same LUNs in a cluster (XIV cluster), and assign
the LUNSs to that cluster.

Considerations for the size and quantity of volumes
For volumes being mapped to ESX 4.x, the maximum volume size you can create on a

second Generation X1V is 2181 GB. The maximum volume size you can create on an XIV
Gen3is 2185 GB.
The following configuration maximums are documented for vSphere 4.1:

» The maximum number of LUNs per server is 256
» The maximum number of paths per server is 1024
» The maximum number of paths per LUN is 32

If each XIV volume can be accessed through 12 fabric paths (which is a large number of
paths), the maximum number of volumes is 85. Dropping the path count to six increases the
maximum LUN count to 170. For installations with large numbers of raw device mappings,
these limits can become a major constraint.

More details are at:

http://www.vmware.com/pdf/vsphered/r41/vsp 41 config max.pdf

4.3.3 Scanning for new LUNs

To scan and configure new LUNs:

1. Click the Configuration tab for your host, and select Storage Adapters, as shown in
Figure 4-14 on page 54.

Here you can see vmhbal highlighted, but a rescan searches across all adapters. The
adapter numbers might be enumerated differently on the different hosts, but this is not an
issue.
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Figure 4-14 Select storage adapters

2. Select Scan for New Storage Devices and Scan for New VMFS Volumes. Click OK to
scan for new storage devices, as shown in Figure 4-15.

IV Scan for New Storage Devices

Rescan all host bus adapters for new storage devices,
Rescanning all adapters can be slow,

¥ Scan For New YMFS Yalumes

Rescan all known storage devices For new YIMFS volumes that
have been added since the last scan, Rescanning known
storage For new file systems is Faster than rescanning for new
skorage,

OF I Cancel | Help |

Figure 4-15 Rescan for new storage devices

3. The new LUNs are displayed in the Details pane. As shown in Figure 4-16, T controller
vmhbal can see two LUNs (LUN 1 and LUN 2) circled in red. The other controllers on the
host show the same path and LUN information.

ymhbal
Model: 15P2432-based 4Gb Fibre Channel to PCI Express HEA
W 20:00:00: 10 32:52:49:5F 21:00:00:1b:32:8a:49:5f

Targets: 1 Devices: 3 Paths: 3
View: |Devices Paths
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IBM Fibre Channel Disk {eui,0017380000692093) eui, 001 73800006920 wmhbal:C0:T2:L1 1 disk Fibre Channel
IBM Fibre Channel Disk {eui,0017380000691cb1) eui, 0017380000691 cl wmhbal:C0:T2:L2 2 disk Fibre Chann

Figure 4-16 FC discovered LUNs on vmhbat
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4.3.4 Attaching an ESX/ESXi 4.x host to XIV

This section describes the attachment of ESX/ESXi 4-based hosts to the XIV Storage
System. It provides specific instructions for Fibre Channel (FC) and Internet Small Computer
System Interface (iISCSI) connections. All the information in this section relates to ESX/ESXi
4 (and not other versions of ESX/ESXi) unless otherwise specified.

The procedures and instructions given here are based on code that was available at the time
of writing. For the latest support information, see the Storage System Interoperability Center
(SSIC) at:

http://www.ibm.com/systems/support/storage/config/ssic/index.jsp

Note: For additional background, an overview of the vSphere Pluggable Storage
Architecture hierarchy and its mechanics are in 4.2, “VMware Multi-Pathing architecture
overview” on page 50.

By default ESX/ESXi 4 supports the following types of storage arrays:

» Active/active storage systems: Allow access to the LUN simultaneously through all storage
ports. Though all the paths are active all the time, the access is further defined as either
symmetric or asymmetric depending on the architecture of the storage system. In a
symmetric storage system, a given LUN can be owned by more than one storage
controller at a time, meaning that there is no need to use another storage controller as a
proxy to access the LUN. In contrast, an asymmetric storage subsystem designates a
particular storage controller as the exclusive LUN owner on a LUN-by-LUN basis, and
therefore accessing the LUN through the non-owning controller (by proxy) potentially
incurs the additional overhead associated with involving more than one controller in the
I/O path for traditional monolithic storage systems.

The XIV Storage System’s grid architecture harnesses all resources in tandem and
represents a notable exception to this phenomenon. Finally, a key attribute of the
active/active design is that if one or more ports fail, all of the other available ports continue
allowing access from servers to the storage system for all LUNSs.

» Active/passive storage systems: Systems where a LUN is accessible over a single storage
port. The other storage ports act as backup for the active storage port.

» Asymmetrical storage systems (VMW_SATP_DEFAULT_ALUA): Support asymmetrical
logical unit access (ALUA). ALUA-compliant storage systems provide different levels of
access on a per-port basis. This configuration allows the SCSI Initiator port to make
intelligent decisions in terms of internal bandwidth usage and processing efficiency on the
storage subsystem. The host uses some of the active paths as primary and others as
secondary. Accessing a LUN using a path that exclusively incorporates the managing
controller or processor of a traditional monolithic storage subsystem is referred to as an
active-optimized path selection, while accessing a LUN that involves a non-owning
controller of processor is referred to as active-non-optimized.

With the release of VMware ESX 4 and V.Mware ESXi 4, VMware introduced the concept of a
Pluggable Storage Architecture (PSA). PSA in turn introduced additional concepts to its
Native Multipathing Plug-in (NMP). Refer to 4.2, “VMware Multi-Pathing architecture
overview” on page 50 for a detailed description.
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ESX/ESXi 4.x provides default SATPs that support non-specific active-active
(VMW_SATP_DEFAU LT_AA) and ALUA storage system (VMW _SATP_DEFAULT_ALUA).
Each SATP accommodates special characteristics of a certain class of storage systems. It
can perform the storage system-specific operations required to detect path state and activate
an inactive path.

Note: Starting with X1V software Version 10.1, the XIV Storage System is a T10 ALUA-
compliant storage system.

ESX/ESXi 4.x automatically selects the appropriate SATP plug-in for the IBM XIV Storage
System based on the XIV Storage System software version. For versions before 10.1 and for
ESX 4.0, the Storage Array Type is VMW_SATP_DEFAULT_AA. For XIV versions later than
10.1 and with ESX/ESXi 4.1, the Storage Array Type is VMW_SATP_DEFAULT_ALUA.

PSPs run with the VMware NMP, and are responsible for choosing a physical path for I/O
requests. The VMware NMP assigns a default PSP to each logical device based on the SATP
associated with the physical paths for that device.

VMware ESX/ESXi 4.x supports the following PSP types:

» Fixed (VMW_PSP_FIXED): Always use the preferred path to the disk if available. If the
preferred path is not available, a random alternative path to the disk is chosen. When the
preferred path is restored, an automatic failback to the preferred path occurs. This policy is
not ALUA-aware, precluding exploitation of the distinction between active-optimized and
active non-optimized paths, and so on, in the path selection policy. This can result in a
phenomenon known as path thrashing when implemented with Active/Passive or
asymmetric Active/Active arrays that are based on a traditional monolithic storage
subsystem architecture.

Note: The potential for path thrashing is not applicable to the XIV Storage System.

» Most Recently Used (WMV_PSP_MRU): Selects the first working path, discovered at boot
time, and continues this path (the most recently used) while the path remains available.
Whenever a path failure occurs, an alternative path is chosen leveraging ALUA-awareness
for compatible storage subsystems, meaning that whenever possible paths are chosen to
incorporate the managing controller of processor for a given LUN. It is important to note
that there is no automatic failback to the original path, and that manual intervention is
necessary to restore the original state of access after a path failure/repair.

» Round-Robin (VMW_PSP_RR): The Round Robin policy employs a path selection
algorithm that is ALUA-aware and implements load balancing by rotating the physical
access to the LUN through all active-optimized paths by default (and also exploits active
non-optimized paths, if configured to do so). The criteria for transitioning to the next
available active path to a given LUN, and thus to optimize the distribution of workload
across paths, relies upon either a path-centric 1/0 counter or a path-centric byte-wise
counter exceeding a pre-set threshold (depending on configuration settings). Paths
designated as standby, unavailable, or transitioning status will not be included in the
rotation until they are re-activated or re-established.

Note: At the time of this writing, the Round Robin PSP is not supported for Logical Units
that are part of a Microsoft Cluster Service (MSCS) virtual machine.

ESX has built-in rules defining relations between SATP and PSP for the storage system.
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4.3.5 Configuring ESX/ESXi 4.x host for multipathing with XIV

With ESX/ESXi 4.x, VMWare supports a round-robin multipathing policy for production
environments. The round-robin multipathing policy is always preferred over other choices
when attaching to the IBM XIV Storage System.

Before proceeding with the multipathing configuration, complete the tasks described in the
following sections:

» 4.3.1, “Installing HBA drivers” on page 52

» 4.3.2, “Identifying ESX host port WWN” on page 52

» “Considerations for the size and quantity of volumes” on page 53.

To add a datastore:

1. Start the VMware vSphere Client, and connect to your vCenter server.
2. Select the server that you plan to add a datastore to.

3. In the vSphere Client main window, click the Configuration tab for your host, and select
Storage, as shown in Figure 4-17.
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Figure 4-17 ESX/ESXi 4.x defined datastore

Here you can see datastore currently defined for the ESX host.
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4. Click Add Storage to open the window shown in Figure 4-18.
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to the storage media,

Help |

= Back. | Mexk = I Cancel |

4

Figure 4-18 Add Storage dialog

5. In the Storage Type box, select Disk/LUN, and click Next to get to the window shown in
Figure 4-19. You can see listed the Disks and LUNSs that are available to use as a new
datastore for the ESX Server.

&) Add Storage

Select Disk,/LUN

IS[=] E3

Select a LUN to create a datastore or expand the current one

= Disk/LUM
Select Disk,/LUN
Current Disk Layout
Properties
Formatting
Ready to Complete

Mame, Identifier, Path ID, LUMN, Capacity, Expandable or YMFS Label contains: - I Clear

Mame | Path ID | LUN - | Capacity | WMFS Label | Hardware Acceleration |

IBM Fibre Channel Disk {eui,001738...  vmhbal:C0:TZ:L2 2 288,00 GB Unknown |

Figure 4-19 List of disks/LUNs for use as a datastore

6. Select the LUN that you want to use as a new datastore, and click Next. A new window
similar to Figure 4-20 on page 59 is displayed.
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[ Add Storage =] 3

Current Disk Layout
‘fou can partition and Format the entire device, all free space, or a single block of free space,

Bl DiskLUN Review the current disk layout:
Select DiskiLUN
Current Disk Layout Device Capacity Available LR
Properties IBM Fibre Channel Disk {eui, 0017350000691 cb1) 288,00 GB 288,00 GB 2
Formatting Location
Ready to Complete Jumfs/devices/disks/eui, 0017330000691 ch1

The hard disk is blank.

There is only one layout configuration available, Use the Next button to proceed with the other wizard pages.

A partition will be created and used

Help | < Back | Mext = I Cancel |

Z\

Figure 4-20 Partition parameters

Figure 4-20 shows the partition parameters that are used to create the partition. If you
need to change the parameters, click Back. Otherwise, click Next. The window shown in
Figure 4-21 displays.

7. Type a name for the new datastore, and click Next. In this example, the name is
XIV_demo_store.

[ Add Storage =] 3
Properties

Specify the properties for the datatore

El Disk/LUN Enter a datastors name
Select DiskiLUN
Current Disk Layout IXIV_demo_store| )
Properties
Formatting

Ready to Complete

Help | = Back | Mext = I Cancel

4

Figure 4-21 edatastore name

8. Enter the file system parameters for your new datastore, and click Next to continue
Figure 4-22 on page 60 example shows a 1-MB block size, but you can choose to use a
larger size based on your requirements. See:

http://kb.vmware.com/kb/1003565
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[#) add Storage

Disk/LUN - Formatting

Specify the maximun file size and capacity of the datastore

(0[]

[ DiskiLLN
Select DiskiLUN
Current Disk Lavout
Properties
Formatting
Ready to Complete

rMazimum il size

Large Files require large block size, The minimum disk space used by any file is equal to the file system block size.

e —

< |256 6B , Bock ss: 1B _,)
T —

—(apacity

[ Maimize capaciy

|2aa.nu 3: i

Help |

< Back | Mest = I Cancel |

4

Figure 4-22 Selecting the file system parameters for ESX datastore

Tip: For more information about selecting the correct values for file system parameters

for your specific environment, see your VMWare ESX/ESXi 4.x documentation.

9. In the summary window shown in Figure 4-23, check the parameters that you entered. If
everything is correct, click Finish.

File: system:

@ Add Storage _ O
Ready to Complete
Feview the disk layout and click Finish to add storage
DiskiLUM Disk lavauk:
Ready to Complete
Device Capacity LM
IBM Fibre Channel Disk {eui,0017380000691cb1) 255,00 GB 2
Location
Jumnfsidevices/disksfeui. 0017380000691 cb1
Primary Partitions Capacity
YMFS {IEM Fibre Channel Disk (ewi, 0017380, 258,00 B

Properties
[Datastore name:

Formatting
File system:
Black size:
Maimum File size!

#Iv_demo_store

YMFS-3
1MB
256 GB

Help |

< Back | Finish I Cancel

Figure 4-23 Summary of datastore selected parameters

10.In the vSphere Client main window, two new tasks are displayed in the recent task pane,
as shown in Figure 4-24. They indicate the completion of the new datastore creation.
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Recent Tasks

*

Mame, Target or Status containg: - I Clear

Mame | Target | Status | Details | Initiated by | wCenter Server | Requested Start Ti.,, — | Start Time
@ Create YMFS datastore Q 9,155.66.222 @ Completed Administrator G X3IE50-LAE-7V1  9/28/2010 1:29:42 PM 9fza/2010
@ Compute disk partition ... Q 9,155.66.222 @ Completed Administrator G X3IE50-LAE-7V1  9/28/2010 1:29:42 PM 9fza/2010
< I o
7 Tasks @ Alams | |License Period: 344 days remaining  |[&dminiztrator v

Figure 4-24 Tasks related to datastore creation

Set up the round-robin policy for the new datastore by following these steps:

1.

From the vSphere Client main window (Figure 4-25), you can see a list of all datastore,

including the new one you created. Select the datastore you want to change the policy on,

and click Properties.

¥iew: |Datastores Devices |
Datastores Refresh  Delete  Add Storage... Rescan All...
Identification - | Skatus | Device | Capacity | Free | Type | Last Upe
@ datastorel & MNormal Local ServeRA Di... 135,25 GB 43,08 GB  wmfs3 9fzaf20
@ XIV_demo_store & MNormal IBM Fibre Channel... 287.75GE 287,20 GB wmfs3 9fza/20
@ XIV01 _site? & MNormal IBM Fibre Channel... 287,75 GE 234,69 GE wmfs3 9fzaf20
< I i
Datastore Details Properties...
XI¥_demo_store 287.75GE  Capacity
Location:  fwmfsfvolumesf4caldibs-5...
Hardware Acceleration:  Unknown 562.00ME E Used
287.20GE O Free
Path Selection )
Mast Recently Us. .. Properties Extents
Wolume Label: XIV_demo_s... IBM Fibre Channel Disk, {eui. .. 288,00 GB
Drakastore M. T ORIV _d
paths atastore Hame —femo._= Total Formatted Capacity 287,75 GB
Total: 2 Formatting
Eroken: o File Sys.tem. WMFS 3.46
Dissbled: 0 Block Size: 1MB
< | i

Figure 4-25 sdatastore updated list
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2. In the Properties window shown in Figure 4-26, click Manage Paths. The Manage Paths

window shown in Figure 4-27 is displayed.

¥Yolume Properties

—&eneral
Datastore Mame:  XIV_demo_store Rename. ..
Total Capacity: 287.75 GB Increase. ..

Farmat

File System: WMFS 3.46
Maximum File Size: 256 GB
Block Size: 1 MB

—Skarage IO Control

™ Enabled adyanced.., |

Extents

A WMFS file system can span multiple hard disk partitions, or
extents, to create a single logical volume,

Extent Device

The extent selected on the left resides on the LUM or physical
disk described below,

Extent | Capacity | Device Capacity
1BM Fibre Channel Disk (eui, 0017330000691, . 288.00 GB IBM Fibre Channel Disk (ewi,001. ., 288.00 GE
Primary Partitions Capacity
1. VMFS 285,00 GB

Refresh | Manage Paths... |

Close I Help |

Figure 4-26 edatastore properties

3. Select any of the vmhbas listed in Figure 4-27.

IBM Fibre Channel Disk (eui.0017380000691cb1) Manage Paths

—Palicy

Path Selection: IMost Recently Used (¥Mware)

j Change |

Storage Array Type: WMWY _SATP_ALLIA

—Paths
Runtime Mame Target LUR | Status | Preferred |
wmhbaz:C0:T2:L2 50:01:73:80:00:69:00:00 50:01:73:80:00:69:01:90 2 & Active (If0) |
wmhbal:C0:T2:L2 50:01:73:80:00:69:00:00 50:01:73:50:00:69:01:60 2 & Ackive

Refresh |

Marme: fr.2000001b3208e32f: 2100001b3208e32f-fc, 5001 735000690000:5001 7330006901 90-2ui,001 73530000691 cbl
Runtime Marme: vmhbaz:C0:T2:L2

Fibre Channel
Adapter: 20:00:00:1b:32:08:e3:2f 21:00:00:1b:32:08:e3: 2f
Target: 50:01:73:80:00:69:00:00 50:01:73:50:00:6%:01:90

Close I Help

Figure 4-27 Manage Paths window
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4. Click the Path selection — Round Robin (VMWare), as shown in Figure 4-28.

|J-_T,J IBM Fibre Channel Disk (eui.0017380000691cb1) Manage Paths

—Palicy

Path Selection: IMost Recently Used {vMware) j Change |

Storage Array Type:

Round Robin {YMware)
—Paths 4‘Fixed (WMware)

Runtime Mame | Target LUR | Status | Preferred |
wmhbaz:C0:T2:L2 50:01:73:80:00:69:00:00 50:01:73:80:00:69:01:90 2 & Active (If0) |
wmhbal:C0:T2:L2 50:01:73:80:00:69:00:00 50:01:73:50:00:69:01:60 2 & Ackive

Refresh |
Marme: fr.2000001b3208e32f: 2100001b3208e32f-fc, 5001 735000690000:5001 7330006901 90-2ui,001 73530000691 cbl

Runtime Marme: vmhbaz:C0:T2:L2

Fibre Channel
Adapter: 20:00:00:1b:32:08:e3:2f 21:00:00:1b:32:08:e3: 2f
Target: 50:01:73:80:00:69:00:00 50:01:73:50:00:6%:01:90

Close I Help

Figure 4-28 List of the path selection options

5. Click Change to confirm your selection and return to the Manage Paths window, as shown
in Figure 4-29.

|J-_T,J IBM Fibre Channel Disk (eui.0017380000691cb1) Manage Paths

—Palicy
Path Selection: IRound Robin {(YMware) j Change |
Storage Array Type: WMWY _SATP_ALLIA
—Paths
Runtime Mame Target LUR | Status | Preferred |
wmhbaz:C0:T2:L2 50:01:73:80:00:69:00:00 50:01:73:80:00:69:01:90 2 & Active (If0) |
wmhbal:C0:T2:L2 50:01:73:80:00:69:00:00 50:01:73:80:00:69:01:60 2 @ Active (If0)
Refresh |
Marme: fr.2000001b3208e32f: 2100001b3208e32f-fc, 5001 735000690000:5001 7330006901 90-2ui,001 73530000691 cbl
Runtime Marme: vmhbaz:C0:T2:L2
Fibre Channel
Adapter: 20:00:00:1b:32:08:e3:2f 21:00:00:1b:32:08:e3: 2f
Target: 50:01:73:80:00:69:00:00 50:01:73:50:00:6%:01:90

Close I Help |

Figure 4-29 edatastore paths with selected round robin policy for multipathing

Apply the round-robin policy to any previously created datastores. Your ESX host is now
connected to the XIV Storage System with the correct settings for multipathing.
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4.3.6 Performance tuning tips for ESX/ESXi 4.x hosts with XIV
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Review settings in ESX/ESXi 4.x to see whether they affect performance in your environment
and with your applications.

Settings you might consider changing are:

» Using larger LUNs rather than LVM extents.

» Using a smaller number of large LUNs instead of many small LUNSs.

» Increasing the queue size for outstanding I/O on HBA and VMWare kernel levels.

» Using all available paths for round-robin up to a maximum of 12 paths. For additional
considerations on the number of paths, refer to 4.3.2, “Identifying ESX host port WWN” on
page 52

» Decreasing the amount of I/O run by one path when using round-robin.

» If Windows 2003 guests are using LSI Logic drivers, see the following VMware knowledge
base topic regarding block size:

http://kb.vmware.com/kb/9645697
Generally, use a maximum block size of 1 MB.
» You do not need to manually align your VMFS partitions.

Tip: Commands using esxc1i need either the vSphere CLI installed on a management
workstation or the Tech Support Mode enabled on the ESX server itself. Enabling the Tech
Support Mode allows remote SSH shell access. If esxc1i is run from a command prompt
without any form of configuration file, each command normally uses the following syntax:

esxcli --server 9.155.113.135 --username root --password passwOrd <command>

If you run esxc11i from a Tech Support Mode shell or on a host with UNIX utilities, you can
use commands, such as grep and egrep. For more information, see the following
knowledge base topics:

http://kb.vmware.com/kb/1003677
http://kb.vmware.com/kb/1017910
http://kb.vmware.com/kb/2004746

Queue size for outstanding I/O

In general, you do not need to change the HBA queue depth and the corresponding
Disk.SchedNumReqOutstanding VMWare kernel parameter. When there is one virtual machine
active on a volume, set only the maximum queue depth. If there are multiple virtual machines
active on a volume, the value of Disk.SchedNumReqOutstanding value becomes relevant.
The queue depth value is effectively equal to the lower of the queue depth of the adapter and
the value of Disk.SchedNumReqOQutstanding. Generally, set the
Disk.SchedNumReqOutstanding parameter and the adapter queue depth to the same
number. Consider the following suggestions:

» Set both the queue_depth and the Disk.SchedNumReqOutstanding VMWare kernel
parameter to 128 on an ESX host that has exclusive access to its LUNs.

» Set both the queue_depth and the Disk.SchedNumReqOutstanding VMWare kernel
parameter to 64 when a few ESX hosts share access to a common group of LUNSs.
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To change the queue depth:

1. Log on to the service console as root.

2. For Emulex HBAs, verify which Emulex HBA module is currently loaded, as shown in
Example 4-4.

Example 4-4 Emulex HBA module identification

#vmkload_mod -1|grep 1pfc
1pfc820 0x418028689000 0x72000 0x417fe9499f80 0xd000 33 Yes

For Qlogic HBAs, verify which Qlogic HBA module is currently loaded, as shown in
Example 4-5.

Example 4-5 Qlogic HBA module identification

#vmkload_mod -1|grep qla
qla2xxx 2 1144

3. Set the new value for the queue_depth parameter, and check that new values are applied.
For Emulex HBAs, see Example 4-6.

Example 4-6 Setting new value for queue_depth parameter on Emulex FC HBA

# esxcfg-module -s 1pfc0_lun_queue_depth=64 1pfc820
# esxcfg-module -g 1pfc820
1pfc820 enabled = 1 options = '1pfcO_lun_queue_depth=64

For Qlogic HBAs, see Example 4-7.

Example 4-7 Setting new value for queue_depth parameter on Qlogic FC HBA

# esxcfg-module -s ql2xmaxqdepth=64 qla2xxx
# esxcfg-module -g gla2xxx
glaz2xxx enabled = 1 options = 'ql2xmaxqdepth=64

You can also change the queue_depth parameters on your HBA using the tools or utilities
provided by your HBA vendor.

To change the corresponding Disk.SchedNumReqOutstanding parameter in the VMWare
kernel after changing the HBA queue depth:

1. Start the VMWare vSphere Client, and choose the server for which you plan to change the
settings.

2. In the Software section, click the Configuration tab, and click Advanced Settings to
display the Advanced Settings window.
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3. Select Disk (circled in green in Figure 4-30), and set the new value for
Disk.SchedNumReqOutstanding (circled in red on Figure 4-30). Click OK to save your
changes.

= Advanced Settings

- BufferCache - ] ] o B ;I
o COW || Diskance in sectors at which disk BW sched affinity stops

[ Config
- (P

- DataMover Disk, SchedQuantum 8 J
.. DirepkryCache

Min: 0 Max: 2000000

G Mumber of consecutive reguests From one World
- FT Min: 1 Max: &4
- Irg
.. LPage Disk, schediumPegoutskanding @
- Mem
. Migrate Mumber of outstanding commands ko a target with competing worlds
i Min: 1 Max: 256
- HFS
Rl | Disk.5chedQControlseqReqs 125
- Muma
- Power Mumber of consecutive requests from a ¥M required to raise the outstanding commands to. ..
.. RdmFilker
- SCSi LI Min: 0O Max: 2048 LI

0k I Cancel Help |

Figure 4-30 Changing Disk.SchedNumReqOutstanding parameter in VMWare ESX/ESXi 4.x

4

Tuning multipathing settings for round-robin

Important: The default ESX VMware settings for round-robin are adequate for most
workloads. Do not change them normally.

If you need to change the default settings, enable the non-optimal use for round-robin, and
decrease the amount of I/0O going over each path. This configuration can help the ESX host
use more resources on the XIV Storage System.

If you determine that a change is required:

1. Start the VMware vSphere Client, and connect to the vCenter server.

2. From the vSphere Client, select your server.
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3. Click the Configuration tab and select Storage in the Hardware section, as shown in
Figure 4-31, where you can view the device identifier for your datastore (circled in red).

9.155.66.222 ¥YMware ESX, 4.1.0, 260247

Getting Started | Summary | Virtual Machines | Resource Allocation ' Performance  ResylieliEa] s | Alarms
Hardware ¥iew: |Datastores Devices |
Processors Datastores Refresh  Delete  Add Storage... Rescan All...
Memary Identification + | Status | Device | Capacity |
v Storage [ datastorel & Mormal Local ServeRa Disk (mpx.vimhbal: CO:TOLONS 135,25 GB
Metworking @ *IV_demo_store & MNormal IBM Fibre Channel Disileui. 0017330000691 cb1 101 287.75 GB
Storage Adapters @ XIV01 _site? & MNormal IBM Fibre Channel Disileui, 001 738000069209311 287,75 GB
Metwork Adapters
Advanced Settings
Power Managemenkt
4] | 2l
Software Datastore Details Properties. ..
Licensed Features XI¥_demo_store 257.75GE  Capacity
Time Configuration Location:  fwmfsfvolumesf4caldibs-5...
DMS and Routing Hardware Acceleration:  Unknown 563.00ME E Used
287.20GE [ Free
Authentication Services

Figure 4-31 Identification of device identifier for your datastore

4. Log on to the service console as root or access the esxcli. You can also get the device IDs
using the esxcli, as shown in Example 4-8.
Example 4-8 Listing device IDs using esxcli
#esxcli nmp device Tist
eui.00173800278200ff

5. Enable use of non-optimal paths for round-robin with the esxc1i command, as shown in
Example 4-9.
Example 4-9 Enabling use of non-optimal paths for round-robin on ESX/ESXi 4.x host
#esxcli nmp roundrobin setconfig --device eui.0017380000691chl --useANO=1

6. Change the amount of I/O run over each path, as shown in Example 4-10. This example
uses a value of 10 for a heavy workload. Leave the default (1000) for normal workloads.
Example 4-10 Changing the amount of I/O run over one path for round-robin algorithm
# esxcli nmp roundrobin setconfig --device eui.0017380000691chl --iops=10
--type "iops"

7. Check that your settings are applied, as illustrated in Example 4-11.

Example 4-11 Checking the round-robin options on datastore

#esxcli nmp roundrobin getconfig --device eui.0017380000691chl
Byte Limit: 10485760

Device: eui.0017380000691chl

I/0 Operation Limit: 10

Limit Type: Iops

Use Active Unoptimized Paths: true

If you need to apply the same settings to multiple datastores, you can also use scripts similar
to the ones shown in Example 4-12 on page 68.
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Example 4-12 Setting round-robin tweaks for all IBM X1V Storage System devices

# script to display round robin settings

for i in “1s /vmfs/devices/disks/ | grep eui.001738%|grep -v \: ™ ; \
do echo "Current round robin settings for device" $i ; \

esxcli nmp roundrobin getconfig --device $i

done

# script to change round robin settings

for i in “1s /vmfs/devices/disks/ | grep eui.001738%|grep -v \: ™ ; \
do echo "Update settings for device" $i ; \

esxcli nmp roundrobin setconfig --device §i --useANO=1;\

esxcli nmp roundrobin setconfig --device $i --iops=10 --type "iops";\
done

4.3.7 VMware vStorage API Array Integration (VAAI)

Starting with software version 10.2.4a the IBM XIV Storage System supports VAAI for ESX
and ESXi 4.1. For more details, see Chapter 3, “VMware vStorage APIs Array Integration” on
page 27.

4.4 VMware ESXi 5.0/5.1 and XIV

This section describes attaching ESXi 5.0/5.1 hosts to XIV through Fibre Channel.

4.4.1 ESXi 5.0/5.1 Fibre Channel configuration

68

The steps required to attach an XIV to a vSphere 5.0 server are similar to the steps in 4.3,
“VMware ESX and ESXi 4.x and XIV” on page 52.

To attach an XIV to a vSphere 5.0 server:

1. ldentify your ESX host ports, as shown in 4.3.2, “Identifying ESX host port WWN” on
page 52.

2. Scan for new LUNs, as shown in “Considerations for the size and quantity of volumes” on
page 53.

3. Create your datastore as per 4.3.5, “Configuring ESX/ESXi 4.x host for multipathing with
XIV” on page 57. However when adding a datastore, there are three variations from the
panels seen in ESXi 4.1.
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4. You are prompted to create either a VMFS-5 or VMFS-3 file system, as shown in
Figure 4-32. If you do not use VMFS-5, you cannot create a datastore larger than 2 TiB.

(&) Add Storage (=1 RS

File System Version
Specify the version of the VMFS for the datastore

B DiskAUN File System Version
SFn_aIIect D;stk-'LLll‘-:r ) & VMFS5

_,I :’ , em ~ fars_lon Select this option to enable additional capabilities, such as ZTB+ support.

! WMFS-5 is not supported by hosts with an ESX version older than 5.0.

" VMFS-3
Select this option if the datastore will be accessed by legacy hosts.

Figure 4-32 edatastore file system prompt in vSphere 5.0

5. If you use VMFS-5, you are not prompted to define a maximum block size. You are given
the option to use a custom space setting, limiting the size of the datastore on the volume.
You can expand the datastore at a later time to use the remaining space on the volume.
However, you cannot use that space for a different datastore.

There is no need to manage the paths to the XIV because round robin must already be in
use by default.

Considerations for the size and quantity of volumes
The following configuration maximums are documented for vSphere 5.0 and vSphere 5.1:

» The maximum number of LUNs per server is 256.
» The maximum number of paths per server is 1024.
» The maximum number of paths per LUN is 32.

These facts have some important design considerations. If each XIV volume can be accessed
through 12 fabric paths (which is a large number of paths), the maximum number of volumes
is 85. Dropping the paths to a more reasonable count of six increases the maximum LUN
count to 170. For installations with large numbers of raw device mappings, these limits can
become a major constraint.

More details are at:

http://www.vmware.com/pdf/vsphere5/r50/vsphere-50-configuration-maximums.pdf

4.4.2 Performance tuning tips for ESXi 5 hosts with XIV

Performance tips for ESXi 5.0/5.1 are similar to those in 4.3.6, “Performance tuning tips for
ESX/ESXi 4.x hosts with XIV” on page 64. However the syntax of some commands changed,
so they are documented here.

Queue size for outstanding I/0

In general, it is not necessary to change the HBA queue depth and the corresponding
Disk.SchedNumReqOutstanding VMWare kernel parameter. If more than one virtual machine
is active on a volume, you need to set only the maximum queue depth. If there are multiple
virtual machines active on a volume, the value of Disk.SchedNumReqgOutstanding becomes
relevant. The queue depth value is effectively equal to the lower of the queue depth of the
adapter and the value of Disk.SchedNumReqgOutstanding. Normally, set both the
Disk.SchedNumReqOutstanding parameter and the adapter queue depth to the same
number.
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Tip: Commands using esxc11i require either the vSphere CLI installed on a management
workstation or the Tech Support Mode enabled on the ESXi server. Enabling Tech Support
Mode also allows remote SSH shell access. If esxcl1i is run from a command prompt
without any form of configuration file, the command uses the following syntax:

esxcli --server 9.155.113.135 --username root --password passwOrd <command>
If esxc1i is run from a Tech Support Mode shell or on a host with UNIX utilities, commands
like grep and egrep can be used. For more information, see:

http://kb.vmware.com/kb/1017910
http://kb.vmware.com/kb/2004746

To set the queue size:

1. Issue the esxcli system module T1ist command to determine which HBA type you have
(Example 4-13). The output looks similar to Example 4-4 on page 65. However, in this
example both HBA types are suggested, which is not usual.

Example 4-13 Using the module list command

# esxcli system module list | egrep "qla|lpfc"

Name Is Loaded Is Enabled
glazxxx true true
or

1pfc820 true true

2. Set the queue depth for the relevant HBA type. In both Example 4-14 and Example 4-15,
the queue depth is changed to 64. In Example 4-14, the queue depth is set for an Emulex
HBA.

Example 4-14 Setting new value for queue_depth parameter on Emulex FC HBA

# esxcli system module parameters set -p 1pfc0_lun_queue_depth=64 1pfc820

In Example 4-15 the queue depth is set for a Qlogic HBA.

Example 4-15 Setting new value for queue_depth parameter on Qlogic FC HBA

# esxcli system module parameters set -p gql2xmaxqdepth=64 -m gla2xxx

3. Reboot your ESXi server. After reboot, confirm that the new settings are applied using the
command shown in Example 4-16. The example shows only one of a great many
parameters. You need to change the syntax if you have an Emulex HBA.

Example 4-16 Checking the queue depth setting for a Qlogic HBA

# esxcli system module parameters list -m gla2xxx | grep gdepth
Name Type Value Description

gl2xmaxqdepth int 64 Maximum queue depth
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After changing the HBA queue depth, change the Disk.SchedNumReqOutstanding parameter
in the VMWare kernel. To change the parameter:

Start the VMWare vSphere Client.
Select the server for which you plan to change the settings.

1.
2.
3.

Click the Configuration tab under Software section, and click Advanced Settings to

display the Advanced Settings window.

Select Disk (circled in green in Figure 4-33) and set the new value for
Disk.SchedNumReqOutstanding (circled in red on Figure 4-33).

v R P T %
@ Advanced Settings " X |
.. CBRC -~ I A
[ Config Retry all SCSI commands that return a unit attention error
B Vpx L )
. COW Min: 0 Max: 1
. Cpu
. DataMaover Disk.ReturnCCForMoSpace 0
.. Di
E!ge.st che Return CC 0x7/0x27/0x7 in the event where a backing datastore has run out of space as opposed to..
\E:Sk/ Min: 0 Max: 1
- FT Disk. SchedMumReqOutstanding @
- HBR. .
- 1rg Number of outstanding commands to atarget with competing worlds
- LPage
... Mem Min: 1 Max: 256
Mineato

Figure 4-33 Changing Disk.SchedNumReqOutstanding parameter in VMWare ESXi 5
5. Click OK to save your changes.

Tuning multipathing settings for round-robin

Important: The default ESX VMware settings for round-robin are adequate for most
workloads and must not normally be changed.

If you need to change the default settings, enable the non-optimal use for round-robin and
decrease the amount of I/O going over each path. This configuration can help the ESX host
use more resources on the XIV Storage System.

If you determine that a change is required, follow these instructions:

1. Start the VMware vSphere Client, and connect to the vCenter server.

2. From the vSphere Client, select your server, click the Configuration tab, and select
Storage in the Hardware section, as shown in Figure 4-34.

9.155.113.135 VMware ESXi, 5.0.0, 469512 | Evaluation (37 days remaining)

Getting Started | Summary | Virtual Machines ' Resource Allocation ' Performance [EeGliilsile bl Tasks & Events | Alarms | Permissions | Map

Hardware View: |Datastores Devices
Processors Datastores
Memory Identification » | Status Device
Storage @ Datastorel XM02 @ Normal  IBM Fibre Channel Dis€{eui.0017380027820093 5D
Networking B o & Normal IBM Fibre Channel Dis ‘
Storage Adapters @ RDM_W2K8R2_2 & Normal Migration_Disk_3:1
Metwork Adapters @ testl & Normal IBM Fibre Channel Disk (eui.0017380000cb042d):1
Advanced Settings @ VCenter5_BootDisk @ Normal ATA Serial Attached SCSIDisk (naa.5000a7203001a7cd):3
Power Management B W2kBR2_Migratio. @& MNormal Migration_Disk_1:1

Figure 4-34 Identification of device identifier for your datastore
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Here you can view the device identifier for your datastore (circled in red). You can also get
this information using ESXCLI, as shown in Example 4-17.

Example 4-17 Listing storage devices

# esxcli storage nmp device list | grep "IBM Fibre Channel Disk (eui.001738"
Device Display Name: IBM Fibre Channel Disk (eui.0017380000chllal)
Device Display Name: IBM Fibre Channel Disk (eui.0017380027820099)
Device Display Name: IBM Fibre Channel Disk (eui.00173800278203f4)

3. Change the amount of I/O run over each path, as shown in Example 4-18. This example

uses a value of 10 for a heavy workload. Leave the default (1000) for normal workloads.

Example 4-18 Changing the amount of I/O run over one path for round-robin algorithm

# esxcli storage nmp psp roundrobin deviceconfig set --iops=10 --type "iops"
--device eui.0017380000chllal

4. Check that your settings are applied, as illustrated in Example 4-19.

Example 4-19 Checking the round-robin options on the datastore

#esxcli storage nmp device list --device eui.0017380000cbllal
eui.0017380000cbl1al

Device Display Name: IBM Fibre Channel Disk (eui.0017380000chllal)

Storage Array Type: VMW_SATP_ALUA

Storage Array Type Device Config: {implicit_support=on;explicit_support=off;
explicit_allow=on;alua_followover=on;{TPG_id=0,TPG_state=A0}}

Path Selection Policy: VMW_PSP_RR

Path Selection Policy Device Config:
{policy=iops,iops=10,bytes=10485760,useA
NO=0;TastPathIndex=1: NumIOsPending=0,numBytesPending=0}

Path Selection Policy Device Custom Config:

Working Paths: vmhbal:C0:T6:L1, vmhbal:C0:T5:L1, vmhba2:C0:T6:L1,
vmhba2:C0: T
5:L1

If you need to apply the same settings to multiple datastores, you can also use scripts similar
to the ones shown in Example 4-20.

Example 4-20 Setting round-robin tweaks for all IBM XIV Storage System devices

# script to display round robin settings

for i in “1s /vmfs/devices/disks/ | grep eui.001738*|grep -v \:™ ; \
do echo "*** Current settings for device" $i ; \

esxcli storage nmp device Tist --device $i

done

# script to change round robin settings

for i in ~1s /vmfs/devices/disks/ | grep eui.001738*|grep -v \:™ ; \

do echo "Update settings for device" $i ; \

esxcli storage nmp psp roundrobin deviceconfig set --device $i --iops=1000 --type
"jops";\

done
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4.4.3 Creating datastores that are larger than 2 TiB

With VMFS-3, the largest possible datastore is 2 TiB. With VMFS-5 (introduced in vSphere
5.0), this limit is raised to 64 TiB. Combined with Atomic Test & Set (ATS), the VAAI primitive
that current XIV software levels support, you can use much larger datastores. ATS locks only
the blocks containing the relevant metadata when acquiring the on-disk locks necessary to
perform metadata updates, rather than implementing SCSI2 reservations to serialize host
access with a minimum scope of an entire LUN backing the datastore. This procedure
improves performance and eliminates the risk of SCSI reservation conflicts.

Do not create a single giant datastore rather than multiple smaller ones for the following
reasons:

» Each XIV volume is assigned a SCSI queue depth by ESXi. More volumes mean more
SCSI queues, which means more commands can be issued at any one time.

» The maximum number of concurrent storage vMotions per datastore is still limited to 8.

Presenting an XIV volume larger than 64 TiB

If an XIV volume larger than 64 TiB is mapped to an ESXi 5.0/5.1 server, a datastore
formatted with VMFS-5 uses only the first 64 TiB. In Figure 4-35, a 68.36 TiB XIV volume is
presented to ESXi 5.0/5.1, but only the first 64 TiB is used.

(&) TTS0_ESX5_70TB Propertics | T =28 -
Volume Properties
General Format /
Datastore Mame:  ITSO_ES¥S5_70TB Rename... File System: VMFS 5.54
Total Capadty: 54.00 TB Inrease. . Maximum File Size: 2.00TB
Block Size: 1MB

Storage IO Control

™ Enabled

Extents Extent Device
A VMFS file system can span multiple hard disk partitions, or The extent selected on the left resides on the LUN or physical
extents, to create a single logical volume. disk described below.
Extent Capacity Device \ Capacity
IBM Fibre Channel Disk (2ui.0017380000cb2... 68.36 TB IBM Fibre Channel Disk {ewi.001... 58.36 TB
Primary Partitions Capadty
1. VMF5 68.36 TB

Figure 4-35 vSphere 5.0 volume larger than 64 TiB

If you want to create a datastore that approaches the maximum size, limit the maximum XIV
volume size as follows:

2nd generation XIV 70368 GB (65536 GiB or 137438953472 Blocks)
XIV Gen3 70364 GB (65531 GiB or 137428467712 Blocks)

Example 4-21 shows the largest possible datastore, which is exactly 64 TiB in size. The df
command was run on the ESX server using the tech support mode shell.

Example 4-21 Largest possible VMFS-5 datastore

~o#df
file system Bytes Used Available Use% Mounted on
VMFS-5 44560285696 37578866688 6981419008 84% /vmfs/volumes/Boot

VMFS-5 70368744177664 1361051648 70367383126016 0% /vmfs/volumes/Giant
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IBM Storage Management
Console for VMware vCenter

This chapter describes the IBM Storage Management Console for VMware vCenter.

The IBM Storage Management Console for VMware vCenter enables VMware administrators
to independently and centrally manage their storage resources on IBM storage systems.
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5.1 The IBM Storage Management Console for VMware vCenter

The IBM Storage Management Console for VMware vCenter is a software plug-in that
integrates into the VMware vCenter server platform. It enables VMware administrators to
independently and centrally manage their storage resources on IBM storage systems. These
resources include XIV, Storwize V7000, and SAN Volume Controller.

The plug-in runs as a Microsoft Windows Server service on the vCenter server. Any VMware
vSphere Client that connects to the vCenter server detects the service on the server. The
service then automatically enables the IBM storage management features on the vSphere
Client.

Version 2.6.0 of the plug-in added support for both XIV Gen 3 (using Version 11) and VMware
vCenter version 5.0. However, the remainder of this discussion will also address version 3.1.0
of the IBM Storage Management Console for VMware vCenter, which is the version that is
installed as of the time of this writing.

5.1.1 Installation

Install the IBM Storage Management Console for VMware vCenter onto the Windows server
that is running VMWare vCenter version 4.0, 4.1, 5.0, or 5.1. There are separate installation
packages for x86 and x64. You can save time by downloading the correct package for your

server architecture. During package installation, you are prompted to do the following steps:

1. Confirm which language you want to use.
2. Accept license agreements.
3. Select an installation directory location (a default location is offered).

4. When installation completes, a command-line configuration wizard starts, as shown in
Example 5-1. Normally you can safely accept each prompt in the wizard. When prompted
for a user name and password, you need a user ID that is able to log on to the VMware
vSphere Client. If you do not either change or accept the SSL certificate, you get
Certificate Warning windows when starting the Client. For more information about how to
replace the SSL certificate, see the plug-in user guide.

Example 5-1 IBM Storage Management Console for VMWare vCenter Configuration wizard

Welcome to the IBM Storage Management Console for VMware vCenter setup wizard, version 2.6.0.
Use this wizard to configure the IBM Storage Management Console for VMware vCenter.

Press [ENTER] to proceed.

The Wizard will now install the Management Console service and register the extension in the
vCenter server.

Do you want to continue? [default: 1:

The IBM Storage Management Console for VMware vCenter requires a valid username for connecting
to the vCenter server.

This user should have permission to register the Plug-in in the Plug-ins Manager.

Please enter a username : Administrator

The IBM Storage Management Console for VMware vCenter web component requires a valid network
port number.
Please enter a port number for the web component [default: 1:
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The IBM Storage Management Console for VMware vCenter is now configured.
This product is using an SSL certificate which is not signed.
Please consult the User Guide for SSL certificate replacement instructions.

Press [

1 to exit.

5. After you configure the IBM Storage Management Console for VMware vCenter, restart

the client if you were already logged on. A new IBM Storage icon plus a new IBM Storage
tab with all their associated functions are added to the VMware vSphere Client.

You can access the IBM Storage icon from the Home view, as shown in Figure 5-1.

[ BC-H-15-¥6 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

@ = | |@ Home |E',jv Search Inventory
Inventory

- m & B8 @

—‘g e -

Search Hosts and Clusters Vs and Datastores and Metworking

Templates Datastore Clusters

Administration

1 % @

9 »4 /o Eo

Roles Sessions Licensing Syskem Logs wiZenker Server
Settings
Management
............ ,)/
mpamm i L v
7o) A & D &>
Scheduled Tasks Events Maps Host Profiles Wi Storage

Profiles

wCenter Solutions  Storage Providers  wCenter Service
Manager Status

\
E

Cuskamization IBM Storage
Specifications

Manager

Figure 5-1 IBM Storage plug-in from Home menu

5.1.2 Customizing the plug-in

There are several options to customize the plug-in documented in the user guide. The
relevant area in the registry is shown in Figure 5-2 on page 78.

Several parameters can be changed. To modify these registry parameters from the Windows
task bar:

1.
2.
3.

Click Start —» Run. The Run dialog box is displayed.

Go to the following registry tree path:

HKEY_LOCAL_MACHINE — SYSTEM — CurrentContolSet — Services —
IBMConsoleForvCenter — Parameters

Type regedit and then select OK. The Registry Editor is displayed.
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%" Reqistry Editor

File Edit WYiew Favorites Help
=18 Computer | | Mame | Type | Data
HKEY_CLASSES_ROGT ab|(Default) REG_SZ {value nat set)
HKEY_CURRENT _USER. We|cache_update_in... REG_DWORD 000000708 {1500}
L HEEY_LOCAL_MACHINE ab|dh_relative_path REG_SZ datalve_plugin.db
BCLOOOO0000 28lag_level REG_DWORD 000000014 (20
HARDWARE abllag_target REG_SZ eventlog,file
g:gluruw #|max_lun_size_gh  REG_DWORD 000000885 (2181)
COFTWARE We|page_refresh_int... REG_DWORD 0000001 2c (300
We|page_reload_inte... REG_DWORD 0:x00001c20 (7200}
SYSTEM
We|pool_major_thres... REG_DWORD 0x0000005F (95)
CantralSetnnl |paal_majar_t B
ControlSstonz We|pool_minor_thres... REG_DWORD 000000054 (90}
CurrentConkrolSet We|pool_warning_thr... REG_DWORD 000000050 (30} MaX|mum
" | part REG_DWORD 0:x000022b0 (3530)
Contral . " - Volume
Enum |ssl_ca_certificate,., REG_SZ sslicacert, pem )
Hardware Profile ablsq|_private_key file REG_SZ ssliprivkey. pem S|Ze
Palicies We|time_to_wait_for... REG_DWORD 0:x0000003c (60}
services Wa|tracing REG_DWORD 000000000 ()
- . MET CLR De ablycenter_fqdn REG_SZ localhost
WMET CLR. Ne absjv_luns_multipat,., REG_SZ WM _PSP_RR
{NET DataP /
\MET Data P
NETFramen. Pathing policy changed
{00ESF445-: . .
..... 13940t from disabled to round robin
[+ ACPT
----- AcpPmi | Registry Key Location|
4] | 3 /'Y
|C0mputer'l,HKE\"_LOCAL_MACHINE'l,S\"STEM'l,CurrentC0ntroISet'l,services'l,IBMConsoIeFoerenter'l,Parameters

Figure 5-2 vCenter Server registry settings

After you make the required registry modifications:
1. Close the Registry Editor.

2. Close the vSphere Client application. Users connected remotely must also close their
client applications.

3. Click Start - Run to open the Windows Services window. The Run dialog box is
displayed.

Type services.msc and then select OK.

Stop and then start the following Windows service IBM Storage Management Console for
VMware vCenter, as shown in Figure 5-3. You can then close the services console.
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File  Action Wiew Help
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N IEEE
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for ¥Mware ¥Center
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Description:
Provides additional functionality For
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| Description | Stakus | =
“EhExtensible Authentication Protocol The Extens... I
“E1Function Discovery Provider Host The FDPH...  Started I
“E1Function Discovery Resource Publication Publishes t... I
“EhGroup Palicy Client The servic,..  Started '
“EhHealth Key and Certificate Management Provides ¥.... I
i
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“EkMicrosoft iSCSI Initiatar Service

Stark
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Restart

All Tasks
Refresh
Properties

Help

Enables ge...

3

Started
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Figure 5-3 Stopping the vCenter plug-in

6. Start the vSphere Client application.

Two possible changes you might consider are in the following sections.

Maximum volume size

The maximum volume size is set to 2 TiB (2181 GB) because this is the largest volume size
that VMFS-3 can work with. If you move to VMFS-5, you can use a larger volume size. To
modify this parameter, select max_lun_size_gb and change the Base value from
Hexadecimal to Decimal. Enter a new value in decimal. Figure 5-4 shows the default value.

Edit DWORD {32-bit} ¥alue *
Walue name:

Imax_lun_size_gb

Walue data: Baze
|2131 " Hexadecimal
& Decimal
oK I Cancel |

Figure 5-4 Change maximum volume size

For more information about maximum values, see 4.4.3, “Creating datastores that are larger
than 2 TiB” on page 73. To change this value globally for the plug-in, ensure that you create
2181 GB or smaller volumes for VMFS-3.

Automatic multipath policy

Automatic multipath policy can be set to ensure all existing and new XIV volumes use round
robin mode. The policy also checks and corrects the multipathing settings every 30 minutes to

ensure that they continue to use round robin. Automatic multipath is not the default setting
due to restrictions with Windows cluster virtual quorum devices. To enable this function,

access the registry and then change the value from disabled to VMW_PSP_RR as shown in

Figure 5-5.
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Walue name:

Ixiv_Iuns_muItipath_poIicy

Yalue data:
[ihwi_PSP_RF|

oK I Cancel |

Figure 5-5 Changing multipathing policy

5.1.3 Adding IBM Storage to the plug-in

80

To add IBM storage to the plug-in:
1. From the Home view of the vSphere Client, double-click the IBM Storage icon.

2. The Storage Systems view opens showing all defined IBM Storage Systems. Select the
option to Add a Storage System, as shown in Figure 5-6 on page 80.

[ ¥CENTERS - vSphere Client

File Edit View Inwenkory Administration Plug-ins  Help

G B |,/_.§ Home b 9% Management b & IEMStorage b (5] YCENTERS

Storage Systems Storage Pools

Add Modify Remove

Model Identification Multipath Policy Mame Usage {GE)

Add an IBM Storage System

Select Storage System
wWhich IEM storage systerm brand would wou like to add?

Details
Select Storage System

This wizard will guide you through the necessary steps for
connecting to an IBM storage swstem and adding it to
the IEM Storage Management Console For YiMware wCenker

Select the IEM starage brand that you want bo add,

IEM Storage Brand: SONAS - I

SOMNAS
Storwize Y7000
torwize w7000 Unified

Figure 5-6 Selecting the Add option

3. A window prompts you for an IP address, user name, and password, as shown in
Figure 5-7. Use an XIV management IP address, user ID, and password.
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4.

Set Credentials
Enter the credentials needed for connecting to the IBM storage system,

Select Storage System

Set Credentials The Fallowing details are required For locating
and accessing the IBM storage system,

IF Address [ Hostname:  [2.155.51.68 |

User Mame: |itso |

Password: [ennneens |

< Back Cancel

Add an IBM Storage System x

Figure 5-7 Adding an XV to the plug-in

If the vSphere Client connects to the XIV successfully you get a list of storage pools on

that XIV. Select the pools that the VMware administrator will allocate storage from, as
shown in Figure 5-8. Additional pools can be added later if required.

Add an IBM Storage System x

Select Storage Pools
Select the storage pools that you want to attach and make available for the wCenter server,

Select Storage System
Set Credentials
Select Storage Pools

Storage Pools on 9.155.51.68

Mote: ou can press and hold SHIFT or CTRL ko select more than one poal,

Mame
ESP_TEST 1|
Jackson
pS7O_ATS_ESP
akl2677_pl
1_REPLICA_POOL
ITSO

Jurnbo_HOF
Jetstress_data

Performance b
SAP

Mig_test j
< Back Cancel

Figure 5-8 Selecting a pool from the plug-in
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5. The XIV is displayed in your list of Storage Systems. Although you must define only one
management IP address (out of three), all three are discovered, as shown in Figure 5-9.

[ BC-H-15-¥6 - vSphere Client
File Edit View Inventory Administration Plug-ins Help
(=B = | |Q Haome [ E'Eij Management [ [% IEM Storage [+ G BC-H-15-Y6 E’ﬂv Search Inventory
Last update time: 9/28/2011 9:21:27 AN
Storage Systems Storage Pools -
Add Modify Remove Mew Yolume Attach
Model Identification Mame Usage {GE)
IV #IM-02-1310114 ITSO Soft: SO00
4ER2E
! Hard: 2001
Details
Hostname 9.155.51.68
Syskem Yersion 11.0.0
User Mame itso
Syskem Serial 1310114
9.155.51.68 /
1P Addresses 9.155.51.69
9.155.51.70

Figure 5-9 vSphere IBM Storage plug-in

6. Select an XIV from the Storage Systems box and then select a pool from the Storage
Pools box.

7. Select the New Volume option to create a volume.

Tip: When creating a volume, use the same name for both the volume and the
datastore. Using the same name ensures that the datastore and volume names are
consistent.

8. You are prompted to map the volume to either individual VMware servers or the whole
cluster. Normally you select the entire cluster.

For the plug-in to work successfully, the SAN zoning to allow SAN communication between
the VMWare cluster and the XIV must already be completed. On the XIV, the Cluster and
hosts definitions (representing the VMware cluster and its servers) must have also been
created. This process cannot be done from the plug-in, and is not done automatically. If the
zoning and host definitions are not done, volume creation fails and the requested volume is
created and then deleted.

Tip: If you perform changes, such as renaming or resizing volumes, updates might take up
to 60 seconds to display in the plug-in.
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5.1.4 Checking and matching XIV Volumes

Use the IBM Storage tab to identify the properties of the volume. The IBM Storage tab allows
you to perform many useful storage tasks. From this tab, shown in Figure 5-10 on page 83,
you can perform these tasks:

» Extend a volume. This task allows you to grow an existing volume and then later resize the
datastore using that volume.

» Rename a volume. Use this task to ensure that the XIV volume name and the datastore
name are the same.

» Move a volume to a different pool on the XIV.
» Confirm which datastore is which XIV volume.

» Confirm the status of all of the volumes, snapshots, and mirrors. Mirrors cannot be
confirmed if the user has read-only access.

» Confirm the size of the datastore in binary GiB and decimal GB.

» If the volume is not being used by a datastore, it can be unmapped and deleted. This
process allows a VMware administrator safely return a volume back to the XIV.

Getting Started | Summary | Virtual Machines | Resource Allocation | Performance ' Configuration | Tasks & Events Alarms | Permissions [Mws Storage Views | Hardware Status R 0ES

View: Datastores Unused LUNs Last update time: 15/Q#//201
Datastore Status Capacdity (GB) Free (GB) | Type

¥IV_02 Accessible 192 128 Vmfs

datastore1 Accessible 41 7 Vmfs

ITSO_VM_Datastore2 Accessible 192 191 Vmfs |

\ ‘ IBM Storage Tab

If the Datastore and
Volume names do not \ Capacity in binary GiB|
match, you can

rename the volume.

Capacity in decimal GB‘

Show All LUNs \v
Identifier Array Model / Capadty (GB) | Use Serial
| eui.0017380027820387 XIV-02-1310114 2810XIV / ‘ == 192 Extent 13027820387
| - Rename |
Detailed view of Move
shaps and mirrors
Snapshot status
LUN Details J &
View : Summa Snapshots Mirraring
,/"'—"""\.\ 206 GB .- Capadity Volume Name: ITS0_VM_Datastore2 Number of Snapshots: 1
y

0GB M Used Pool Name: ITs0 Last Snapshot: 2011-09-14 ls:u . .

(

\ -) 206 G8 [ Free Serial Number: - E— E—— Mirroring status
S

Consistency Group:

Figure 5-10 The IBM Storage tab added by the plug-in

5.1.5 Creating a datastore
Creating a datastore involves the same steps as 4.3.5, “Configuring ESX/ESXi 4.x host for

multipathing with XIV” on page 57 for ESX/ESXI 4.x. ESXi 5.0/5.1 is addressed in 4.4.1,
“ESXi 5.0/5.1 Fibre Channel configuration” on page 68.
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Before creating the datastore:
1. Open the IBM Storage tab to confirm the LUN identifier.

2. Click the Unused LUNSs tab to locate your newly created XIV volume, as shown in
Figure 5-11 on page 84. Take note of the Identifier for each unused LUN (for example
eui.0017380027821838). You need these identifiers to cross match when creating

datastores.
tesource Allocation ! Performance -/ Configuration I Ta ents | Alarms | Per 50 Maps | Sto g ws | Hardware Status - [EG Skorage 4 I
View: Datastores || Unused LUMs Last update time: 9/28/2011 11:43:48 AM Update =
Identifier Array Model Capacity (GE) | Serial LUR
naa, 5000a7203001a7d1  Unknown STEC M3PSEL 46 STMOO0104147 1]
eui 0017380027521538  WIV-02-1310114 ZB10XTY 16 130275215835 2 |

Note the identifier

JNote the volume name

LUN Details i

View | Summary Snapshots Mirraring -
7 17GB L Capadity ¥olume Name: ITS0_Test Number of Snapshots: 0

{ 0GE M Used Pool Name: a0 Last Snapshot:

\ 17 GB [ Free Serial Number: 6200 Mirroring: Mok Defined hd

Figure 5-11 Unused LUNs in the IBM Storage tab

Select Add Storage from Configuration tab.

You are prompted to select a LUN, as shown in Figure 5-12. Use the identifier to ensure
that you select the correct LUN. If the Identifier column is not displayed, right-click the
heading area and add that column.

[ Add Storage M=] E3

Select Disk,/LUN
Select a LUN to create a datastore or expand the current one

& Disk/LUN A Mame, Identifier, Path ID, LUM, Capacity, Expandable or ¥MFS Label c... = I Clear
Select Disk,/LUN
File Systemn Yersion Marme | Tdentifier | Path 1D | Lo | Drive Type
Current Disk Layout ATA Serial Attached SCSIDisk ...  naa,S000a7203001a7di  wmhbal:CO:TLLD 0 550
Properties 1BM Fibre Channel Disk (eui.00,., 0,001 7360027621838 vmhbal:CO:T4ilz 2 Han-550
Formatting
Ready to Complete

Figure 5-12 Locating the matching datastore

5. When you are prompted to enter a datastore name in the Properties tab, use the same
name you used when creating the volume.
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5.1.6 Using a read-only user

If your organizational structure does not allow the VMware administrator to make storage
administration decisions, you can still use the plug-in with read-only access. To do so, create
a a user on the XIV that is in the Read Only category. When adding the XIV to the vCenter
plug-in as shown in Figure 5-7 on page 81, use this restricted Read Only user.

The plug-in confirms that the permission level is Read Only, as shown in Figure 5-13

Add an IBM Storage System x

Confirmation
Review the details of the added storage system. To confirm and make the addition as detailed, dick Finish,
To go back and modify any detail, dick Back.

Select Storage System

Set Credenh_'als Storage Type : XIV

Confirmation Identifier: XIV_PFE3_7804143
IP / Hostname: 9.155.56.231

User Name : readonly
Permission Levek Read Only A’/

Figure 5-13 Read Only permission level

You are not prompted to select pools, as shown in Figure 5-8 on page 81 because the user
has no authority to work with pools. However you still get to view the IBM Storage tab, as
shown in Figure 5-11 on page 84. The advantage is that the VMware administrator can now
be sure which hardware matches which datastore. This system allows you to identify the
following data without any ability to change or configure the XIV:

» Exact XIV name
X1V serial number
XIV pool name

XIV volume name
XIV snapshot name

vyvyyy

5.1.7 Locating the user guide and release notes

The IBM Storage Management Console for VMware vCenter includes a user guide and
release notes that are available for download from:

http://www.ibm.com/support/fixcentral/swg/selectFixes?parent=ibm/Storage Disk&prod
uct=ibm/Storage Disk/XIV+Storage+System+(2810,+2812)8&release=Al1&platform=A11&func
tion

5.1.8 Troubleshooting

This section discusses the two issues that were seen during testing for the book.

Plug-in disabled

If you do not see the IBM Storage icon, you might find the plug-in is disabled. The plug-in on a
remote vSphere Client can be disabled if the client does not resolve the host name of the
vCenter server. Click Plug-ins — Manage Plug-ins. If ibm-vcplugin is disabled, confirm if
the issue is that the remote name cannot be resolved, as shown in Figure 5-14 on page 86.

As a simple test, ping the host name listed in the error. If the remote name is the problem,
correct the issue with name resolution. One simple solution is to add an entry to the HOSTS
file of the server on which you are trying to run the vSphere Client. This issue did not occur if

Chapter 5. IBM Storage Management Console for VMware vCenter 85


http://www.ibm.com/support/fixcentral/swg/selectFixes?parent=ibm/Storage_Disk&product=ibm/Storage_Disk/XIV+Storage+System+(2810,+2812)&release=All&platform=All&function

86

the vSphere Client was run locally on the vSphere vCenter server because the client was
local to the server. After you ping the host name from the remote client, you can enable the
plug-in, as shown in Figure 5-14.

Plug-in Name Vendor Version | Status Description Errors
Reporting
& vCenter Service Status VMware, Inc. 4.1 Enabled Displays the health status of
vCenter services
& vCenter Hardware Status VMware, Inc. 4.1 Enabled Displays the hardware status of
hosts (CIM monitoring)
& Licensing Reporting Manager VMware, Inc. 4.1 Enabled Displays license history usage
& ibm-veplugin 251 Disabled ibm-veplugin 4 Thefollowing error
occured while
Inading the
Enable | saipt plugin from
Copy to Clipboard  Ctrl+C hittps://WIN-G]5E8K-
R49EE: BBBO/Miv_ve -
plugin/metafxiv_plug-
inml:
The remote name
could not be resolved
: ‘win-gj5edkr4gee’

Figure 5-14 vCenter plug-in error

No detailed information is available

If you open the IBM Storage tab and highlight a datastore or a LUN, you might see the
message No detailed information is available for this storage device. This message
is shown in Figure 5-15. This error occurs because the LUN in question is being provided by a
device that the IBM Storage plug-in cannot manage. It can also occur if the IBM Storage
device in question is not added to the plug-in. If the device is not added to the plug-in, the
plug-in does not have the logon credentials necessary to confirm device details.

To correct this error, add the relevant device using the process documented in 5.1.3, “Adding
IBM Storage to the plug-in” on page 80. Figure 5-15 shows that the undefined system is an
XIV as indicated in the Model column. The hint as to which XIV is given in the identifier
column where we can see the identifier is: eui.00173800279502fb. This number derives from
the WWNN. The WWNN, in this case, is50:01:73:80:27:95:00:00 (note that 002795 is the
unique portion of the WWNN).

You can also determine the XIV serial by using the identifier. The first part of the identifier is
001738, which is the IEEE Obiject ID for IBM. The next part is 002795, which is the serial
number of the XIV in hexadecimal. If you convert that number from hex to decimal, you get
the serial number of the XIV. In this example, it is 10133.

9.155.113.135 ¥Mware ESXi, 5.0.0, 469512 | Evaluation {31 days remaining}

ce - Configuration vents | Alarms ans Sk 5 ardware Status
! Accessible j
WFO0O0_LUMLO Accessible 299 218 vmfs
- .. .

Show All LUMNs  ~
Identifier Array Model Capacity (GE) | Use Serial LUR
|eui.DDl?38002?9502Fb Unknown ZB10XTY 96 Extent 130279502FB 3

\\

LUN Details

Figure 5-15 No detailed information is available
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Data Protection in vSphere
environments with XIV

This chapter describes how to implement data protection for VMware vSphere environments.
The solution presented uses the vStorage APIs for Data Protection (VADP) along with the
Tivoli Storage FlashCopy Manager for VMware to take advantage of the robust, versatile
snapshot capabilities of the XIV Storage System.
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6.1 Data Protection in vSphere environments with XIV

To provide motivation for the potentially crucial business value realized by the end-to-end
integration of data protection technologies from IBM and VMware, first consider the typical
business-driven design criteria and associated terminology inherent to data protection
solutions.

6.1.1 Data Protection solution concepts and terminology

Data backup refers to the process of making one or more copies of data that can be used to
restore a functionally viable version of the original data after a data loss or data corruption
event. Simply capturing a data backup by no means guarantees that a successful data
restore will be possible as defined by specific business needs. All data that is co-dependent
must have point-in-time consistency across all layers of the stack, beginning with the
application layer. Therefore, the concepts of point-in-time consistency and data
interdependency are crucial when considering both the scope of the data backup and the
mechanisms employed by integrated backup technologies, from the application layer through
the storage subsystem layer.

There are two important objectives that must be carefully defined when devising a
business-viable data protection scheme:

1. The Recovery Point Objective (RPO) represents the most recent point-in-time at which
consistent inter-dependent data can be recovered. Specifying higher RPOs indicates that
more data loss is acceptable.

2. The Recovery Time Objective (RTO) represents the amount of time elapsed between the
data loss or corruption event and the full restoration of business functions. Obviously, the
ability to achieve an RTO depends on much more than just the availability of a viable
backup.

As a result of the necessity of preserving data consistency, there are two methodologies for
creating backups:

1. During a Cold Backup (offline backup), the applications are closed and locked to ensure
that are no further changes to the data occur until the backup is complete.

2. During a Hot Backup (active backup), the application remains online and in use.

Because cold backups are obviously impractical for enterprise applications, another
mechanism is necessary to capture point-in-time data. While the implementation and scope
of operations fundamentally differ, in terms of basic functionality, both vSphere and XIV utilize
a form of snapshot technology to preserve the state of consistent data at a point-in-time
transparently and non-disruptively to applications. Snapshots initiated by VMware occur at
the virtual machine level and comprise all state-specific information necessary to restore a
given virtual machine, potentially including even the virtual machine’s memory state. In
contrast, snapshots initiated within the XIV Storage System maintain data consistency with a
scope spanning one or more logical volumes, and include the following types:

» Local Snapshots are snapshots created within the storage pool where the original volume
exists.

» Consistency Group Snapshots are snapshots created at the same point-in-time for all
volumes in the consistency group, enabling the scope of consistent data recovery to span
multiple volumes as required by business-critical applications and processes.
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» Mirrored Snapshots are snapshots created at the same point-in-time for one or more
volumes participating in a remote mirroring relationship, and at one or both sites (primary
site and disaster recovery site).

For additional insight into the topic of snapshot technology and its role in the vSphere
environment, refer to 2.1.5, “XIV and VMware thin provisioning” on page 18, and 3.1, “VAAI
overview” on page 28.

6.1.2 vSphere Data Protection solution components

Large-scale VMware vSphere environments with hundreds or thousands of virtual machines
are at high risk without a seamless backup and recovery implementation that complies with
organizational RTO and RPO service level agreements. IBM offers a comprehensive set of
products with robust features that enable customers to effectively protect and recover data in
vSphere environments while simultaneously managing retention and controlling costs.

vStorage APIs for Data Protection overview

Fundamentally, vStorage APIs for Data Protection (VADP) serve the purpose of providing a
standard framework to enable centralized, efficient, off-host, LAN-free backup of vSphere
virtual machines using compatible storage products, like Tivoli Storage FlashCopy Manager
for VMware leveraging the robust, versatile snapshot capabilities of the XIV Storage System.

Introduced in vSphere 4.0, VADP is the next generation of VMware’s data protection
framework. Backup applications supporting VADP integration can backup vSphere virtual
machines from a central backup server or virtual machine without requiring backup agents or
incurring backup processing overhead on the ESX/ESXi hosts’s virtual machine guests. This
is possible because the VADP framework exploits compatible backup software in centralizing
the actual backup processing and data movement activity within the VADP-compatible
storage subsystem(s).

Since VADP leverages backups incorporating the snapshot capabilities of VMFS, file-level
backups can be performed transparently and non-disruptively at any time of the day without
requiring extended backup windows or any interruption to applications and users associated
with backup windows. The benefits of VMFS snapshot technology are augmented by
leveraging VADP to cohesively integrate Tivoli Storage FlashCopy Manager and XIV
snapshot technology, and include:

» The flexibility to perform to full, differential, and incremental image backups and restores
of virtual machines.

» The ability to capture file-level backups of virtual machines running supported Windows
and Linux operating systems.

» Ensuring data consistency by using Microsoft Volume Shadow Copy Services (VSS) for
virtual machines running supported Microsoft Windows operating systems.

Sophisticated XIV snapshots

The IBM XIV Storage System performs snapshots with virtually no overhead using
redirect-on-write technology instead of the traditional latency-causing copy-on-write snapshot
processing used in other storage subsystems. Supplementing this efficiency, XIV incremental
backup snapshots are optimally configured (just like primary volumes) helping ensure
enterprise-class read and write performance while eliminating the need for processing and
space overhead. Refer to the IBM Redbooks publication IBM X1V Storage System: Copy
Services and Migration, SG24-7759, for detailed information and comprehensive
implementation guidance about the topic of XIV snapshots.
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VMware snapshots best practices

The purpose of snapshot technology in VMware is to preserve the state information in
metadata and the data content of a virtual machine at a specific point in time. For example,
the state includes the virtual machine’s power state:

» Powered-on
» Powered-off
» Suspended

The data includes all of the files that represent the virtualized hardware components of the
virtual machine, including (among others):

» Hard disks
» Memory
» Virtual network interface cards.

A virtual machine provides several operations for creating and managing both snapshots and
entire snapshot chains, which consist of a linked chain of dependent snapshots. These
operations allow administrators to create snapshots, revert the state information and data files
of the virtual machine to those captured by a given snapshot in the chain, and remove
snapshots. Because of the incremental, linked nature of VMware snapshots, extensive
shapshot trees consisting of multiple branch points can exist without unnecessary duplication
of data.

It is important to keep in mind that VMware Snapshots are not backups, although backup
software that integrates with VADP exploits VMware snapshots in conjunction with XIV
snapshot to preserve VMFS, VM, and file-level awareness for usage in backup and restore
operations. The white paper entitled IBM X1V Storage Systems - Snapshots Reinvented is an
excellent source of information about the benefits of XIV’s powerful and extremely versatile
snapshot technology, and is at the following web site:

ftp://public.dhe.ibm.com/storage/disk/xiv/ibm _xiv_snapshots paper.pdf
The following policies are appropriate when implementing VMware snapshots on the XIV

Storage System:

» Consistently monitor snapshot status using VMware snapshot alarm options (dependent
on vSphere version):

— Configure vCenter Snapshot alarms — Knowledge Base Article1018029:

http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=dis
playKC&externalld=1018029

» Limit the total number of snapshots in a chain to 2-3 to prevent performance degradation
at the VMware level:

— This is not specific to the storage subsystem.
» Delete all snapshots prior to Virtual Machine disk changes.
» If any uncertainty of snapshot state exists, confirm status using the CLI.
» As a general rule, retain VMware snapshots for no more than 24-72 hours:

— VADP and Tivoli Storage FlashCopy Manager for VMware to take advantage of
temporary VMware snapshots to create XIV snapshots for longer point-in-time data
retention.

The ESX improvement history:

» ESX(i) 4.0 U2: Snapshot deletion takes up less space on disk
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» ESXi 5.0: New functionality to monitor snapshots and provide warning if snapshots need
consolidation

Consult these VMware knowledge base articles for an in depth description of VMware
shapshot technology concepts and best practices:

VMware Snapshot Best Practices — Knowledge Base Article 1025279

http://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC
&externalld=1025279

Understanding Virtual Machine Snapshots in ESX — Knowledge Base Article 1015180

http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC
&externalld=1015180

6.1.3 Tivoli Storage FlashCopy Manager for VMware

Traditional file-level backups are no longer sufficient when the amount of data to protect is
large, and the window to perform backups is short. Scheduling backup operations outside of
business hours is generally the solution, but many organizations require restore points
created throughout the day too. As a result, administrators want a solution that can protect
critical data in a way that minimizes downtime associated with a backup operation, and also
increases the frequency with which backups can be created.

Tivoli data protection software leverages vSphere VADP to orchestrate virtual machine
snapshots with X1V logical volume snapshots. IBM offers two Tivoli data protection software
products that work cohesively with XIV and vSphere:

» IBM Tivoli Storage FlashCopy Manager for VMware (FCM) integrates hardware
snapshot management and synchronizes the backup process with vSphere, reducing
backup times and promoting backup consistency and recoverability.

» [BM Tivoli Storage Manager for Virtual Environments (TSM for VE) performs block-level
incremental backups of VMware guests using VADP. The IBM TSM Data Protection for
VMware Recovery Agent mounts snapshots to enable file-level and instant volume
restores.

IBM Tivoli Storage FlashCopy Manager for VMware V3.2 is designed to deliver high levels of
data protection for business-critical applications using integrated application snapshot backup
and restore capabilities. These capabilities are achieved through the utilization of advanced
XIV redirecton-write snapshot technology to help create a high performance, low impact
application data protection solution. It is easy to install, configure, and deploy, and deeply
integrates with XIV’s sophisticated high-performance snapshot technology.

Tivoli Storage FlashCopy Manager for VMware provides the ability to create and manage
volume-level snapshots of VMware VMFS volumes, providing a backup of the virtual
machines residing on the volume. The snapshots are created while virtual machines are
running and by leveraging the VMware snapshot capability with no downtime. In addition,
FCM integrates with XIV snapshots to promote simple, efficient recovery.

FCM orchestrates VMware-based snapshots with XIV snapshot of LUN(s) backing the
associated VMFS datastore in vSphere, as follows:

» FCM initiates a VMware software snapshot of the VMs residing on the datastore through
the vStorage APIs for Data Protection (VADP). VMware snapshots can trigger application
quiescence for individual virtual machines, helping ensure application backup consistency.
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» FCM determines the XIV LUNSs that are associated with the datastore.

» FCM invokes an XIV snapshot, creating a persistent copy of the virtual disks and
associated VMware snapshots.

» In order to adhere to performance-oriented best practices governing deletion of VMware
snapshots, FCM creates persistent XIV snapshots for use as source for recovery
operations, while VMware snapshots are deleted.

» Until specified for deletion, the XIV snapshot is retained for restore purposes.
» FCM optionally creates an additional copy of data on Tivoli Storage Manager server:

— Enables individual file recovery using IBM TSM Data Protection for VMware Recovery
Agent mount.

Tivoli Storage FlashCopy Manager for VMware limitations

It is important to become familiar with the known integration limitations prior to deploying
Tivoli Storage FlashCopy Manager for VMware in specific vSphere environments. The
following resources contain the most recent insights and restrictions that must be
incorporated into a successful data protection plan structured upon storage snapshot
technology:

» Tivoli Storage FlashCopy Manager for VMware Version 3.1:
http://www-01.1ibm.com/support/docview.wss?uid=swg21567738

» Tivoli Storage FlashCopy Manager for VMware Version 3.2:
http://www-01.1ibm.com/support/docview.wss?uid=swg21612307

Single-Pass backup operations

FCM helps protect entire vSphere environments by leveraging VADP to create snapshots of
LUN-level VMFS datastores with a single backup server. These snapshots enable restore
operations to be performed for individual virtual machine images, virtual volumes owned by a
virtual machine, or individual files from a particular VM. The topic of restore operations is
explored further in 6.1.4, “Comprehensive data protection for vSphere” on page 93.

With FCM and XIV, vSphere data backups can be scheduled or performed ad hoc with the
following attributes and benefits:

» Application-transparent backups occur off-host (proxy based) harnessing nearly
instantaneous redirect-on-write XIV snapshots.

» XIV snapshot technology supports a combined total of up to 8,000 volumes and persistent
snapshots concurrently:

— Persistent snapshots are retained locally on the XIV system.
— Nearly instantaneous restores are possible from snapshots

» Backup operations are performed with VMFS datastore granularity, with scheduled or
ad-hoc execution.

» Tivoli VM backup software covers all major operating systems, so there is no requirement
to deploy OS-specific agents to each VM.

» Optionally, Tivoli Storage Manager for Virtual Environments can backup the point-in-time
data to a storage pool located within the appropriate lower-tiered storage repository for
general backup, archival, and mandated data retention purposes. TSM backups have the
following attributes, among others:

— Performs multiple, parallel VM-granular backups simultaneously to minimize backup
windows.
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— Transfers data outboard of application servers to minimize impact to application.

— Preserves copies on the TSM server to provide long-term retention and disaster
recovery.

— Supports block-level, progressive incremental backups with VMware Changed Block
Tracking.

— Facilitates application-consistent backups of Microsoft SQL Server and Exchange
hosted on VMware.

Figure 6-1 illustrates the FlashCopy Manager and Tivoli Storage Manager for Virtual
Environment components and their interactions.
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Figure 6-1 FCM and TSM Components - Comprehensive Data Protection for vSphere Environments

6.1.4 Comprehensive data protection for vSphere

Customers can choose multiple XIV snapshot recovery options. Individual VMs can be
restored from an XIV hardware snapshot of VMFS datastores or from an offloaded TSM
backup. The recovery can be performed to either the original or an alternate VMFS datastore,
under the original or a new name. The Tivoli vCenter plug-in presents a unified view of all
available FCM-based and TSM-based backups, including both XIV snapshots and TSM
storage pool backups.

For pinpoint recovery, FCM provides the flexibility to selectively restore one or more individual
virtual disks, without the need to restore an entire virtual machine. Individual files can be
restored by attaching one or more virtual disks from a datastore snapshot to a guest VM.

The TSM for Virtual Environments recovery agent accesses the storage pool data directly in
TSM, offering similar robust recovery options. TSM VE recovery agent applies TSM storage
pool access rules, enabling authorized recovery initiation by help desk personnel, backup
administrators, or application owners.

Chapter 6. Data Protection in vSphere environments with XIV 93



94

With XIV storage, recovery operations have the following properties and benefits:

» Flexible and granular recovery options allow administrators to mount the required scope of
point-in-time data to guest VMs:

— Individual files or folders
— Individual VMDK or groups of VMDKs (also referred to as virtual disks)
— Full virtual machine (or machines), even if different from the original VM.

» Reliable, high performance, nearly instantaneous restore capability using XIV snapshots
of VMFS datastores:

— Efficient XIV snapshot technology gives administrators the flexibility to create frequent
restore points as determined by business requirements to minimize data-loss
exposure.

» XIV snapshots created by FCM can be progressively and incrementally preserved on
external, long-term retention media using TSM for VE, enhancing the viability of creating
frequent restore points and the likelihood of exceeding RPO and RTO objectives during
hardware outages.

FlashCopy Manager Data Protection for VMware vCenter plug-in

The IBM Tivoli Storage FlashCopy Manager Data Protection for VMware vCenter plug-in
provides scheduled datastore-level XIV hardware snapshots. XIV storage offers
datastore-level snapshots in conjunction with Tivoli Storage FlashCopy Manager. The
web-based FCM and TSM plug-in expands the familiar vSphere client to include a wide range
of management processes, from incremental backups of individual VMs for long-term TSM
storage pool retention to leveraging space-efficient XIV snapshots for high-speed full
datastore backups. Snapshot retention policies can be defined separately for datastore
snapshots managed by FCM and for VM backups sent to TSM, and incorporate automatic
reuse of local snapshot storage as older snapshot versions expire.

The FCM and TSM plug-in expands the vSphere client to drive quick and easy monitoring of
in-progress backup and restore activities and historic reporting of past backup and recovery
operations.

The rich TSM monitoring and reporting functionality features summary views with detailed
drill-down analysis, important backup and restore statistics, and managed-capacity reporting
to facilitate effective data protection strategies and promote timely, accurate restores.

Command Line interface

The IBM Tivoli Data Protection for VMware command line interface (CLI) offers a powerful
common front end for Tivoli Storage FlashCopy Manager for VMware and Tivoli Storage
Manager for Virtual Environments. The CLI can correlate backups created by FCM and TSM,
combining multiple backup runs into one logical backup. It also offers a simple backup
scheduler to configure recurring backup tasks. The CLI features robust custom scripting and
specialized external scheduling capabilities.

In summary, by integrating with the vStorage APIs for Data Protection (VADP) and leveraging
advanced XIV storage snapshot technology, Tivoli Storage FlashCopy Manager (FCM)
provides powerful data protection with excellent performance and simplified management for
VMware environments. FCM-captured XIV snapshots can be retained on the XIV system for
nearly instantaneous, reliable restores. Customers can also exploit the powerful data
protection and data reduction capabilities available through TSM-FCM integration with Tivoli
Storage Manager for the Virtual Environment (TSM for VE). The wide range of integrated
functionality with VMware includes content-aware backup, changed block tracking (CBT),
data deduplication, progressive incremental backup, LAN-free backup, hierarchical storage
management, and centrally managed policy-based administration.
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FCM for VMware Basic installation steps

The following fundamental steps are required to install FCM for VMware leveraging XIV
shapshot capabilities:

1. Install XIV CLI.
2. Install FCM for VMware 3.2.
3. Configure FCM for VMware.

Reference the publication at the following web site for detailed guidance, including the
installation and configuration of FCM on a Linux server and the FCM for VMware plug-in on
the vCenter server:

http://pic.dhe.ibm.com/infocenter/tsminfo/v6rd/index.jsp?topic=%2Fcom.ibm.itsm.fcm
.doc%2Ft_protect_fcm.html

Additional practical guidance spanning the installation and configuration of all necessary
solution components are in the white paper located at:

http://www-03.ibm.com/support/techdocs/atsmastr.nsf/5ch5ed706d254a8186256¢71006d2e
0a/e80fblaadbe9b3b0852579ca00554356/$FILE/SAP%20with%201BM%20F1ashCopy%20Managers2
0for%20VMware%20for%20XIV%20and%20Stowize%20V7000.pdf

Check the latest pre-installation checklist before installing FlashCopy Manager for VMware on
the Linux server. The following link provides detailed information about the hardware and
software requirements: Version 3.2 FlashCopy Manager for VMware:

http://www-01.1ibm.com/support/docview.wss?uid=swg21612309

FCM for VMware implementation and usage with XIV

As a functional demonstration of FCM'’s role in providing data protection services for vSphere
environments containing datastores residing on XIV storage, a step-by-step examination of
these fundamental administrator data protection activities follows:

1. Defining a backup task.
2. Initiating the restore of a virtual machine.
3. Attaching a restored VMDK to a virtual machine.

Accessing FCM for VMware in the vSphere client and defining a backup task
To begin using FCM for VMware:

1. Navigate to the vSphere client Home panel, and click Tivoli Data Protection for VMware
under the Solutions and Applications category, as shown in Figure 6-2 on page 96.

Chapter 6. Data Protection in vSphere environments with XIV. 95


http://www-01.ibm.com/support/docview.wss?uid=swg21612309
http://www-01.ibm.com/support/docview.wss?uid=swg21612309
http://pic.dhe.ibm.com/infocenter/tsminfo/v6r4/index.jsp?topic=%2Fcom.ibm.itsm.fcm.doc%2Ft_protect_fcm.html
http://www-03.ibm.com/support/techdocs/atsmastr.nsf/5cb5ed706d254a8186256c71006d2e0a/e80fb1aadbe9b3b0852579ca00554356/$FILE/SAP%20with%20IBM%20FlashCopy%20Manager%20for%20VMware%20for%20XIV%20and%20Stowize%20V7000.pdf

|1-7J vCenter-Sitel.itso.local - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help
G e [ e
Inventory

Search Hosts and Clusters Wis and Datastores and Metworking

Templates Datastore Clusters

Administration

B = ' 3 @

-y 54 ?
Roles Sessions Licensing Syskem Logs wiZenker Server
Settings

Management

............ i (".)

B @ = B &

Scheduled Tasks Events Maps Host Profiles Wi Storage
Praofiles

Solutions and Applications

Eﬁ\ /

o el
Site Recovery Tivoli Data
Protection For
Whware - linux-...

%
v enter Service
Status

wiZenker Solutions
Manager

Storage Providers

&

Customization
Specifications
Manager

Figure 6-2 Tivoli Storage FlashCopy Manager for VMware: vSphere Client Solutions

2.

In the tree view on the left side of the FCM GUI, a drop-down menu allows the hierarchical

structure representing the vSphere infrastructure to be organized using either Hosts and
Clusters or Data Stores viewpoints. Since the XIV snapshots invoked by FCM encompass
the entire logical volume(s) backing the datastore(s), this example will reference the
selection of the datastore-centric view. Select Data Stores from the drop-down menu, as

illustrated in Figure 6-3.
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What is FlashCopy
Manager?

|BM Tivoli Storage FlashCopy
Manager for Whiware provides
fast backups and restares for
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technolagies in IBM storage
systems. This integrated
solution provides backups at
the WMFS datastare level and 2]

FlashCopy

granular restore at the WM, |8 Mgy
virtual disk and individual file i Host et
level. - Datacenter .-
vCenter
vSphere Server
What do you want to do? Client
Figure 6-3 Tivoli Storage FlashCopy Manager for VMware: Getting Started
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3. Click the Configuration tab shown in Figure 6-4 to validate that the desired versions of
FlashCopy Manager and the FCM Plug-in are implemented. The Plug-in Domain, consists
of the set of VMware data centers managed by the plug-in through VADP, can also be
verified.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E a |Q Hame [ 4 Sclutions and Applications |l> fg‘_l Tiwali Data Protection For YMware - linus-3nia | b5 vCenter-Sikel.itso.local | ﬁ'-lv Search Inve

Data Stoias |+
e —— Getting Started Summary Restore Reports ¥
E o . .
. Plug-in Domain Edit...
Sitel Configuration 9

The plug-in domain is the set of WYiiware data centers that are managed

) ) by the Data Protection for Whiware plug-in.
b Plug-in Domain ¥ PG

(2o Managed Datacenters

Site1

Available Datacenters

Version: 1.2.0.0
Build: 08/27/2012 01:09 AM (1208274)
FlashCopy Manager Version: 3.2.0.0

Figure 6-4 Tivoli Storage FlashCopy Managér for VMware: Plug-in Domain

4. To begin the process of creating a backup task, select a datastore from the left tree view,
and click either the Getting Started or Summary tabs and then click Define a backup
task, as shown in Figure 6-5. It is not necessary to attempt to select multiple datastores,
hosts, and so on, at this stage because multiple selections can be made as required within
the backup task configuration wizard that follows.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help
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Getting Started Summary Configuration
A8 WCENTER-SITE1

= Site1 / General
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B datastore Marme: Fh_Primary_Test

=] B FCM_Primary_Test
& Clone 1
& Clone 2
G Wi2KBRZSP1_FoM

@ W2KAR2ZE5P1_WASA_Provider!. .
B SRM_Flaceholder

+ Define a backup task ...

1ata Stores - :"3’

Wirtual Machines: 4
lsed Storage: 140.44 GB

o Initiate a restore ...

KN | B
§ Tasks @ Alams [ |License Period: 191 days remaining  [&dminiztrator
Figure 6-5 Tivoli Storage FlashCopy Manager for VMware: Datastore Summary

Chapter 6. Data Protection in vSphere environments with XIV 97



98

5. As shown in Figure 6-6, click Next to begin the process of configuring a backup task using

the wizard.

Schedule a Backup

Welcome
General
Saurce
Settings
Destination
Schedule

Surnrnary

Welcome

Use the Schedule a Backup wizard to
define the wirtual machines that are
backed up, when and how often they are
backed up, and how they are stored.

The options that are available to you in this
wizard depend on the backup software that
is installed {Tivoli Storage Manager for
Virtual Enviranments, Tivall Storage
FlashCopy Manager, or both),

For more information on the baclkup
options and their requirernents, click one
of the following tasks,

Task: Back up to Tivoli Storage FlashCopy
Manager.

< Back | Mext = || Cancel

Figure 6-6 FCM Backup Process: Welcome

6. The General panel in the Properties window is used to enter a name and description for

the backup process, as shown

in Figure 6-7. Click OK.

Properties

General Ge
Settings

Source

Destination

Schedule

neral

Backup Schedule Name:
FCM

Description:

FCHM Demol|

Ok Cancel

Figure 6-7 FCM Backup Process: Backup Name
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7. Within the Settings panel illustrated in Figure 6-8, administrators can choose the behavior
of the backup process with regard to virtual machine settings.

Review the white paper at the following site for a detailed description of these options:
http://www-03.1ibm.com/support/techdocs/atsmastr.nsf/5ch5ed706d254a8186256¢71006
d2e0a/e80fblaadbe9b3b0852579ca00554356/$FILE/SAP%20with%201BM%20FTashCopy%20Man
ager%20for%20VMware%20for%20XIV%20and%20Stowize%20V7000.pdf

Select the desired behavior, and click OK to proceed.

Properties
General Settings
Settings . .
2 The choices vou enter on this page affect only the WMs that vou selected to
Saurce back up
Destination
Schedule Learn more about these back up settings...

Zpecify how the WMs are processed befare the actual hardware
snapshot of the datastoreis)

(® Create a WMware snapshot without memory for every WM included
in the backup

) Create a WMware snapshot with memory for every WM included in
the backup

) suspend every WM included for backup, then resume after
hardware snapshot

) Do not perform any of the actions above

Ok Cancel

Figure 6-8 FCM Backup Process: VMware Snapshot Settings, Efc.

8. The Source panel facilitates the selection of one or more virtual machines and datastores,
and provides flexibility in specifying the scope of the backup process to ensure that all
dependent elements are included.

If a given virtual machine to be backed-up spans multiple datastores, all datastores are
included. Figure 6-9 on page 100 illustrates the selection of a single virtual machine, and
necessarily, the datastore associated with it.

After the desired selections are made, click OK to proceed.
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100

Properties

General
Settings
Source
Destination

Schedule

Source

Expand the tree and select the clusters, hosts, or WMs to bacl up. A check
box signifies that the corresponding domain keyword is used. Therefore,
select the check box for a cluster or host in order to include the enclosed
WMs and allow for future WM movernent and creation. An ican is displayed in
the tree when the selected cluster or host is only partially selected,

Deselect all

o Sitel
B datastorel
" FCM_Primary_Test
B SRM_Placeholder

Mame

Clane 1

Clone 2

W2KER2ZSPT_Fh

WUZHER2EPT _WASA
_Providert 1 4

Size

5221
[ci=]

40.00
€]

17.53
=]

45.21
€]

Ok Cancel

[ »

|

Figure 6-9 FCM Backup Process: Source Datastore(s) and Virtual Machine(s)

9. Ensure that X1V is selected from the drop-down list in the Destination panel, as
demonstrated in Figure 6-10, and click OK to proceed. This defines the mechanism
whereby VMware snapshots are synchronized with XIV snapshots through FCM

orchestration.
Properties
General Destination
Settings o ) )
e The destination you choose determings where the YMware snapshot is stored
Source on the Tivoli Storage FlashCopy manager and the Tivoli Storage Manager,

Destination

Schedule

Select the device class on the local disk of FlashCopy Manager to store

the backup ta.

The dewvice classes must be added in FlashCopy Manager before they

appear in the list,
IV =

Ok Cancel

Figure 6-10 FCM Backup Process: FCM Storage Snapshot Destination

10.The Schedule panel displayed in Figure 6-11 on page 101 might contain the option to
either run the backup process immediately or to create a schedule. Although the latter is
the more common and practical approach to provide data protection for production
environments, for purposes of this example and for performing a test, select Run the

backup now, and click OK.
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Properties

General Schedule

Settings

Source

Destination When to start the backup:
Schedule (@ Run the backup now

(D=schedule for later

Ok Cancel

Figure 6-11 FCM Backup Process: Backup Schedule

11.As shown in Figure 6-12, click the Backup tab to view the status of the backup and verify
successful completion status.

wxl ¥Center-Sitel.itso.local - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help

ﬁ E |Q Home [+ &_I Solutions and Applications fg‘_l Tiwali Data Protection For Winuxﬂnia I G wiZenter-Sitel.itso local |Q{'-Iv Search Inver]

3 Prim Test
ata Stares = =
- Getting Started Backup Configuration
A8 WCENTER-SITE1 N
= Site1 Create a backup schedule that takes snapshots of the vitual machines and stares them on local disk an Tivoli
[+ B datastorel Storage FlashCopy Manager.
Learn mare...
=] B FCM_Primary_Test -
Eh Clone 1 = A
&I Clane 2 Schedule - Type Last Ran ﬁ:{: d Status
G Wi2KBRZSP1_FoM o
Gh W2KBR2EP1_VASAF | Fom FCh Movermbier 19, 2012 9:5501 PM CET Run nio 4
— .. . P Success j
M e e »
§ Tasks @ Alams [ |License Period: 191 days remaining  |&dministrator

Figure 6-12 FCM Backup Process: Backup Job Status

12.Navigate to the Reports tab, and click Backup Status from the View options to display
options for generating reports conveying virtual machine backup status and the capability
of organizing virtual machines based on various attributes, including age of most recent
backup, back-up status other than success, and so on.

Figure 6-13 on page 102 illustrates that the virtual machine specified in the backup job
has been successfully backed-up, and provides the backup date and the duration of the
job.
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%) vCenter-Sitel.itso.local - vSphere Client

File Edit View Administration Plug-ins Help

E @ |E§ Home [+ IJ_-hl Solutions and Applications rg'i Tiwali Data Protection For ¥Mware - linus-3nia

5] wCenter-Sikel.itso.local |ﬁ§'-|v Search Inev

Data Stores | = :';'3'

+ Backup Status

=] 48 YCENTER-SITET
Site1

Wiew: Events Recent Tasks

Configuration

Managed Capacity

-

Surmmary Lo Yiew

Select a data center:
Site1

Select a report:
Backup status foraIIVMs hd

Generate REDADH/

This table shows the backup status far each Wi that is mana in the WMware data center domain.
Learn mare...

M Mame Status + | Last Backup End Backup Duration
W2KBR2SP1 _FCM ﬂ Success Movember 18, 2012 &:31:10 PM CET 00:00:23
Clone 2 (@ Mo Backup -
| | E
§ Tasks @ Alams [ |License Period: 191 days remaining  [&dminiztrator

Figure 6-13 FCM Backup Process: Results Tab Backup Status by Virtual Machine

13.0pen the XIV GUI and navigate to the Volumes by Pools interface to view the persistent
XIV snapshots that exist for the logical volumes backing the datastores on which the
virtual machines in scope for backup reside. Refer to Figure 6-14.

Note that the XIV snapshots are created, managed, and maintained by FCM, and require

no administrator management labor.

xiv )(N StDrage Management ﬁ-i-i " i

Systems | Actions |riliew | Tools | Help m [«
A Al..(3) > Mainz_Bu.ng12 3) > ~ | Volumes by Pools

. Add Volumes £ Add Pool Q Configure Pool Threshold

-

Pool (32), Volume (#13),... ~ §

J 1,340.0 GB Hard

E TSM_AOHENG02BL_AOHSOKSCO1_O0690ATT_1
& TSM_AOHBNG02BL_AOH9G2TG2D_00690AT7_1
E TSM_AOHENG02BL_AOHIQ2TQZD_00690ATT...
pT-T70-02-xiv-itso-aix61-boot
pT-T70-02-xiv-itso-aix61-npiv-boot
pT-T70-02-xiv-itso-aix71-boot
pT-T70-02-xiv-itso-aix71-npiv-boot
pT-7T70-02-xiv-itso-vio1-boot
pT-770-02-xiv-itso-vio2-boot
SRM_Placeholder
SRM_Source_1
SRM_Source_2

AL NN AN NN

SRM_Source_3

206 GB
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206 GB
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34 GB
4GB
34 GB
34 GB
51 GB
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17 GB
103 GB
103 GB
103 GB

182 GB

i

1118112 1:27 PM
1119112 Z:54 PM
11/19/12 2:54 PM

10 GB
10 GB
7GB
6GB
9GB
9GB
0GB
8 GB
8GB
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Figure 6-14 FCM Backup Process: XIV Snapshots Created and Managed by FCM

XIV Storage System in a VMware environment



Note: It is important to plan backup operations according to the virtual machines’ locations
in the context of specific LUNs to minimize the number of snapshots required and thus
save space since XIV snapshots are performed at the LUN level and all virtual machine
disks that reside on a LUN will be part of that snapshot. However, virtual machines that
were not selected in the FCM GUI will not be aware of the backup and as a result they
cannot be restored using FCM with a guaranteed state of consistency.

FCM Virtual Machine restore

FCM restore points represent point-in-time VMware snapshots of virtual machine files backed

by persistent XIV snapshots. They can be used to rollback a virtual disk to an earlier state,

perhaps before a data corruption event occurred. The level of data consistency, for example

representing application-consistent, file system-consistent, or crash-consistent classification,

is determined by the type of VMware snapshot that was implemented during the creation of

the restore point. The following example explores the steps necessary to initiate an FCM

restore process:

1. Click the Restore tab, select the virtual machine in scope for recovery, select an available
Restore Point with a time stamp prior to the disrupting event, and click the Restore
hypertext, as illustrated in Figure 6-15.

[ vCenter-Sitel.itso.local - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help

@ &d |@ Hame [ G Sclutions and Applications I fg‘_l Tiwali Data Protection For \I'Mware/-lim@nia b5 vCenter-Sikel.itso.local |E'lj' Search I

FCM_Primary_Test

1ata Stares | = =
- Getting Started m Restore Confizzration

-

A8 WCENTER-SITE1
= [ sitet Managing restore points Restore Refresh ListAll ftached Aftach Detach

[+] B datastoret
=] B FCM_Primary_Test
restore.

&h Clane 1 ) )
Learn maore about the restore options available...

G Clane 2
G W2KER2SP1_FCM ~ / ;
G wzKkeR2aP1_vags  Deselectall & )
Backup -

lse the tahle to restore ane or more WMs from the list of restore paoints and to attach a backup for a single file

SREM_Placehalder

& a - 1 " Sitel Restore Poirt Template e Location
El v 8185113137 (@ November1,201211:0023PM Fo DEVICE_C

« WIKSR25P1_FCM = CET (Attachable) LASS MY
Movemker 19,2012 G58:01 PM Fen DEVICE_C
CET (Attachable) LASS MY
Mavember 18, 2012 &:30:46 PM DEVICE_C
Mo Fom LASSHY

CET [attachable)

Showing 3 items | Selected 1 item

5l I I
* Restore Point Details
Backup Type: FCM Back End Type: FCM B
Backup ID: ADHIQAT MUY Task Mame: FCM
Backup ID: 16 Schedule Start Time: Maovernher 19, 2012 11:00:23 PM
CET
Datacenter: Site Diata Stores: FCM_ Primary Test Jﬂ
B —y | | B

|License Period: 191 days remaining  [&dminiztrator

Z Tasks @ Alams |
Figure 6-15 FCM Restore: Managing restore points
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2. In the resulting wizard, review the Welcome panel shown in Figure 6-16, and click Next.

| »

welcome Wielcorme

source Restore a single virtual machine

Select virtual disks

Cestination Use this wizard to restore a single wirtual machine and select where it
is restored to,

Summary

The options that are available to vou in this wizard depend on the
backup software that is installed {Tivoli Storage Manager for Yirtual
Enviranments, Tivoli Storage FlashCopy Manager, ar both),

For more information an this restare option and its requirerments,
click the following task:

Task: Restore Single Mirtual Machine

|4

< Back  Mext = Cancel

Figure 6-16 FCM Restore Process: Welcome

3. Within the Source panel, administrators can choose the scope of the restore process to be
the virtual machine itself, or alternatively a subset of the virtual disks associated with the
virtual machine, if applicable. Make the desired selection, as shown in Figure 6-17, and
click Next.

~ Welcome Virtual rmachine selected for restore and its settings —

Source
Select virtual disks . .
o Wirtual machine: W2k ERZSP1_FCM

EEsiEmEiden Hast: 9,155,113 137

Surmnrnary Crata store: FCM_Primary_Test
Backup created: Maovember 19, 2012 9:58:01 PM CET
Backup task: FiZI
Backup Type: FCM

Type of restore to perform:

(@ Perform a full restore of the virtual machine
() Restore selected virtual disks of the virtual machine

= -

< Back Mext = Cancel

Figure 6-17 FCM Restore Process: Restore Type
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4. As shown in Figure 6-18, the Destination dialog grants the flexibility to restore virtual
machines with associated virtual disks contained within a single datastore to be mapped
to an alternate location. To follow this example, select Restore to original location, and
click Next.

LA welcome
l Source
b Select virtual disks

Destination

Destination for the single wirtual machine restore —

Select the destination of the selected wirtual machine, The WM can be
restored to a different WM, data store or host to preserve the original v,
Aall new YMs and data stores must be created before starting the restare
wizard,

Summary

(@ Restore to original location

(_) Restore to alternate location
To restare this virtual machine to another virtual maching, click

Browse to select the new wirtual machine,

Select the ESX Host to use for the restore destination

Select the data store used for the restore destination

< Back | Mext = Cancel

Figure 6-18 FCM Restore Process: Restore Destination

5. Review the Summary panel shown in Figure 6-19 to validate that the desired restore
source and destination are specified and then click Finish.

1 Welcorme
M Source The single virtual machine restore specifications are listed for review, Ensure
& Salee wirel dislks this information is correct as an existing WM could be aver written,
7 Destination
Summary Source information
Wirtual machine: WZkKSRZSP1_FCM
Hiost: 9.155.113.137
Data store: FCM_Primary_Test

Ready to complete

Destination information
Restore to original location

< Baclk  Finish  Cancel

Figure 6-19 FCM Restore Process: Review and Complete

6. Figure 6-20 on page 106 illustrates the warning message that is displayed after choosing
to restore a virtual machine to its original location. Confirm the over-write by clicking OK.
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Confirm

5 GYMO0T 1Y
The WM W2KER28P1_FCM exists, are you going to owver-

write it?

Summary

ﬂl Canu:ell P

Figure 6-20 FCM Restore Process: Confirm Over-Write

7. As shown in Figure 6-21, click OK to monitor the status of the restore task.

Confirm
GEha1 1 5]

Festore Task 13 is started successfully, would you like
to maonitor this task now?

%I Cancell p

Figure 6-21 FCM Restore Process: Restore Initiated

8. The Recent Tasks view under the Reports tab now displays to provide monitoring of the
restore task’s completion progress through periodic automatic window refreshes. Note the
progress bar and completion percentage shown in Figure 6-22 on page 107.
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Figure 6-22 FCM Restore Process: Monitoring Restore Process

FCM VMDK attach

The attachment process facilitates the restoration of individual files contained within an
available restore point by automating the process of mapping a single VMDK file to a running
virtual machine, thereby enabling the associated guest operation system to access the
necessary files. To initiate the attachment process:

1. Under the Restore tab, select the source virtual machine, defined as the virtual machine
originally mapped to the VMDK file in scope to be restored at the time the backup was
performed. Select an available restore point, and click the Attach hypertext shown in the
upper-left corner of the panel displayed in Figure 6-23.

File Edit View Inventory Administration Plug-ins Help

E E |Q Hame [ G Sclutions and Applications I fg‘_l Tiwali Data Protection For \I'Mwwenia b5 vCenter-Sikel.itso.local |ﬁ!|' Search Inve

i

ata Stores
-~ Getting Started m Restore Configuration

A8 WCENTER-SITE1

=l [ sitet Managing restore points Restore Refresh ListAll Aftached Affach Detach
[+] B datastoret

= ﬂ FCM_Primary_Test  Use the table to restare one ar more Yhs fram the list of restore points and to attach a backup for a single file restare.

-

G Clane 1 Learn maore about the restore options available...
[ Clone 2 -
@ W2KBR25P1_F | | | Deselectall = LT
G W2KBRZEPT Y Backup N
& a SRM Placehalder [E] « Sitel Restore Poirt Template e Location
El v 8185113137 @ Movembertg,2oi2@sotem Fo DEVICE_CLAS
¥ W2KBR2SP1_FC CET (&ttachable) SN
G Wi2KBRZSP1_FC ~  Movember 18, 2012 8:30:45 PM i R DEWICE_CLAS
= CET (Attachable) S

ﬂ j Showing 2 items | Selected 1 item

* Restore Point Details

Figure 6-23 FCM Attach Process: Initiate Attachment

2. The resulting Attach Virtual Disk wizard illustrated in Figure 6-24 on page 108 allows
administrators to specify a single VMDK file and the target virtual machine for the
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attachment process. Click Browse to specify the target, and bear in mind that the target
must be a running virtual machine.

Attach Virtual Disk

[»

To restore individual files, the backup version of the virtual disks that contain these files must be
attached to a running virtual machine, The attached virtual disks must then be mounted inside of the
guest operating system of the virkual machineg for access to the files,

Source virtual machine: Wa2KEBR25P1_FCM

Host: 9.,155.113.137

Cata stare: FCM_Primary_Test

Backup created: Movernber 19, 2012 11:00:23 PM CET
Backup Type: FCM

Select the target virtual machine to attach the virtual disks
WIZEBRZSP1_FCM Browse. ..

Select the virtual disks to be attached
' Lakel disksize parentdiskfile

v Haril dizk 1 0 Bytes [FCM_Primary_Test] WaKER2SP AW2ZHERZ2SP -000001 vmek

Figure 6-24 FCM Attach Process: Attach Virtual Disk to Target Virtual Machine

3. Select the desired target virtual machine from the Browse Virtual Machines pop-up
window shown in Figure 6-25, and click OK. There is no requirement for the target virtual
machine to be the same as the virtual machine owning the VMDK when the restore point
was created.

Browise Virtual Machines

Select a wirtual machine and click OK

= 4qﬁv(:enter
[ [y site1
= [E 9.155.113.137

Hh clone 1
Hh clone 2
Hh vCentersl-sitel
G w2KsR2SP1_FCM
Gh w2KBR2SP1_SRM_Source_1
Gh w2KBR2SP1_SRM_Source_3
Gh w2KER2SP1_VASA_Providerl 1.1

Figure 6-25 FCM Attach Process: Browse Virtual Machines

4. Navigate to the Reports tab, and click Recent Tasks in the Views options to monitor the
progress of the attachment process, as shown in Figure 6-26 on page 109.
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Figure 6-26 FCM Attach Process: Monitoring Attachment Process

5. Click OK on the informational alert designating the successful attachment of the VMDK file
to the target virtual machine, as illustrated in Figure 6-27.

Litso.local - vsphere Client
Inwentory  Administration  Plug-ins  Help
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Figure 6-27 FCM Attach Process: Task Completed Successfully
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6. As illustrated in Figure 6-28, click Events in the Views options for a summary of the

backup, restore, and attachment tasks in addition to the associated statuses and
completion times.
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Figure 6-28 FCM Reports: Status of Backup, Restore, and Attach Events
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X1V Storage System and VMware
Site Recovery Manager

This chapter describes the combined solution of the IBM XIV Storage System and VMware
vCenter Site Recovery Manager for business continuity and disaster recovery.

We describe how to deploy and operate the solution.

For the convenience of those willing to implement the solution, the last section of the chapter
contains useful information and references about how to initially set up VMware vCenter Site
Recovery Manager.
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7.1 XIV Storage System and VMware Site Recovery Manager
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Planning for all contingencies necessary to meet essential business-driven objectives during
events ranging from site-wide disasters to equipment outages constitutes one of the greatest
challenges faced by IT professionals, and this challenge is amplified when applied to
complex, densely-provisioned virtual infrastructures. Fundamentally, these complexities and
challenges stem from the fact that they necessitate a seamless, end-to-end scope of
integration that coordinates the underlying mechanics of multiple, dependent components
spanning all layers of the infrastructures. Clearly, the scope of potential complexity involved in
realizing the rapid, reliable transition of data center services between geographically
dispersed sites means that even relatively trivial errors in planning or execution can be
devastating to the business in the absence of a comprehensive disaster recovery framework
featuring powerful orchestration with turn key execution.

With the combined solution of the IBM XIV Storage System and VMware vCenter Site
Recovery Manager, the activities required for meeting business continuity objectives before,
during, and after a critical event resulting in site-wide interruption of service are vastly
simplified by exploiting features, such as:

» Drag-and-drop storage replication configuration
» Automatic discovery of replicated volumes
» Policy-driven power up procedures at the Disaster Recovery (DR)site
» Flexible failover and failback
» High performance incremental snapshots for testing DR without disruption to existing
replication
In addition to streamlining classic disaster recovery operations, the combined IBM XIV
Storage System and VMware Site Recovery Manager solution can provide:
» Testing or data mining on existing replicated production data
» Backup at the DR site
» Planned data center migrations:
— Disaster avoidance
— Site maintenance

In summary, clients implementing Site Recovery Manager with XIV's advanced replication
technology benefit from a comprehensive service-oriented framework jointly spanning
disaster recovery and avoidance methodologies while realizing predictable, reliable, and
efficient delivery of business continuity services and objectives.

The remainder of this section summarizes the solution components underpinning the disaster
recovery and avoidance capabilities inherent to the joint IBM and VMware solutions. It
assumes the reader has a fundamental level of proficiency with XIV, VMware, and general
disaster recovery concepts and terminology.

Topics including solution design principles, planning considerations, and best practices
recommendations are explored as well, in addition to a conceptual examination of several
common usage cases. Reference materials covering the details of installation and
configuration will also follow.
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7.1.1 Overview of XIV Remote Mirroring

Fundamentally, the XIV Remote Mirroring function maintains a real-time copy of consistent
data by creating a persistent relationship between two or more XIV storage systems
physically connected to the replication fabric using Fibre Channel (FC) or iSCSI links.

As an introduction to the rich features inherent to XIV remote mirroring technology, consider
that the traditional core functions typical of remote mirroring solutions are augmented by the
following unique capabilities with associated advantages:

»

»

>

»

Both synchronous and asynchronous mirroring are supported on a single XIV system.

XIV mirroring is supported for consistency groups and individual volumes and mirrored
volumes might be dynamically moved into and out of mirrored consistency groups.

XIV mirroring is data aware. Only actual data is replicated.

Synchronous mirroring automatically resynchronizes couplings when a connection
recovers after a network failure.

Both FC and iSCSI protocols are supported, and both can be used to connect between
the same XIV systems.

XIV mirroring provides an option to automatically create subordinate volumes.
XIV allows user specification of initialization and resynchronization speed.

Furthermore, as an overview of the management capabilities facilitated through deep XIV and
VMware Site Recovery Manager (XSRM) 5.x integration, consider the comprehensive
features available when performing the following DR common tasks:

>

Create the configuration within the vSphere client:

Add and remove XIV systems from the SRM configuration.

Create recovery plans for XIV-based data stores.

Create and manage SRM protection groups for XIV-based data stores.
Enable, disable, and view the connectivity status.

Review mirroring status between volumes and consistency groups.

Leverage SRM 5.x to orchestrate end-to-end workflow of failover and failback operations
by harnessing XIV’s robust remote mirroring capabilities:

— Fail the operation over to the recovery site by reversing mirroring, designating the
Recovery LUNs as primary for updates, and mapping them to new Primary hosts.
Subsequent to restoration of service at the original protected site, enable the re-protect
capability to reinstate comprehensive protection of the data center running at the
recovery site.

— Failback by reverse mirroring from the recovery site XIV systems to the protected site
XIV systems. Invoke re-protection again to restore the normal steady-state operation of
SRM with the protected and recovery sites fulfilling their standard roles.

Test the disaster recovery plan:

— Create and use XIV snapshots of target mirror LUNSs in failover testing without
interrupting the replication.

— Create backup LUN snapshot replication points before they become mirroring targets
and are overwritten (applies to both failover and failback scenarios).

— Perform cleanup (delete snapshots).
Monitor and manage the XIV systems:

— Query XIV array details and connectivity health status
— Detect and display paired XIV arrays (mirrored relationships)
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7.1.2 VMware Site Recovery Manager overview
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VMware vCenter Site Recovery Manager (SRM) represents a purpose-built business
continuity solution that empowers administrators to implement robust, customized,
end-to-end disaster recovery, disaster avoidance, and data center migration strategies.

SRM includes features for seamless automation, simplified management, and functionality
addressing both testing and execution of the planned or un-planned relocation of data center
services from one site to another.

VMware vCenter Site Recovery Manager uses the IBM XIV Gen3 remote mirroring
capabilities to create a copy of the data at a secondary location. Software for replicating data
on the XIV Storage System is included with every system. Also included is the IBM XIV
Storage Replication Adapter (SRA), which allows VMware Site Recovery Manager to
suspend, snapshot, re-enable, and reverse replication on the XIV Gen3 system.

VMware vCenter SRM 5.x Disaster Recovery enhancements

VMware vCenter Site Recovery Manager 5.x enhances the ability to build, manage, and
execute reliable disaster recovery plans spanning bi-direction relocation of data center
services, and thus provides unprecedented levels of protection. The sophistication of SRM
disaster recover strategies have expanded through the addition of the following capabilities:

» Automated re-protection: The re-protection capability allows SRM to take advantage of the
advanced XIV remote mirroring function to wrap the roles of the primary and DR sites
following a failover, thereby continuing data center protection while meeting RPOs and
RTOs regardless of which site is currently operating in the role of the primary. In effect, the
environment running at the recovery site exploits the original primary data center to
establish replication and protection of the environment back to the original protected site
through a single click.

» Automated failback: After the re-protection process ensures that XIV remote mirroring is
reversed and data synchronization subsequently established at the original primary site,
the automated failback capability can restore the roles of the two data centers to their
original states, simultaneously restoring the state of the entire vSphere environment and
maintaining full site-wide data protection operations. To accomplish this, failback will run
the same workflow that was used to migrate the environment to the protected site, thus
ensuring that the systems included in the recovery plan are returned to their original
environment.

» Enhanced dependency definition: This feature organizes the failover workflow to enforce
the order in which virtual machines are restarted at the DR site by expanding the number
of priority groups that are available to vSphere administrators and permitting SRM to
recognize virtual machine dependencies within a priority group.

Common disaster recovery planning terms and definitions

This section offers a brief review of the universal concepts inherent to disaster recovery and
avoidance planning presented using terms and definitions specific to the joint SRM and XIV
solution:

» Site pairing: Site pairing establishes the connection between two sites and ensures
authentication. After this is done, the two sites can exchange information. This requires
administrative privileges at both the sites.

» Bi-directional operation: You can use a single set of paired Site Recovery Manager sites
to protect in both directions. In this scenario, each site can simultaneously be a protected
and a recovery site for different VMs and XIV volumes, also known as an Active/Active
protection scheme. Bi-directional does not mean a single volume or VM is replicated in

XIV Storage System in a VMware environment



both directions at the same time; instead, bidirectional refers to the ability of the Site
Recovery Manager to fulfill the role of a protected site, a recovery site, or both
simultaneously.

» Protected and recovery sites: In a typical installation, the protected site hosts the
mission-critical services while the recovery site is an alternative facility where these
services can be migrated. Here again, Site A can be a protected site for some VMs and a
recovery site for other VMs at Site B.

» Protection groups: A container for VMs and templates that use the same replicated data
store group. Protection Groups consist of pointers to the replicated vSphere data stores
containing collections of VMs that get failed over from the protected site to the recovery
site during actual disaster recovery or testing operations. Conceptually, SRM protection
groups specify the relationship of protected virtual machines in the same way that XIV
consistency groups specify recovery relationships among logical volumes.

» Recovery plan: A recovery plan specifies how the virtual machines in a specified set of
protection groups are recovered.

» Storage Replication Adapter (SRA): The XIV software required for Site Recovery Manager
to issue replication commands to the XIV array. This software is included with the XIV
Geng3 array and available for download on the VMware website.

» Recovery point objective (RPO).: The recovery point objective (RPO) indicates how
current the target replica needs to be relative to the source. The RPO reflects the maximal
amount of data (within the specified RPO time frame) that is acceptable to lose upon
failure or unavailability of the main peer.

XIV Gen3 reports a mirror state as RPO OK or RPO Lagging. This status is determined
by:

— The RPO parameter associated with the mirror.
— The time stamp of the master’s current last replicated snapshot.

— The current system time. Note that this can be affected by time zone differences
between the data centers.

An XIV Gen3 asynchronous mirror state is refreshed based on a system-defined
schedule.

» Recovery time objective (RTO): Unlike RPO, which defines how much data is lost, RTO
defines how much downtime is acceptable for a particular application or infrastructure.
There are several options in the Site Recovery Manager for assigning recovery priority
and scheduling. This defines how VMs recover after a failover is initiated.

» Synchronous replication: Remote Mirroring can be a synchronous copy solution where
write operations are completed on both copies (local and remote sites) before they are
considered to be complete. This type of remote mirroring is normally used for short
distances to minimize the effect of I/O delays inherent to the distance to the remote site.
Synchronous replication ensures that the data volumes on both the source and target XIV
Gen3 storage systems are exact mirrors. Typically, the host application might notice that
the writes take longer to process due to the distance delays (latency) in sending the
update to the secondary and receiving the response.

» Asynchronous replication: Remote Mirroring can also be an asynchronous solution where
consistent sets of data are copied to the remote location at specified intervals and host I/O
operations are complete after writing to the primary. This is typically used for long
distances between sites. In asynchronous replication, the host update is acknowledged
immediately and replication of the updates is sent later to the remote system. In this case,
the host avoids the write latency inherent to synchronous mirror designs. Although
asynchronous replication has performance benefits, it is a non-zero RPO, which means
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some data loss is acceptable when a failover is initiated. Long distances require
asynchronous replication in most cases.

» Consistency group: A consistency group consists of volumes that share the same atomic

point in time (RPO). When a recovery is issued at the remote site, all volumes will recovery
at the exact same point in time. In Site Recovery Manager installations, consistency
groups must only be used if actual dependencies across XIV volumes exist (such as data
stores with multiple extents).

7.1.3 Minimum XIV and SRM solution prerequisites
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In a typical SRM installation, the protected site provides business-critical data center
services, and the recovery site provides an alternative facility to which these services can be
migrated. The protected site can be any site where virtual infrastructure supports a critical
business need. The recovery site can be located thousands of miles away or in the same site.
In the typical case, the recovery site is located in a facility that is unlikely to be affected by any
environmental, infrastructure, or other disturbances that affect the protected site.

To build an SRM solution featuring the robust XIV Storage System remote mirroring
technology, the vSphere and XIV Storage System configurations deployed at both sites must
meet the following minimum hardware and software requirements:

The vSphere requirements are:

» Each site must include at least one vSphere data center with the following components.

— The vCenter server, SRM server and SRM Client plug-in must be configured at both
sites.

— ESX hosts must exist at both the protected site and the recovery site

At least one virtual machine must be located on a replicated data store at the protected
site.

» A Site Recovery Manager license must be installed with a sufficient number of per—virtual
machine licenses to cover the systems protected at each site.

Databases must be installed and configured at each site to support vCenter Server and
SRM. Supported databases and related interoperability information is located at:

http://partnerweb.vmware.com/comp_guide2/sim/interop_matrix.php?

» Server hardware resources capable of supporting the same virtual machines and
associated workloads as the protected site must be provisioned at the DR site.

» A comprehensive list of SRM installation prerequisites including the specific minimum
hardware requirements for the SRM server deployed on either a physical or virtual
machine can be found at:

http://www.vmware.com/pdf/srm_admin_5_0.pdf

The SAN and Networking requirements are:

» Transmission Control Protocol (TCP) connectivity must be available between the Site
Recovery Manager servers and the vCenter servers.

» The protected and recovery sites must be connected by a reliable Fibre Channel and
TCP/IP network with sufficient bandwidth available to meet RPOs and RTOs in the case of
asynchronous remote mirroring, and both application workload requirements and RTOs in
the case of synchronous remote mirroring.

» The recovery site must have access to the same public and private networks as the
protected site, though not necessarily the same range of network addresses.
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» At both the sites, applicable networking and domain name server (DNS) resources must
be set up, configured, and tested before installing SRM.

» Network hardware resources capable of supporting the same virtual machines and
associated workloads as the protected site must be provisioned at the DR site.

XIV Storage System requirements are:

» The logical volumes backing the data stores must reside on the XIV Storage Systems at
both the protected site and the recovery site.

» The IBM XIV Storage Replication Adapter software must be downloaded from the
VMware.com web site and subsequently installed and configured.

» Both XIV systems must be physically and logically configured for remote mirroring.

Refer to the IBM Redbooks publication IBM X1V Storage System: Copy Services and
Migration, SG24-7759, for detailed instructions.

» XIV and SAN hardware resources capable of supporting the same virtual machines and
associated workloads as the protected site must be provisioned at the DR site.

» Sufficient hard capacity must be available on the XIV at each site as dictated by the
specific implementation and must include a relatively small amount of capacity dedicated
to placeholder data stores, which are used by SRM to store virtual machine placeholder
files, each roughly 1 KB in size.

The conceptual diagram presented in Figure 7-1 offers a comprehensive view of the topology
of the SRM environment harnessing XIV Remote Mirroring with all essential components and
their relationships.

— R —-
SRM SRM
QDBC ODBC
storage
replication
adapter
ESX ESX ESX ESX ESX
Server | | Server | | Senver Server Server
L : | | |
ﬁ ﬂ
protected site recovery site

Figure 7-1 XIV and VMware SRM Environment with minimum required components
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7.1.4 XIV and SRM integration with the XIV Storage Replication Adapter

As depicted in Figure 7-1 on page 117, the IBM XIV Storage Replication Adapter (SRA)
functions as an interface between the XIV Storage Systems and SRM by translating
standardized commands generated by SRM into XIV-specific commands. For example, SRA
enables SRM commands encompassing execution of the vSphere-centric tasks and
workflows, including querying replicated data stores and promoting replicated data stores, to
proceed in concert with XIV-specific functions including remote mirroring and snapshot
management:

» Discovering LUNS and their associations in the context of the remote mirroring
relationship(s) spanning XIV systems at both the primary and disaster recovery sites.

» Executing test failover, which is used to test the implementation of the planned disaster
recovery workflows by invoking XIV snapshots to create copies of the data stores without
impacting operations at either the primary or disaster recovery environments.

» Automating the failover of an XIV system at the primary SRM site to an XIV system at a
recovery (secondary) SRM site.

Immediately upon a failover, the ESX/ESXi servers at the secondary SRM site start using
the replicated data stores on the mirrored volumes of the secondary XIV system.

» Invoking re-protect for either the entirety of the VMware environment or a subset.
» Executing a failback following a previously completed failover and re-protect.

In summary, the IBM XIV SRA extends SRM capabilities and allows it to seamlessly employ
X1V replication and mirroring as part of the SRM comprehensive Disaster Recovery Planning
(DRP) solution.

At the time of writing this book, the IBM XIV Storage Replication Adapter supports the
following versions of VMware SRM server:

» 1.0
1.0 U1
4.X
5.X

vYyy

For instructions detailing the installation of SRA and deploying SRM, see 7.2, “Quick install
guide for VMware Site Recovery Manager” on page 160.

7.1.5 Site Recovery Manager operations
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VMware vCenter Site Recovery Manager (SRM) is tightly integrated with VMware vSphere.
VSphere administrators use the product to initiate automated failover from a primary
(protected) site to a secondary (recovery) site. Starting with VMware v5.0, Site Recovery
Manager also automates failback to the primary site.

Figure 7-2 on page 119 illustrates a high-level view of the XIV remote mirroring capability
orchestrated using key vCenter integration components to provide comprehensive vSphere
data center protection.
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Figure 7-2 XIV Remote Mirroring and integration components for vSphere data center protection

Continuous protection

In normal production, the virtual machines (VMs) run on ESX hosts and storage devices in
the primary data center. Additional ESX servers and storage devices are on stand by in the
backup data center. As a brief overview, the following common configuration steps are
necessary to implement disaster recovery plans:

» Define protection groups of associated virtual machines that must be recovered together,
for example Infrastructure (Active Directory or DNS), Mission Critical, Business Ciritical,
and so on.

» Define actions prior to a test or failover as the recovery site, such as cloning or suspending
low-priority virtual machines to free recovery resources at the recovery site.

» Define the allocation of resources and any networking changes required by the virtual
machines.

» Build call-outs that cause test or failover process to pause and present instructions to the
administrator, or specify scripts in the recovery process.

» Identify finite values of time or specific numbers of heartbeats to wait for virtual machines
to response after their power-on process is complete.

SRM does not automatically trigger the failover of a recovery plan; instead, human
intervention is required to evaluate and declare a disaster. Following the initiation of storage
remote mirroring failover processes, SRM executes the earlier steps and automatically
manages the mapping of compute resources, network resources, and recovery of VMFS,
associated data stores and ultimately virtual machine and associated applications to the
recovery site.
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During failover

XIV remote mirroring functionality maintains a copy of the data with the necessary scope of
consistency and currency to meet the predefined RPO on the XIV system at the disaster
recovery location.

In the event that a failover process is triggered, all VMs shut down at the primary site if still
possible/required. They are restarted on the ESX hosts at the backup data center, accessing
the data on the backup storage system.

SRM servers coordinate the operations of the replicated XIV systems and vCenter servers at
two sites with the following sequence of steps:

» Shuts down the protected virtual machines if there is still connectivity between the sites
and they are online:

— When virtual machines at the protected site are shut down, virtual machines at the
recovery site are started-up. The virtual machines subsequently access the data
previously replicated from the protected site to assume responsibility for providing the
same services.

» Commands XIV remote replication to synchronize any final data changes between sites.

» Suspends data replication on the XIV Storage System and the XIV system provides
read/write replica devices mapped to vSphere at the recovery site.

» Rescans the ESX servers at the recovery site to find devices and mounts the data stores
» Registers the replicated virtual machines.

With the introduction of Enhanced Dependency Definition in SRM 5.X, transfer of services
from one site to the other is controlled by a recovery plan that specifies the order in which
virtual machines are shut down and started up, and the allocation of host and network
resources that might be accessed.

» Completes power-up of replicated protected virtual machines in accordance with the
recovery plan.

VMware SRM can automatically perform all these steps and failover complete virtual
environments in just one click. This process saves time, eliminates user errors, and provides
a detailed documentation of the disaster recovery plan.

After failover

Following a failover operation and the subsequent restoration of the original protected site,
site protection can be reinstated by enacting the reversal of site mirroring roles in the Site
Recovery Manager 5.x using the Reprotect option.

The Reprotect option helps to communicate with the IBM XIV SRA to reverse the direction of
replication. Protection groups now will be replicated from the recovery site to the original
primary site, as depicted in Figure 7-3 on page 121.
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Figure 7-3 SRM Failback

During the reverse, XIV switches the roles of the volumes and replication is reversed. When
this is done, only the changes between the volumes will be replicated. An entire
resynchronization of the volume is not necessary unless the original volume was completely
lost in a disaster event.

After the data is synchronized to the original site, you can failover and then select the
Reprotect option again to restore the original operational configuration, as shown in
Figure 7-4.

o
Original recovery plan

Site A Site B

VM || VM || VM | VM VM || VM || VM | VM

Reverse
Replication

Figure 7-4 SRM Final Re-Protect
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Testing failover with the XIV Storage System

SRM can also perform a test of the failover plan by creating an additional copy of the data at
the backup site and starting the virtual machines from this copy without actually connecting
them to any network. This feature allows vSphere administrators to test recovery plans
without interfering with the production environment. In addition, disaster recovery scripts can
be tested using X1V high performance, point-in-time, incremental snapshots at the remote site
that occur transparently to ongoing data replication processes. These tests provide a deep
understanding and functional assessment of the viability of achieving business-driven RPOs
and RTOs, and provide an invaluable opportunity to pre-tune performance characteristics of
hardware resources and address gaps in business continuance strategies prior to an actual
disaster. Figure 7-5 illustrates the fundamental sequence of steps invoked by SRM’s testing
capability and demonstrates the operational synergy of VMware and XIV snapshot
technology necessary for highly efficient and transparent disaster recovery plan testing.

\VMs start up
Test Failover o on snapshot
begins and protected
network
Site A Site B
VM VM VM VM VM VM | VM VM

—= —=
«

STEY T Repiication -~ A= 1%
4 4
\=

Incremental r/w snapshot e
created at DR site

Figure 7-5 SRM Test Failover Plan Leveraging XIV Snapshots

;4

For purposes of testing the DR plan, Site Recovery Manager performs the following tasks:
» Creates a test environment, including network infrastructure.

» Rescans the ESX servers at the recovery site to find iISCSI and FC devices, and mounts
the X1V snapshot.

» Registers the replicated virtual machines.

» Suspends nonessential virtual machines (if specified) at the recovery site to free up
resources.

» Completes power-up of replicated, protected virtual machines in accordance with the
recovery plan.

» Automatically deletes temporary files and resets storage configuration in preparation for a
failover or for the next scheduled Site Recovery Manager test.
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» Provides a report of the test results.

High-performance snapshots on the XIV Gen3 system open additional usage cases during
test failovers. These can include:

» Backup at the remote site
» Data mining

» Data analytics

» Test and development

SRM Disaster Recovery plan configuration with XIV

This section offers a step-by-step guide illustrating the flexible, comprehensive SRM disaster
recovery features as they are implemented in the SRM utility within vCenter client. To this
end, the functional attributes of creating active/passive disaster recovery plan and
subsequent invocation of the SRM testing, recovery, and reprotect capabilities will be
presented.

Detailed installation guidance including all necessary components necessary to deploy SRM
in a vSphere environment provisioned on XIV storage can be found in the 7.2, “Quick install
guide for VMware Site Recovery Manager” on page 160. For an overview of the physical and
logical configuration steps necessary to deploy XIV systems in a dual-site disaster recovery
topology that includes guidance addressing the configuration of connectivity, performance
tuning settings, and provisioning mirrored logical volumes and associated consistency
groups, consult the following white paper, entitled “VMware vCenter Site Recovery Manager
version 5.x guidelines for IBM XIV Gen3 Storage System,” located at:

ihttps://www.ibm.com/partnerworld/wps/serviet/download/DownloadServiet?id=VZPYFkT7
gvZiPCA$cnt&attachmentName=VMware_vCenter_Site_Recovery_Manager_version_guidelines
_IBM_XIV_Storage.pdf&token=MTM1MjM4MzY5MDg5NA==&Tocale=en_ALL 77

SRM setup best practices

In addition to performing installation and setup with the proper order of operations, it is also
important to follow the best practices when initially creating the Site Recovery Manager
configuration.

VMware vCenter Site Recovery Manager version 5.x guidelines for IBM XIV Gen3 Storage
System are:
» Specify a non-replicated data store for swap files.

This not only avoids unwanted bandwidth consumption, but also improves the recovery
time as vCenter does not have to remove all the swap files from the VMs during recovery.

» Install VMware tools (strongly recommended) on all the VMs participating in a protection
group.
Many recovery operations depend on proper VMware tools installation.

» Configure the VM dependencies across priority groups instead of setting it per VM.
This assures that VMs are started in parallel. The XIV Gen3 Storage System is optimized
for parallel workloads so that this greatly improves performance.

Refer to the VMware vCenter Site Recovery Manager 5.0 Performance and Best Practices
white paper at the following site for a comprehensive guide to SRM 5.0 implementation best
practices:

http://www.vmware.com/files/pdf/techpaper/srm5-perf.pdf
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SRM 5.1 caveats and limitations:
https://www.vmware.com/support/srm/srm-releasenotes-5-1-0.html#upgrading

The remainder of this discussion assumes that these prerequisite steps were completed,
resulting in the state of the protected XIV volumes appearing similar to those in the SRM CG
Demo consistency group depicted in Figure 7-6.
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“. TA_LS_PROD_CG

Mirrored Volumes

geocluster_test O = (Synchronized ) geocluster_test HIV_PFE_03_7804143

izik1_1 g = (Consistent__——— ) izik1 XIV_PFE_03_7804143
ESXi5U4_D54 (s == 00:00:30 (RPOLagging ) ESXi5U1_DS1 XIV_02_1310114
SAP_DATA_MIG @ == ooo030 (@@BGOK ) SAP_DATA_MIG XIV_02_1310114
TA_LS_PROD Volume 2 [ == 000230 (®BOOK ) TA_LS DR Volume 2 XIV_02_1310114
TA_LS_PROD Volume_1 [ == 000230 (®BOOK ) TA_LS DR Volume 1  XIV_02_1310114
TA_LS_PROD Volume 3 [ == 000230 (®BOOK ) TA_LS DR Volume 3  XIV_02_1310114
SRM_CG_Demo o = (Synchronized ) SRM_CG_Demo XIV_02_1310114
SRM_Source_3 o = (Synchronized )  SRM_Target_3 XIV_02_1310114
SRM_Source_2 O = (Synchronized ) SRM_Target 2 HV_02_1310114
SRM_Source_1 O = (Synchronized ) SRM_Target 1 HV_02_1310114

izikcg (g == o000 (@@BOOK Ty izikeg XIV_PFE_03_7804143
@ == 00:0230 (Enactive ) TA_LS_DR.CG XIV_02_1310114

Figure 7-6 XIV Mirrored Volumes and Consistency Groups

SRM implementation and usage

Implementing SRM effectively requires the following sequence of steps in addition to the
optional but recommended step of testing the recovery plan(s):

1.

Connect the SRM instances at both sites by specifying the IP addresses and
authentication credentials of the vCenter Servers.

Setup “Inventory Mappings” between sites:

a. Resource Mappings specify the resources that will be recovered for protected virtual
machines.

b. Folder Mappings correlate the folders between the sites.
¢. Network Mappings link the vSphere data center networks of the two sites.
Assign Placeholder Data stores at each site:

These data stores serve as repositories for small virtual machine files that function as
placeholders, which can be registered and activated when SRM restores operations at the
recovery site.

4. Specify alarms and permissions as required.
5. Add and configure Array Managers.

6. Create Protection Groups.

7.
8
9
1

Create a Recovery Plan.

. Test and Cleanup Recovery Plan(s).
. Invoke Recovery.
0.Invoke Reprotect (SRM 5.X Only).

XIV Storage System in a VMware environment


https://www.vmware.com/support/srm/srm-releasenotes-5-1-0.html#upgrading

The remainder of the discussion focuses primarily on the final five steps because these are
specific to the implementation of SRM disaster recovery planning and testing with XIV. The
processes outlined in some case make references to SRM capabilities only available in SRM
5.X.

Connect the sites
To configure SRM server for the protected and recovery sites, perform these steps:

1. Run the vCenter Client, and connect to the vCenter server.
2. In the vCenter Client main window, click Home, as shown in Figure 7-7.

|J-_-T,J X3650-LAB-6¥3 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E {"Q Home |@ Irventory I [F] Hosts and Clusters
s ulb o6 & B2 o

=] G HIES0-LAB-EV3 sles_dr_protected
[l [y Protected site
2 B v155.66.218
(33 | sles_dr_protected
G sles_dr_protected_v

Getting Started ! Summary | Resource Allocation - Performance]

Storage Views are generated periodically and may be out of date, T|

3 sles1ispl_sitel

3 soltoug ¥iew: |Reports M

3 wienker_sitel

E} wzks_sitel Show all Datastores = Diatastore

Figure 7-7 Selecting the main vCenter Client window

3. Click Site Recovery at the bottom of the main vSphere Client window, as shown in
Figure 7-8.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

ﬁ E |Q Home

Inventory
Search Hosts and Clusters Wis and Datastores and Metworking

Templates Datastore Clusters

Administration

3 2l : e S
Roles Sessions Licensing Syskem Logs wiZenker Server wCenter Solutions  Storage Providers  wCenter Service
Settings Manager Status
M anagement
\/ ...... j - i,; | f_.), E;
) { ¥ kD) = o
Scheduled Tasks Events Maps Host Profiles Wi Storage Customization
Profiles Specifications
Manager
Solutions and Applications
Eﬁ\ /
S el
Site Recovery Tivoli Data

Protection For
Whware - linux-...

Figure 7-8 Solutions and Applications: Site Recovery Manager
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4. The SRM Getting Started tab will appear with a list of seven steps. Click the Configure
Connections hypertext under step one, as shown in Figure 7-9.

[ vCenter-Sitel.itso.local - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help

ﬁ E |E} Home I>IJ_-H Solutions and Applications DE? Sike Recovery [ @ wiZenter-Sitel.itso local | Fl=| Search Inventory |Q|

Configure Connection

m 9.155.115.121 {Local)

Mame etting Started W

[ 9.155.115.1 close tah

& 91551151 Gatting Started with Site Recovery Manager |
These steps will help you configure Site Recovery Manager (SRM)
for protection and recovery,

1. Connect the Sites
Set up two way pairing between the sites. Protected Site Recovery Site

o Configure Connection

2 s e D

Set up inventory mappings between the sites, Set up mappings erotected Ve

for both sites for two-way protection,

s Resource Mappings S
« Folder Mappings

3. Assign Placeholder Datastores
Specify a datastore to use for placeholder YiMs, Set a
placeholder datastore at each site in order to perform reprotect

A
and failback, . —
e Placeholder Datastores torage Replication
e

—
4. Configure Array Based Replication

Add an array manager for both sites, and then enable the
discovered array pairs for use with SRM,

* How to Configure Array Managers in SRM

e Add an Array Manager

5. Configure vSphere Replication
Deploy and configure virtual appliances at both sites to manage

vSphere replication,
* How to Configure vSphere Replication

6. Create Protection Groups
Sites Create a protection group at the protected site,
@ e LET e Create 3 Protection Group

<| | Y i
Learn More

Site Recovery Manager Administrator's Guide

7! vsphererRq 7. Create a Recovery Plan
Create a recavery plan at the recavery site.

(0 Protection s Create a Recavery Plan \ =
% RecoveryR 4 | | L,J
§ Tasks @ Alams [ |License Period: 191 days remaining  [&dminiztrator v

Figure 7-9 Getting Started with Site Recovery Manager: Configure Connection
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5. In the Configure Connection window that appears, enter the Remote Site Information by
specifying the IP address and communication port of the vCenter server at the recovery

site, as shown in Figure 7-10. Proceed by clicking Next.

@ Configure Connection !E[ E
Remote Site Information
Connect to a remote vCenter Server that will recover virtual machines from this site in case of a disaster,
Remote Site Information Enter the address and port for a remote vCenter Server,
Authentication
Complete Connections
Address: |TREERERES
Example: vwCserver,company ., com
Part: ISU
Help | = Back | Mext = I Cancel
v

Figure 7-10 Configure SRM Connections: Recovery Site Information

6. A remote vCenter server certificate error might display, as shown in Figure 7-11. Ignore

the error message, and click OK.

[ validate vCenter Server Certificate =] B3 I

The Following problems occured during authentication:

Remate server certificate has errari(s),

Show Certificate |

lick OF to accept the certificake and continue connecting the sites, or
click Cancel and change the connection infarmation,

o4 I Zancel |

Figure 7-11 vCenter Server Certificate Error Warning
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7. Type the administrator login credentials for the remote vCenter Server in the
authentication step within the Configure Connection wizard, as illustrated in Figure 7-12.
Proceed by clicking Next.

@ Configure Connection =] B3 I

vCenter Server Authentication
Log in to the remote vCenter Server,

Remote Site Information
Authentication
Complete Connections

Provide administrabor credentials for the remote wCenter Server,

wCenter Server:  9.155.115.123

User name: Indministrator

Password: I*********l

Help | < Back | Mext = I Cancel |

2

Figure 7-12 Configure SRM Connections: Authentication

8. A configuration summary for the SRM server connection is displayed, as shown in
Figure 7-13. Verify the data, and click Finish.

@ Configure Connection =] B3 I

Complete Connections
Establish reciprocity with the remote vCenter Server,

Remate Site Information
Authentication
Complete Connections v

—Final Results:
Connected to remaote wCenker Server: 9,155.115,123,
Certificate wvalidation.

Connected to remote Site Recovery Manager,

Certificate wvalidation.

€ ¢ < <

Reciprocity is established.

Click Finish to exit setup.

Help | < Back | Finish I Cancel |

2

Figure 7-13 Configure SRM Connections: Complete Connections
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9. Select the remote site under the left-tree view and then highlight the Summary tab to
confirm the connectivity information for the remote vCenter server, as shown in
Figure 7-14.

File Edit View Inventory Administration Plug-ins Help

E @ |E§ Home [+ L‘H Solutions and Applications &? Sike Recovery [ @ wiZenter-Sitel.itso local |ﬁ!|' Search Inventory |Q,|

Configure Connection

9.155.115.123

Resource Mappings - Folder Mappings el .Mappings ' Placeholder Datastores ' Alarms

S ¥ Commands
Mame: 9,155,115,121 {Local} Configure Connection
Skatus: Connected .
Break Connection
wCenter Server: 9.155.115.121:443 Export System Logs
SRM Server: 9,155,115,121:8095 Liog ik
| | » SRM Plugin Build: 820150
Sites A/ SRM Server Build: 820150

Q Array Managers

r_'|_-‘ wSphere Replication

O Protection Groups

Figure 7-14 Configure SRM Connections: Remote Site Summary

Setup inventory mappings

Inventory mappings specify locations and networks for the vCenter server to use when
placeholder virtual machines are initially created at the recovery site, effectively defining how
SRM maps resources at the protected site to resources at the recovery site. This phase of the
SRM implementation details the process of making inventory mappings for both the protected
and recovery sites:

1. Select the protected site under the left-tree view and then highlight the Resource
Mappings tab to access the SRM GUI panel used to specify resource mappings. Next,
select the desired host or existing resource pool under the Protected Site Resources
column and then click the Configure Mapping hypertext, as shown in Figure 7-15.

File Edit View Inventory Administration Plug-ins Help

E @ |E§ Home [+ L‘H Solutions and Applications &? Sike Recovery [ @ wiZenter-Sitel.itso local |ﬁ!|' Search Inventory |Q,|

Configure Connection

9.155.115.121 {Local)

Skat Getting Started | Summary

Resource Mappings S il =0 =]yl el .Mappings ' Placeholder Datastores ' Alarms

9,155,115.121 (Loc.,
9,155.115.123

Map resources from 9.155.115.121 {Local) to resources at 9.155.115.123.

IMappings sDeciWa used ko determine the resources For prokected virtual machines when they are recovered ko
9.155.115.123,

: % Configure Mapping 3 Remave Mapping E Refresh
4 3
Protected Site Resource Recovery Site Resource Recovery Site Path

Sites L o g
i (=1 @ wCenter-Sitel.itso.local wCenterSl-site2.itso.local wCenterS1-site2. itso.localf
Q Array Managers = [y sitel
r_'|_-‘ wSphere Replication (=1 Q 9,155,113,137
() Protection Groups | & SRM_Demo_Resource_...
% Recovery Plans 4| | _,I

Figure 7-15 SRM Resource Mappings: No Mapping
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2. If a new resource pool is desired, click New Resource Pool in the Mapping window that is
displayed, as shown in Figure 7-16.

@ Mapping for SRM_Demo_Resource_Pool E

Select a recovery site resource pool,

B [ wCenterSl-site2,itso,local
E [ Stez
B [ 5155113138
& [SRM_Demo_Resource_Foal |

Mew Resource Pool |
Help | [al'4 I Cancel |

A

Figure 7-16 SRM Resource Mappings: New Resource Pool

3. The resulting window, shown in Figure 7-17, informs the administrator that resource pools
settings can only be changed from the default specifications within the vSphere client GUI,
but only the name can be changed within the SRM GUI. Click OK to proceed, edit the
name of the pool if desired, and click OK again in the wizard.

Create Resource Pool E
@ This will create a resource pool with default settings. Cnly the pool name can be changed
from within SRM, QOther settings can be changed from within the vSphere client,

oK I Cancel

Figure 7-17 SRM Resource Mappings: Resource Pool Notification
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4. View the Resource Mappings tab to confirm the resource mappings specified, as
illustrated in Figure 7-18.

|J-_-T,J Center-Sitel.itso.local - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help

E @ |E§ Home [+ L‘H Solutions and Applications &? Sike Recovery [ @ wiZenter-Sitel.itso local

| Bl Search Inventaory |Q,|
Configure Connection

Sites

Mame i
9,155.115.121 (Lac..

9.155.115.123

9.155.115.121 {Local)

Getting Starked | Summary

Resource Mappings S il =0 =]yl

Placehalder Datastores | Alarms

Map resources from 9.155.115.121 {Local) to resources at 9.155.115.123.

Mappings specified here will be used to determine the resources for protected virbual machines when they are recovered to
9.155.115.123,

% Configure Mapping 3 Remave Mapping E Refresh

1| | 3

= Protected Site Resource Recovery Site Resource Recovery Site Path
Sites
i (=1 @ wCenter-Sitel.itso.local wCenterSl-site2.itso.local wCenterS1-site2. itso.localf
Q Array Managers = [y sitel
r_'|_-‘ wSphere Replication (=1 Q 9,155,113,137
L) Protection Groups | & SRM_Demo_Resource_... & SRM_Demo_Resource_Pool wiZenkerSl-site2.itso.local/Site2/2.155, 113,13,
% Recovery Plans 4| |_,|
Z Tasks @ Alams |

|License Period: 190 days remaining  [&dminiztrator

Figure 7-18 SRM Resource Mappings: Completed Mappings

5. Select the protected site under the left-tree view and then highlight the Folder Mappings

tab to access the SRM GUI panel used to specify folder mappings. Next, select the
desired sites or existing folder names under the Protected Site Resources column, and
then click the Configure Mapping hypertext, as shown in Figure 7-19.

.itso.local - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help

E @ |E§ Home [+ L‘H Solutions and Applications &? Sike Recovery [ @ wiZenter-Sitel.itso local |ﬁ!|' Search Inventory

Configure Connection

9.155.115.121 {Local)

Mame

9.155.115.1

9.155.115.1;

Getting Starked | Summary

(alyls = Folder Mappings Alarms

Map folders from 9.155.115.121 {Local) to folders at 9.155.115.123.

Mappings specified here-will be used to determine the location For protected virtual machines when they are recovered to 9,155,115,123,
< | »
Sites

Q Array Manga

@ Configure Mapping 3 Remave Mapping E Refresh

Protected Site Resource | Recovery Site Resource

r_'|_-‘ vSphere Re @ wCenter-Sitel.itso.local @ wCenterSl-siteZ itso.local
) Protection = [fy Sitet i Site2 wCenterS1-site2,itso.localf
@ ez @’ Fernms

Z Tasks @ Alams |
Figure 7-19 SRM Folder Mappings: No Mappings

Recovery Site Path |
wCenterS1-site2. itso.localf
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6. The window illustrated in Figure 7-20 allows the administrator to select an existing folder at

the recovery site or to create a new one by clicking New Folder, renaming the folder as
desired and then clicking OK.

|J-_-T,J Mapping for Fcm¥ms E

Seleck or create a recovery sibe Folder,

B & wenterSl-siteZ.itso.local
= [y stez
o

Mews Folder |
Help | QK I Cancel

Figure 7-20 SRM Folder Mappings: Create Folder

7. View the Folder Mappings tab to confirm the folder mappings specified, as illustrated in
Figure 7-21.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help
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9,155.115.121 (Lac..

9.155.115.123
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Map folders from 9.155.115.121 {Local) to folders at 9.155.115.123.

Mappings specified here will be used to determine the location For protected virbual machines when they are recovered to
9.155.115.123,

@ Configure Mapping 3 Remave Mapping E Refresh

Sites I : Protected Site Resource | Recovery Site Resource Recovery Site Path
- |E| @ wCenter-Sitel .itso.local @ wCenterSl-site2.itso.local wCenterS1-site2 itso.localf
{4 Array Managers = [fy sitet 7 Sitez vienterS1-siteZ.itso. localf
r_'|_-‘ wSphere Replication @’ Femvms @’ Femvms wCenterSl-siteZ itso.local/Site2)
O Protection Groups
% Recovery Plans 4| |_,|
§ Tasks @ Alams | |License Period: 190 days remaining |Administrator v

Figure 7-21 SRM Folder Mappings: Completed Mapping
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8. Select the protected site under the left-tree view and then highlight the Network
Mappings tab to access the SRM GUI panel used to specify network mappings. Next,
select the existing network name for the protected site under the Protected Site Resources
column and then click the Configure Mapping hypertext. Note that an existing network
must be defined in the vCenter Server at the recovery site before the mapping can be
defined in the SRM GUI. After the desired networks are mapped using a process similar to
the previous steps describing mapping resource pools and folders, validate the completed
mapping, as shown in Figure 7-22.

(%3] vCenter-Sitel.itso.ocal - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help

ﬁ E |Q Home [+ &_I Solutions and Applications Rﬂ Sike Recovery [ ﬂ wiZenter-Sitel.itso local

E{'-I = Search Inventory | Q |

@ Configure Connection

Sites 9.155.115.121 (Local)

Mame 1
9,155.115.121 (Lac..

9.155.115.123

Getting Started | Summary ings - Folder Mappings Alarms

Metwork Mappings W sl 8 B R

Map networks from 9.155.115.121 {Local) to networks at 9.155.115.123.

Mappings specified here will be used to determine the networks for protected virtual machines when they are recovered to
9.155.115.123,

% Configure Mapping 3 Remave Mapping @ Refresh

«| | »
Sites Protected Site Resource | Recovery Site Resource Recovery Site Path
(=1 G wCenter-Sitel.itso.local G wCenterSl-site2.itso.local wCenterS1-site2. itso.localf
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r_'|_-‘ wSphere Replication | g Wi Metwork g Wi Metwork wCenterSl-siteZ itso.local/Site2f
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% Recovery Plans 4| |_,|
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Figure 7-22 SRM Network Mappings: Completed Mapping

9. Repeat the previous eight steps, but this time select the recovery site from the left-tree
view in each step. Note that the protected and recovery site designators in the column
labels change to indicate that these mappings apply to a failback process.

Configuring placeholder data stores

Placeholder data stores must be assigned at both sites to function as repositories for a subset
of metadata files associated with the protected virtual machines that are used to register them
in vCenter inventory following an actual failover, failback, or planned migration. Placeholder
data stores can be relatively trivial in size, so for most applications backing them with an XIV
logical volume with the minimum allocation of 17 GB is probably sufficient. These logical
volumes and placeholder data stores must be created and configured in the vSphere client
prior to completing the following steps necessary to define them in the SRM configuration.
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1. Select the protected site under the left-tree view and then highlight the Placeholder
Datastores tab to access the SRM GUI panel used to assign placeholder data stores.
Next, click the Configure Placeholder Datastore hypertext, as shown in Figure 7-23.

File Edit View Inventory Administration Plug-ins Help

E E |Q Home [+ &J Solutions and Applications Rﬂ Sike Recovery [ G wiZenter-Sitel.itso local |ﬁ!|v Search Inventory |Q,|

@ Configure Connection

Sites

Mame 1
9,155.115.121 (Lac..

9.155.115.123

9.155.115.121 {Local)

Getting Starked | Summary

Resource Mappings - Folder Mappings

Metwork Mappings

Protected Site: 9.155.115.121 {Local)
Recovery Site: 9.155.115.123
Placeholder datastores are required at both sites, These datastores are used by SRM to store small {approx, 1KEB) ¥M placeholder

files, Placeholder datastores can beshared by more than one host or cluster, but each host and cluster that will be used For
protecting or recovering ViMsrigeds access to a placeholder datastore. More about placeholder datastores. ..

1| | > ﬁ" Configure Placeholder Datastare @( Remove Placeholder Datastore
Sites

|4 Array Managers

Datastore - | HostfCluster

r_'|_-‘ wSphere Replication

U Protection Groups

-
% Recovery Plans 4 | _,I_I

§ Tasks @ Alams [ |License Period: 190 days remaining  [&dminiztrator

Figure 7-23 SRM Placeholder data stores: No data stores Assigned

2. The Configure Placeholder Datastore window that launches allows the administrator to
select a previously defined data store to function in the role of an SRM placeholder for

protected virtual machines. As shown in Figure 7-24, select the appropriate data store
(named SRM_Placeholder in the example), and click OK.

|J-_-T,J Configure Placeholder Datastore

Select a placeholder datastore,

= i) wCenterSi-site2.itso local
= [y sitez
kg datastorel (1)
ap-ZatZF I ad-SRM Sowce § (WoE Suifabial
FNa0-F2h4adBe-SRM Source T (Wok Sutabial

SRM_Placeholder
WASH_ESH 5.1

Help | Ok I Cancel

4

Figure 7-24 SRM Placeholder data stores: Select Previously-Configured Datastore
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3. Review the Placeholder Datastores tab to confirm the data stores assigned to function as
placeholders, as illustrated in Figure 7-22 on page 133.

(%3] vCenter-Sitel.itso.ocal - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help

E @ |E§ Home [+ L‘H Solutions and Applications &? Sike Recovery [ @ wiZenter-Sitel.itso local | Fl=| Search Inventary |Q,|

Configure Connection
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9,155.115.121 (Lac..

9.155.115.123

9.155.115.121 {Local)
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Protected Site: 9.155.115.121 {Local)
Recovery Site: 9.155.115.123
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protecting or recovering ¥iMs needs access to a placeholder datastore. More about placeholder datastores. ..

4| | 4 E" Configure Placeholder Datastore @( Remove Placeholder Datastore
Ll sites

_. Datastore - | HostfCluster

[§4 Array Managers i SRM_Placehalder 9.155.113.138
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@ Recovery Plans LI

§ Tasks @ Alams [ |License Period: 190 days remaining  [&dminiztrator v
Figure 7-25 SRM Placeholder Data stores: Completion Status

4. Repeat the previous three steps, but this time select the recovery site from the left-tree
view in each step. Note that the protected and recovery site designators in the column
labels change to indicate that these mappings apply to a failback process.

Chapter 7. XIV Storage System and VMware Site Recovery Manager 135



Adding and configuring Array Managers

In order for SRA to invoke the XIV remote mirroring processes that will underpin the data
center site protection workflows in SRM, it is necessary to designate the storage subsystems
at each site that will be managed by SRA. To configure the SRA within the SRM GUI:

1. Navigate to the SRM Getting Started tab, select the protected site from the left-tree view,
and click the Configure Connections hypertext under step four, as shown in Figure 7-26.

% vCenter-Sitel.itso.docal - vSphere Client

File Edit View Inventory Administration Plug-ins Help
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-

Getting Started with Site Recovery Manager =l
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* Resource Mappings
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o
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e Placeholder Datastores torage Replication
= b
4. Configure Array Based Replication

Add an array manager for both sites, and then enable the
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* How to Configure Array Managers in SRM

e Add an Array Manager

Protected VMs
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5. Configure vSphere Replication
Deploy and configure virtual appliances at both sites to manage
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* How to Configure vSphere Replication
LI—I# 6. Create Protection Groups
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@ e LET e Create 3 Protection Group

Learn More
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7! vsphererRq 7. Create a Recovery Plan
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@ Recovery R 4 |
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Figure 7-26 Getting Started with Site Recovery Manager: Add Array Managers
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2. As shown in Figure 7-27, specify a display name for the XIV system, and ensure the SRA
Type is set to IBM XIV SRA. Click Next to proceed.

@ Add Array Manager - 9.155.115.121 [ %]

Array Manager Information

Specify a display name and an installed SRA For this array manager,

Display Mame: IXIV - Protected Sits|

SRA Type: |1er kv R =

Additional information about available Storage Replication Adapter (SRA) bvpes and versions is available on the
SRAs tab of the array manager folder For each site.,

Help | < Back | Mext = I Cancel |
4

Figure 7-27 Add Array Managers: Set Display Name and SRA Type

3. Populate the fields designating the three IP addresses and the administrator login
credentials associated with the XIV systems residing at the protected site, as shown in
Figure 7-28. Click Next to proceed.

@ Add Array Manager - 9.155.115.121 [ %]
IEM KIY SR&
— wIV Syskem

AIV system connection parameters

First Management IP Address [ |9. 155.116.67
IHEEmeETmEe Enter the first management IP Address [ Hostname

Second Management IP Address |9. 155,116,568
= enel Enter the second management IP Address [ Hostname

Third Management IF Address | |9. 155.116.69
IHEEmeETmEe Enter the third management IP Address | Hostname

Username: Iitso

Enter username for X1V system

Password: I********|

Enter password for X1V system

Help | = Back | Mext = I Cancel |
4
Figure 7-28 Array Managers: Define Connection Parameters using XIV SRA
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4. Validate that the array manager for the protected site was successfully configured, as
demonstrated in Figure 7-29, and click Finish.

|J-_-T,J Add Array Manager - 9.155.115.121 ]

—Add Array Manager

% Success

birray manager added successfully, ;I

-]

Help | = Back | Finish I Cancel |

4

Figure 7-29 Array Managers: Add Array Manager Status Successful

5. Repeat the previous four steps, but this time select the recovery site from the left-tree view
in the initial step, and ensure the parameters associated with the recovery site XIV system

are input into the wizard.

6. Under the Array Pairs tab, enable the Discovered Array Pair by clicking the Enable
hypertext in the Actions column within the row containing the desired local and remote
arrays, as shown in Figure 7-30.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

ﬁ E |Q Hame [ G Sclutions and Applications I EZ site Recovery b (5) wCenter-Sitel.itso.local

@ Edit Array Manager

Array Managers IBM XI¥ SRA
Marne [ Status | summary - I e Devices | Permissions
v [ 9.155.115.121 {Local)
£ IBM XIV SRA 2 Refresh
v ['9.155.115.123
| 5 M XIV SRA | | Discovered Array Pairs - IBM XIV SRA
After an array manager has been added for each site, click Enable to enable array pairs for use with SRWV need
Local Array Remote Array ~ | Remote Array Manager | Status | Actions
¥IY¥_02_1310114 wI¥_PFE_04_1310133 Disabled Enable | Disable
¥I¥_02_1310114 ¥I¥_PFE_03_7804143 Disabled Enable | Disable
.4-\‘_] *I¥_02_1310114 *I¥_01_s000105 IEM kI¥ SR& Enabled Enable | Disable

Figure 7-30 Array Managers: Enable Array Pairs for Both Local and Remote Sites
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7. Navigate to the Devices tab to review the previously defined mirrored logical volumes in
the Local Device column and their counterparts in the Remote Device column. Validate
that the associated consistency groups and data stores are also defined, as displayed in
Figure 7-31.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E a |Q Hame [ G Sclutions and Applications I EZ site Recovery b (5) wCenter-Sitel.itso.local

@ Edit Array Manager

Array Managers IBM XI¥ SRA

Marme
v [ eis5.115.121.

Array Pairs

Summary

5 1M IV 5.

v [ e1s5.115.123
5] IBM IV 5.

Devices for Enabled Array Pairs

Local devices are shown here For each enabled array pair, Remote device information is only available when the remote site is connected,

Devices for Array Pair: XI¥_01_6000105 - XI¥_02_1310114 E Refresh

Local Array Manager:
Local Array:

Remote Array Manager:
Remote Array:

Errars:

Local Device

| Direction  ~ | Remate Device

IEM XI¥ SRA
KI¥_01_6000105
IEM XI¥ SRA

KI¥_02_1310114

Mone

Datastore Protection Group

Local Consistency Grou

0 TA_LS_PROD_ Vaolume_2
@ TA_LS_PROD_ Vaolume_t
() EswisU1_DSt

9

LET T TTE

0 TA_LS_PROD_ Volume_3 TA_LS_DR_Yaolume_3
[] SAP_DATA_MIG SAP_DATA_MIG
_Source_ _Target_ _CG_Demo
SRM_S 2 SRM_T b 2 SRM_CG_Dn
|_Source_: |_Target_ ocal: _Source.., _Source_Pro... _Cia_Demo
SRM_S 3 SRM_T t_3 Local: [SRM_S: SRM_S P SRM_CG_Dn
_Source_ _Target_. ocal: _Source,.. _Source_Pro... _Cia_Demo
SRM_S 1 SRM_T E_1 Local: [SRM_S: SRM_S P SRM_CG_Dn

TA_LS_DR_Molume_2
TA_LS_DR_Volume_1
ES¥isll_Dsl

Figure 7-31 Array Managers: XIV SRA Devices
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Creating Protection Groups

Protection Groups consist of pointers to the replicated vSphere data stores containing
collections of VMs that will be failed over from the protected site to the recovery site during
SRM disaster recovery, planned migration, or testing operations. In a way, protection groups
are the VMware equivalent of storage consistency groups in that they are logical groupings
defined at the data store level instead of the logical volume level. The process of creating
protection groups within SRM consists of the following steps, and is a prerequisite to running
SRM workflows:

1. Access the SRM Getting Started with Protection Groups panel by clicking Protection
Groups in the lower-left menu of the parent SRM GUI. Click the Create a Protection
Group hypertext under step three. Alternatively, click Create Protection Group in the
upper left of the window, as shown in Figure 7-32.

|J-_-T,J ¥Center51-site.itso.local - vSphere Client
ile Edit Wiew Inventory Administration Plug-ins Help
ﬁ Home [+ &J Solutions and Applications ﬁa Sike Recovery [ @ wenterSl-siteZ itso.local | ﬁ'-lv Search Inventory | Q5
G’" Create Protection Group | ﬁ‘u‘ Iew Folder
All Protection Groups
Mame Gething Started N =l g S = ans
v @’ Al Protection... close tab [
A SRV S Gatting Started with Protection Groups “
Protection groups contain virtual machines that are protected and
recovered together,
1. Set Up Inventory Mappings "
Caomplete inventary mappings between sites before creating ArrayBased Protection Group
protection groups, This enables automatic Wi protection group e e e e -
configuration when protection groups are created,
Protected Datastores
2. Assign Placeholder Datastores ;’ l;l l;l
Specify a placeholder datastore at both sites before creating
protection groups, Placeholder datastores are used to store WM i
placehalder files, and are needed at both sites to perfarm VR Protection Group
reprotect and failback operations. -
VM VM VM VM VM WM -
3. Create a Protection Group Replicated Vs
& protection group can contain YMs that use either array based
replication or vSphere replication, but not both, Array based
protection groups cortain groups of datastores that must ba o o
protected togeter, VR protection groups contain individual Yhs,
fou can t the type of replication when you create the
protection group, N N
e Create 3 Protection Group
4| | y| 4. Configure ¥M Protection
: If there are virtual machines in a protection group that require IEEETR [T
= mgpeal canfiguration, go to the Virtual Machines tab of the
I§4 Array Managers Fotection group and q
g use the Configure YM Protection Properties wizard to configure (w7 (D) [ Mo B
¥Sphere Replic the required settings.
1 & Configuring ¥™ Protection Properties
O Protection Groups
% Recovery Plans 4| | .
Recent Tasks Mame, Target or Status containg: = I Clear
7 Tasks @ Alams | |License Period: 183 days remaining  |[Administrator

Figure 7-32 Protection Groups: Create New Protection Group

140 XIV Storage System in a VMware environment



2. In the resulting Create Protection Group wizard that is displayed in Figure 7-33, the
Protected Site panel contains tasks consisting of selecting the protected site, defining the
Protection Group Type to be Array based replication (SAN), and specifying the
previously-configured SRA pair under Array Pair. When these tasks are complete, click
Next to proceed.

@ Create Protection Group E

Select Site and Protection Group Type
Select the protected site and replication type Far this pratection group.

Protected Site / .
—Protected Site

Datastore Groups

Mame and Descripkion f+ 9,155.115.121 {Local)
Ready bo Complete

" 9.155.115.123

— Protection Group Type

" wSphere Replication (¥R

&' Array based replication (SAN)

— Array Pair

v 3 IBMXIV 5RA -

1 #Iv_01_6000105 paired with XI¥_02_1310114

Help | = Barck | Mexk = I Cancel |

Figure 7-33 Protection Groups: Select Site and Protection Group Type

3. The Datastore Groups panel of the create/edit protection groups wizard allows the
administrator to specify a data store group in terms of its constituent data stores and
associated virtual machines, as illustrated in Figure 7-34 on page 142. Click the check
box next to the desired data store group and then click next to proceed.

Note: If the XIV logical volumes backing the data stores are defined as part of a
consistency group, SRM will force them to be included within the data store group.
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[=¥ Edit Protection Group - SRM_Source_Protection_Group

Select One or More Datastore Groups:

Select datastore groups to use For this protection group, Datastore groups contain datastores which must be
recovered kogether,

Pratected Site

Datastore Groups
Marme and Description | Datastore Group
Ready to Complete

Datastore Groups:

o |Status
vl SRM_Source_1 ms prokection group

In this protection group

Wirtual Machines on Selected Datastore Groups (2):

Virtual Machines Datastore | Status &
[h W2KERZSP1_SRM... SRM_Source_3

[5h W2KERZSP1_SRM... SRM_Source_t

Help | = Back | Mext = I Cancel |

Figure 7-34 Protection Groups: Select Data stores

4. As shown in Figure 7-35, type in the desired name and description for the data store
group, and click Next to proceed.

|J-_T,J Edit Protection Group - SRM_Source_Protection_Group

MName and Description
Enter a name and description for this protection group,

Protected Site

Datastore Groups

MName and Description
Ready to Complete

Protection Group Mame:

Description:

Help | = Back | Mext = I Cancel |

4

Figure 7-35 Protection Groups: Name Protection Group
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5. On the Ready to Complete panel, click Finish, as shown in Figure 7-36.

|J-_-T,J Edit Protection Group - SRM_Source_Protection_Group

Ready to Complete
Review the selected options and then click Finish to continue,

Protected Site
Datastore Groups
Mame and Description
Ready to Complete

Final Results:

%  Protection group reconfigured.

Help | = Back | Einish I Cancel |

4

Figure 7-36 Protection Groups: Configuration Successful

6. Select the newly configured protection group from the left-tree view of the Protection
Groups panel, highlight the Virtual Machines tab, and validate that all virtual machines in
scope for protection are present and accurately described, as shown in Figure 7-37.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

ﬁ E |Q Hame [ G Sclutions and Applications I EZ site Recovery b (5) wCenter-Sitel.itso.local

f} Edit Protection Group

SRM_Source_Protection_Group

Mame
v @’ Al Protec
) SRM_ B Configure All ﬂ@ Configure Prokection 'E HRestore all ﬁ:x Recreate Placeholder E* Remaove Protection @ Refresh

S0 Yirkual Machines SIS

Wirtual Machine Protection Status | Recovery Folder Recovery Resource Pool Recovery Hosk Recovery Metwork
|E| WekSR25P1_SRM_Source_1 Ok Sitez 9.155.113.135 9,155.113.135 WM Mebwork
E! WekER25P1_SRM_Source_3 Ok Sitez 9.155.113.135 9.155.113.135 WM Metwork,

Figure 7-37 Protection Groups: Virtual Machines and Associated Resources

Note: Define protection groups consisting of associated virtual machines that must be
recovered together, for example Infrastructure (Active Directory or DNS), Mission
Critical, Business Critical, and so on.
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Creating recovery plans

Recovery plans govern how virtual machines in one or more protection groups are restored at
the recovery site. The steps that follow demonstrate how to customize the plan to meet
specific needs.

1. Access the SRM Getting Started with Recovery Plans panel by clicking Recovery Plans
in the lower-left menu of the parent SRM GUI. Next, click the Create Recovery Plan
hypertext under step one, or alternatively click Create Recovery Plan in the upper left of
the window, as shown in Figure 7-38.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help
@ @ |E§ Home [+ L‘H Solutions and Applications &? Sike Recovery [ @ wiZenter-Sitel.itso local | ﬁ'-lv Search Inventory |Q
U Create very Plan | ﬁ‘u‘ Iew Folder

Recovery Plans All Recovery Plans

Marne Getting Started e S T

v E’ All Recovery P close tab [}

0 2wt Gotting Started with Recovery Plans 4
Recovery plans contain all the steps required to run tests, and to
perform a planned migration or disaster recovery,
1. Create a Recovery Plan
Plans may contain multiple protection groups and may include RecoveryPlan
both array based and YR protection grou pa—
« Create Recovery Plan u
2. Configure ¥M Recovery Properties = | ,~o oo oooooosoooooooooooooooooooooos
Recovery properties for a virtual machine, including IP v; v; va Protection Group Vi vaé “[‘}
customization and startup options, can be configured from the 4
virtual machines tab of the recovery plan, Changes to a virtual -~ -~ - ------------ommmmmo oo oo
machine's recavery properties made within one plan are '; 'f; "; Protection Group ‘"I") ‘f?> "‘[‘>
reflected in all other plans that contain that virtwal machine, L 5 % % ___F_E_T_
3. Run Plan Operations
The following operations can be performed with recovery plans, o~
u Test Creates a test environment and recovers
the WMs in test mode, <
E) cleanup Remaoves the test environment and
«| | » resets the plan.
Sites Learn More
= A_ = B Recovery  Shuts down YMs at the protected site (if
T LT possible) and recovers therm to the How to Create Recovery Plans
r_'|_-‘ wSphere Replication recovery site. . .
() Protection Groups D Reprotect Configures protection in the reverse Configuring Vi Recovery Properties
= — direction, in preparation for failback to ~ b
(=) Regweﬁns < | ol

Recent Tasks Mame, Target or Status containg: = I Clear

Figure 7-38 Recovery Plans: Create Recovery Plan

2. In the resulting Create Recovery Plan wizard shown in Figure 7-39 on page 145, specify
which site will act as the recovery site, and click Next.
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|J-_T,J Edit Recovery Plan [ %]

Recovery Site

Select the site where the YMs in this plan will be recovered,

Recovery Site
Protection Groups

Recovery Site

Tesk Metwarks ™ 9,155,115.121 {Lacal)
Mame
Ready To Complete ' 9,155,115.123

Help | = Back | Mext = I Cancel |

4

Figure 7-39 Recovery Plans: Select Recovery Site

3. Place a check mark next to the desired protection groups that were previously defined in
the Protection Groups panel of the Create Recovery Plan wizard, as illustrated in
Figure 7-40. Click Next to proceed.

|J-_T,J Edit Recovery Plan [ %]

Select Protection Groups

Select protection groups to use For this recovery plan,

Recovery Site Select Protection Groups:

Protection Groups Protection Groups Type Drescription
Test Metwarks ¥ @’ All Protection Groups

Mame

Ready Ta Complets W SRM_Source_Protectio... Array Based

Help | = Back | Mext = I Cancel |

Figure 7-40 Recovery Plans: Select Protection Group(s)
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4. The Test Networks panel of the wizard, shown in Figure 7-41, allows the administrator to
specify which network to use when testing the recovery plan. Specifying “Auto” grants
SRM the capability to automatically create an isolated network environment when
performing tests as a precaution against impacting the production network. After
specifying SRM’s networking behavior during recovery plan tests, click Next to proceed.

P Edit Recovery Plan B

Test Networks

Select the networks to use while running tests of this plan,

Recovery Site For each network used by virtual machines in this plan, select a network to use

Prokection Groups while running tests, Select “Auta” if you wank the system to aukomatically create a
new isolated network environment during each test,

Test Networks

Mame Datacenter Recovery Netwark Test Nebwark

Ready To Complete Sitez M Network Auta

Hower over items in the Test Metwork column to display controls For changing the
test netwarks,

Help | = Back | Mext = I Cancel |

4

Figure 7-41 Recovery Plans: Specify Test Networks

5. As shown in Figure 7-42, fill in the Name and Description panel of the Create Recovery
Plan wizard with information that will uniquely identify the recovery plan. Click Next to

proceed.

MName and Description

Enter a name and description For this recovery plan,

Recovery Site

Protection Groups Recovery Plan Mame:
Test Metworks I2x(1VM+1DS)_SRM_Dem0
Name

Ready To Complete By

Dual one-to-one YM-to-Datastore mappings protected in XIY Consistency Group ;I
and SRM Protection Group|

Help | = Back | Mext = I Cancel |

4

Figure 7-42 Recovery Plans: Name the Plan
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6. Review the recovery plan parameters summarized on the Ready to Complete panel of the
Create Recovery Plan wizard that is shown in Figure 7-43 and then click Finish if all
settings appear to be correct. Click Back if settings need modification.

|J-_-T,J Edit Recovery Plan [ %]

Ready to Complete

Review the selected options then click Finish to continue,

Recovery Site Cptions:

Protection Groups

Test Metwarks Property | Walue

- Mame: 2x(1¥M+1035)_SRM_Demo

Fady To Complete Description: Dual one-to-one YM-to-Datastare m...
Protected Site: 9.155,115.121 {Local)
Protection Groups: SRM_Source_Protection_Group

Help | = Back | Finish I Cancel |

4

Figure 7-43 Recovery Plans: Validate and Complete

7. The name of the new recovery plan now appears in the left-tree view of the main SRM
recovery plan GUI panel, as does a series of tabs representing various elements and
attributes of the recovery plan. After the name of the recovery plan is selected, click the
Summary tab shown in Figure 7-44 to review the basic attributes of the plan that were
specified in the previous steps.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E E |Q Hame [ G Sclutions and Applications I EZ site Recovery b (5) wCenter-Sitel.itso.local

l:f Edit Recovery Flan | u Test O Cleanup n Recovery D Reprotect a Cancel

Recovery Plans

2x{1¥M+1DS)_SRM_Demo
Mame
v @’ Al Recovery Plans

| [ 2x{1¥M+10S)_SRM De .. | \

Status

Virtual Machines

Flan Status: |:| Ready
Recovery Step:

Protected Site: 9,155,115,121 {Local}
Recovery Sike: 9.155.115,123
Connection: Connecked
Summary
Flan Mame: 2wl 1¥M+1D5)_SRM_Dema
Drescripkion: Dual one-to-one YM-to-Datastore mappings protected in X1y

Figure 7-44 Recovery Plans: Review Summary
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8. Clicking the name of the newly created recovery plan in the left-tree view of the SRM
Recovery Plans panel and highlighting the Protection Groups tab provides a view of the
protection group(s) in scope for the recovery plan, as illustrated in Figure 7-45.

File Edit View Inventory Administration Plug-ins Help
| E E |Q Home D&J Solutions and Applications Dﬁa Sike Recovery [ @ wiZenter-Sitel.itso local

|
l:f Edit Recovery Flan | u Test O Cleanup n Recovery D Reprotect a Cancel

Recovery Plans 21(1¥M+1DS)_SRM_Demo

Marne Status Summarsys; Mg et Sirtual Machinesh, S Rec Steps | History | Permissions
v @’ Al Recovery Plans
| [7] 2x(1¥M+1DS)_SRM_De .. |

Marme Recovery Status

| [} SRM_Source_Protection_Group Ready

Figure 7-45 Recovery Plans: Review Protection Group(s)

9. By highlighting the Virtual Machines tab, administrators can review the recovery plan
attributes associated with the virtual machines and modify any necessary parameters by
using the Recovery Properties menus that are available upon clicking the Configure
Recovery hypertext. Note the attributes and their values prior to configuring these
properties, as shown in Figure 7-46. Review the SRM documentation for additional
guidance on the topic of configuring the recovery properties of virtual machines.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help
E E |Q Hame [ G Sclutions and Applications I EZ site Recovery b (5) wCenter-Sitel.itso.local

l:f Edit Recovery Flan | u Test O Cleanup n Recovery D Reprotect a Cancel

Recovery Plans 21(1¥M+1DS)_SRM_Demo

Marne Summary ' Protection Groups Wirkual Machines eps ' History | Permissions
v @’ All Recdbery Pla
| [ 2x(1vm+1 ..
¥irtual Machines in this Recovery Plan
Select a WM and cIicl</wang4Recovery to set recovery properties for that WM, Changes to recovery properties will apply to that ¥ in all
ﬂ@ Configurlﬁ;\fery E Refresh
4 3
I I Wirtual Machine | Recovery Status | Protection Group | Priority | Dependencies | Final Power ... - | Pre-power On Steps | H
Sites h W2KER2SP1_S... OK SRM_Source_Pratecti... 3 on
|4 Array Managers |E| WZKBRZ5P1_S... OK SRM_Source_Protecki... 3 on
r_'|_-‘ wSphere Replication
O Protection Groups
[ Recovery Plans

Recent Tasks

Mame | Target | Status | Details | Initiated
@ Reconfigure Recovery P, wCenter-Sitel.itso.locd @ Completed ITSOVA

l
7 Tasks @ Alams |

Figure 7-46 Recovery Plans: Configure Virtual Machines’ Recovery Properties
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Note: Identifying finite values of time or specific numbers of heartbeats to wait for
virtual machines to respond after their power-on process is complete is recommended.

10.After the virtual machines’ recovery properties are set as appropriate for the intended
recovery plan, review the values that are subsequently displayed under the Virtual
Machines tab illustrated in Figure 7-47.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help
E E |Q Hame [ G Sclutions and Applications I EZ site Recovery b (5) wCenter-Sitel.itso.local

l:f Edit Recovery Flan | u Test O Cleanup n Recovery D Reprotect a Cancel

2x{1¥M+1DS)_SRM_Demo

Virtual Machines

¥irtual Machines in this Recovery Plan

Select a WM and click Configure Recovery to set recavery properties For that WM, Changes to recovery properties will apply to that ¥M in all recovery plans in which thal

ﬂ@ Configure Recovery E Refresh

> Wirtual Machine Recovery 5., | Prokection Group | Priority | Dependencies | Final Pow,,. - | Pre-power On Steps | Post-power Cn S
|E| W2KSR25P1_SRM_S5.., OK SRM_Source_Proteckio,, 3 W2KBR25P1_SRM_... ©On Example_ser_Prompt Example_Commar
[4|: G WEKERZSP1_SRM_S...  OK SRM_Source_Protectio,, 3 on

Figure 7-47 Recovery Plans: Review Virtual Machines’ Recovery Properties

11.By default, every recovery plan includes a sequence of steps, also known as a workflow,
which consists of pre-set values and directives to control how virtual machines in a
protection group are recovered at the recovery site. These workflows can be uniquely
defined for each of the activity categories consists of Test Steps, Cleanup Steps, Recovery
Steps, and Reprotect Steps. A default workflow sequence representing the Test Steps is
illustrated in Figure 7-48 within the highlighted Recovery Steps tab. For detailed
information about developing recovery plans by specifying customized recovery steps,
consult the SRM documentation.

File Edit View Inventory Administration Plug-ins Help

@ E |Q Home [+ &J Solutions and Applications Rﬂ Sike Recovery [ @ wiZenter-Sitel.itso local |ﬁ§'-|v Search Inventory |Q,
l:f Edit Recovery Flan | uTest Ocleanup nRecovery DReprotect a Cancel

Recovery Plans 212{i¥M+1DS)_SRM_Demo

Marne Summary ' Protection Groups VARG = Recovery Steps Permissions
v @’ All Recdbery P a

[ 2x1vm+...
Test Cleanup Recovery \REW e
[ EdtPlan  [ZExportsteps [ addstep  [FEdistep  [FLDeletestep (5 Add MoneCritical VM view: ITestLSteps

| Step Started | Step Completed

Recovery Step | Status
| 3 Q 1. Synchronize Storage

@ = Restore hosts from standby ||
E‘ﬁ] 3, Suspend Mon-critical ¥Ms at Recovery Site

«| | v > {5; 4. Create Writeable Storage Snapshot
Sites T 5, Power On Priarity 1 ¥Ms
e "\- 6. Power On Priority 2 ¥Ms

Figure 7-48 Recovery Plans: Review Recovery Steps
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Note: Consider these basic guidelines when defining recovery plan workflows:

» Configure the VM dependencies across priority groups instead of setting VM
dependencies individually per VM.

This assures that VMs are started in parallel. The XIV Storage System is optimized
for parallel workloads, so this greatly improves performance.

» Define action prior to a test or failover as the recovery site, such as cloning down or
suspending low-priority virtual machines to free recovery resources at the recovery
site.

» Define the allocation of resources and any networking changes required by the
virtual machines.

» Build call-outs that cause test or failover process to pause and present instructions
to the administrator, or specify scripts in the recovery process.

Testing recovery plans

SRM'’s recovery plan testing capability represents an invaluable asset in the development of
robust recovery strategies because it empowers administrators to eliminate uncertainty and
dramatically reduce risk of failed recovery by identifying and addressing any issues
pro-actively without interrupting operation of the production environment. The two primary
phases of this process include the test itself and the subsequent removal of temporary
elements created during the test and restore the recovery plan to its initial state using the
cleanup process. Both of these procedures are illustrated in the next series of steps:

1. After selecting the recovery plan to be tested from the left-tree view of the SRM Recovery
Plans GUI panel, click Test, as shown in Figure 7-49.

¥x ¥Center-Sitel.itso.local - ¥Sphere Client 9.155.115121 - Remote Desktop Connection _

File Edit View Inventory Administration Plug-ins Help

@ d |@ Home [+ &j Solutions and Applications R;' Sike Recovery [ S wiZenter-Sitel.itso local

l:f Edit Recovery Flan | u Test O Cleanup a Recovery Q Reprotect 8 Cancel

Recovery Plans

2x{1¥M+1DS)_SRM_Demo

Mame - |Status
v @’ Al Recovery Plans
[ 2x(1¥M+1DS)_SRM_De .4

Wirtual Machines ' Recovery Steps ' History | Permissions

Surnmary S Feld =l e e e

| Status

Flan Status: |:| Ready
Recovery Step:

Protected Site: 9,155,115,121 {Local}
Recovery Sike: 9.155.115,123
Connection: Connecked

Figure 7-49 Testing Recovery Plans: Initiate Test
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2. As illustrated in Figure 7-50, the resulting Test Confirmation window contains an optional
check box that can be activated to ensure that the recovery site has the most recent copy
of the protected virtual machines. It is important to note that the synchronization can take
additional time as a result of specifying this option. Click Next to proceed.

@ Test - 2x{1¥M+1D5)_SRM_Demo [ %]

— Test Confirmation

i i Running this plan in test mode will recover the YMs in a test environment on the recovery
site,

Protected Site: 9,155,115.121 {Local)
Recovery Site: 9.155.115,123

Site Connection: Connecked

MNumber of Yis: 2

— Storage Cptions

Specify whether to replicate recent changes to the recovery site, This process may take several minutes and is
only available if the sites are connected.

v Replicate recent changes to recovery site

Help | = Back | Mext = I Cancel |

4
Figure 7-50 Testing Recovery Plans: Confirm Test and Specify Storage Options

3. After testing specifications, similar to those illustrated in Figure 7-51, are validated, click
Start to execute the test of the recovery plan.

@ Test - 2x{1¥M+1D5)_SRM_Demo [ %]

Review the Following information before starting this operation,

Property | Walue |
Mame: 2wl 1¥M+1D5)_SRM_Dema

Description: Dual one-to-one YM-to-Datastore mappings protected in XIY Consistenc.,
Protected Site: 9,155,115,121 {Local}

Recovery Sike: 9.155.115,123

Connection: Connecked

Mumber of Yis: 2

Storage Options: Replicate Recent Changes

Help | = Back | Skark I Cancel |

Figure 7-51 Testing Recovery Plans: Review Testing Parameters
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Cleanup

The cleanup process is necessary to restore the recovery plan to its initial state after a test is
performed:

1. Following test completion, administrators receive a notification of the test completion
status, and the option to click the Cleanup button within the toolbar of the SRM Recovery
Plans GUI panel that is illustrated in Figure 7-52 becomes available.

a Cleanup Recovery D Reprotect a Cancel

2x{1¥M+1DS)_SRM_Demo

Summary | Protection Groups - IREUETENEERGTTET

Test Complete

Test Complete
The virtual machines have been recovered in a test environment at the recovery site, Review the plan history to view any errors or warnings.
‘Wwhen you are ready ko remove the test environment, run a Cleanup operation on this plan,

¥irtual Machines in this Recovery Plan

Select a WM and click Configure Recovery to set recovery properties For that Y, Changes to recovery properties will apply to that ¥Min all recovery plans in which that v

ﬂ_EL; Configure Recovery @ Refresh

Wirtual Machine Recovery Status | Prokection Group | Priority | Dependencies Final Power St... « | Pre-power O
ﬁ W2KEBR25P1_SRM_Source_1 Mot Started SRM_Source_Protection_Group 3 W2KEBR25P1_SRM_Source_3 on
|E| W2KSR25P1_SRM_Source_3 Mot Started SRM_Source_Protection_Group & on

Figure 7-52 SRM Test Environment Cleanup Initialization

2. Asiillustrated in Figure 7-53, review the important information regarding cleanup
operations contained in the initial panel of the Cleanup wizard that was invoked in the
previous step, noting that the Force Cleanup check box is initially unavailable, and click
Next to proceed.

(&) Cleanup - 2x{1¥M+1DS)_SRM_Demo ]

— Cleanup Confirmation

Running a cleanup operation on this plan will remove the test environment and reset the plan to the
Ready state.,

Protected Site: 9,155,115.121 {Local)
Recovery Site: 9.155.115,123

Site Connection: Connecked

MNumber of Yis: 2

— Cleanup Options

If you are experiencing errors during cleanup, you may choose the Force Cleanup option to ignore all errors
and return the plan to the Ready state, IF wou use this option, you may need to clean up your storage
manually, and you should run another Test as soon as possible,

™| Farce Cleanup

Help | = Back | Mext = I Cancel |

4

Figure 7-53 SRM Test Environment: Cleanup Confirmation
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3. Validate the properties and associated values shown in the wizard panel similar to the
example in Figure 7-54, and click Start.

|J-_T,J Recovery - 25{1¥M+1DS)_SRM_Demo [ %]
Review the Following information before starting this operation,
Property | Walue |
Mame: 2wl 1¥M+1D5)_SRM_Dema
Description: Dual one-to-one YM-to-Datastore mappings protected in XIY Consistency Group and ...
Protected Site: 9,155,115,121 {Local}
Recovery Sike: 9.155.115,123
Connection: Connecked
Mumber of Yis: 2
RecoveryType: Disaster Recovery
Help | < Back | Skark I Cancel |
A

Figure 7-54 SRM Test Environment: Cleanup Review

Note: If the cleanup process fails to successfully complete, revisit the Cleanup wizard to
specify the Force Cleanup option and return the recovery plan to the ready state. The
caveat of this method consists of the potential requirement for administrator intervention to
restore the storage to its initial state.

Recovery

While the workflows outlined in SRM recovery plans are fully automated, vSphere
administrators are responsible for initiating a site recovery using the following process:

1. Access the SRM Recovery Plans panel by clicking Recovery Plans in the lower-left menu
of the parent SRM GUI and then selecting the recovery plan to be invoked from the
left-tree view. Click Recovery in the toolbar to initiate recovery, as shown in Figure 7-55.

|J-_T,J vCenter-Sitel.itso.local - ¥Sphere Client 9135115121 - Remote Desktop Connection _

File Edit View Inventory Administration Plug-ins Help

ﬁ E |Q Home [+ &_I Solutions and Applications Rﬂ Sike Recovery [ ﬂ wiZenter-Sitel.itso local

l:f Edit Recovery Flan | u Test O Cleanup n Recovery D Reprotect a Cancel

Recovery Plans

2x{1¥M+1DS)_SRM_Demo

Mame
v @’ Al Recovery Flans
| [7] 2x(1¥M+1DS)_SRM_De .. |

- | Status | =, (I

Protection Groups Wirtual Machines Permissions

Status

Flan Status: |:| Ready
Recovery Step:

Figure 7-65 SRM Recovery Process: Initiate Recovery

2. As illustrated in Figure 7-56 on page 154, the administrator must confirm that he or she is
aware that the scope of impact of initiating a recovery process spans infrastructure at both
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the protected and the recovery sites. In addition, the administrator must specify whether
the Recovery Type comprises a Planned Migration or Disaster Recovery. For purposes of
this demonstration, the Disaster Recovery option is specified. After the appropriate
selections are made, click Next to proceed.

@ Recovery - 25{1¥M+1DS)_SRM_Demo [ %]

—Recovery Confirmation

Running this plan in recovery mode will atkempt bo shut down the YMs at the protected site and recover the ¥Ms at the
@ recovery site,

Protected Site: 9,155,115.121 {Local)
Recovery Site: 9.155.115,123

Site Connection: Connecked

MNumber of Yis: 2

VI understand that this process will permanently alter the virtual machines and infrastructure of both the protected
and recovery datacenters,

—Recovery Type
" planned Migration

Replicate recent changes to the recovery site and cancel recovery if errors are encountered. (Sites must be connected and
storage replication must be available. )

{* Disaster Recovery

Attempt ko replicate recent changes to the recovery site, but otherwise use the most recent storage synchronization data,
Continue recovery even if errors are encountered,

I~ Forced Recavety - recavety site operations anly

Help | < Back | Mext = I Cancel |

4

Figure 7-56 SRM Recovery Process: Confirm Recovery and Select Recovery Type

3. Review the recovery plan displayed in the recovery wizard panel to ensure that the
intended recovery plan will be invoked in the site recovery process, which is similar to the
example in Figure 7-57. Click Start to begin site recovery.

Review the Following information before starting this operation,
Property | Walue |
Mame: 2wl 1¥M+1D5)_SRM_Dema
Description: Dual one-to-one YM-to-Datastore mappings protected in XIY Consistency Group and ...
Protected Site: 9,155,115,121 {Local}
Recovery Sike: 9.155.115,123
Connection: Connecked
Mumber of Yis: 2
RecoveryType: Disaster Recovery

Help | < Back | Skark I Cancel |

4

Figure 7-57 SRM Recovery Process: Review Recovery Plan

4. When the recovery process successfully completes, click the History tab to view the
status message illustrated in Figure 7-58 on page 155, which informs the administrator
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that the virtual machines within the protection group were relocated to the recovery site,
and so on. The history tab also enables the administrator to review the status of all
recovery tasks comprising the recovery process workflow.

vCenter-Sitel.itso.local - ¥Sphere Client

File Edit View Inventory Administration Plug-ins Help

E a |Q Hame [ G Sclutions and Applications I EZ site Recovery b (5) wCenter-Sitel.itso.local

l:f Edit Recovery Flan | u Tesk O Cleanup Ll Recovery D Reprotect a Cancel
Recovery Plans 21(1¥M+1DS)_SRM_Demo

Mame | )
v @’ Al Recovery b
© Zx(lVMHL . R

i—Surnrn- =chion Groups | Yirkual Machines

Recovery Complete

Recovery Complete

The recavery has completed, Please review the plan history to view any errors or warnings, You may now press Reprotect to configure p
plan in recovery mode to Failback the virtual machines to the original site,

m

«| | »

Sites \l

— Last Maonth | |10f1gf2012 | ko 11116f2012 ~ Update

£4 Array Managers I J I V16 J I 164 J B

I__ll_“ [ — Flan Mame | User | Operation | Result

2wl 1¥M+1D5)_SRM_Dema Administrator Test Success

O IR I 2wl 1¥M+1D5)_SRM_Dema Administrator Cleanup Success

@ Recovery Plans |2x(1VM+1DS)_SRM_Dem0 Administrator Recovery SuCCess
Recent Tasks

Mame | Target | Status | Details | Initiaked by | wCenter Server Res
@ Recompute Datastore ... wCenter-Sitel.itso.locd @ Completed ITsOVAadminis. .. wCenter-Sitel.i., 11
@ Recompute Datastore ... wCenter-Sitel.itso.locd @ Completed ITsOVAadminis. .. wCenter-Sitel.i., 11
@ Detach SCSILUM Q 9,155,113,137 @ Completed ITsOVAadminis. .. wCenter-Sitel.i., 11
@ Detach SCSILUM Q 9,155,113,137 @ Completed ITsOVAadminis. .. wCenter-Sikel.i., 11
@ Unmaount YMFS valume Q 9,155,113,137 @ Completed ITsOVAadminis. .. wCenter-Sitel.i., 11)

Figure 7-568 SRM Recovery Process: Recovery Complete

5. Figure 7-59 illustrates the status of the recovery steps outlined in the recovery process
workflow that can be viewed by clicking the Recovery Steps tab following recovery
process completion.

|J-_-T,J yLCenter-Sitel.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E a |Q Hame [ G Sclutions and Applications I EZ site Recovery b (5) wCenter-Sitel.itso.local

l:f Edit Recovery Flan | u Tesk O Cleanup Ll Recovery D Reprotect a Cancel
Recovery Plans 21(1¥M-+1DS)_SRM_Demo

Mame | 5
v @’ Al Recovery P,

© Zx(lVMHL . R

Protection Groups ' Virtual Machines - IREEaUCTeRa et

Recovery Complete

Recovery Complete

The recavery has completed, Please review the plan history to view any errors or warnings, You may now press Reprotect to configure p
plan in recovery mode to Failback the virtual machines to the original site,

[ EdtPlan  [ZExportsteps~ [l Addstep  [FEditstep  [O Deletestep (5 Add Mon-Critical ¥M

Recovery Step Status

v {4 1. Pre-synchronize Storage Alread| =
’_‘ 1.1, Protection Group SRM_Source_Protection_Group Alread

v E“i‘ 2. Shutdown Y¥Ms at Protected Site Alread

Figure 7-569 SRM Recovery Process: Status of Recovery Steps
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6. Navigate to the recovery site’s vSphere client Hosts and Clusters menus to view the
migrated virtual machines, as illustrated in Figure 7-60.

&) vCenters1-sitez.itso.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E E |Q Home [ gF] Inventory b @ Hasts and Clusters | Bl Search Inventary |Q,|
o
& & B

B VlcentEVS1'5it92-it5°-'°ca' 9.155.113.138 YMware ESXi, 5.1.0, 799733
g [y siez
J_l Getting Started ' Summary - EREGEENGER L. Resource Allocation

= [@[9.155.113.135

% SEM_tDe;nlogliezource_Pool Mame, State or Guest 05 contains: - I Clear
wiZenkerS1-Site;
| State | Skatus | Provision...| Used Space | Hosk CPLU - MHz

E} W2KEBR25P1_SRM_Source_1 Marme

(3 WEKBR25P1_SRM_Source 3 3 WeKSR2SP1_SRM_Source_3 Powered On @ Mormal 44,11 GB 44,11 GB il

(@ W2KBRZSP1_WASA_Providerl.1 3 W2KSR2SPL_SRM_Source_1 PoweredOn @ Mormal 4411 GE 44,11 GB i
E} WZKBRZSP1_YASA_Providerl.l.. PoweredOn ¢ Alert 341166 34.11GB 26
3 wlenterSi-Sike? Powered On @&  MNormal 34.11GE 3411 GB 53 g

Figure 7-60 SRM Recovery Process: Virtual Machines at Protected Site Restarted at Recovery Site

Reprotect

The reprotect process can only be invoked following the successful completion of a recovery

process, and effectively automates the process of reversing the roles of the protected and

recovery sites to facilitate the continuance of site-level protection for the vSphere production
environment that is running at the recovery site following a planned or unplanned migration.

Activating the reprotect process can be completed by employing the upcoming sequence of

steps:

1. Access the SRM Recovery Plans panel by clicking Recovery Plans in the lower-left menu
of the parent SRM GUI and then selecting the recovery plan to be initiated in the
reprotection process from the left-tree view. Click Reprotect in the toolbar to begin the
process of site reprotection, as shown in Figure 7-61.

File Edit View Inventory Administration Plug-ins Help

E E |Q Home [+ &J Solutions and Applications Rﬂ Sike Recovery [ M&r-sitel.itso.local
l:f Edit Recovery Flan | aTest Ocleanup Recovery DReprqA/ Cancel

Recovery Plans 21(1¥M+1DS)_SRM_Demo

Marne | 3 Protection Groups | Virtual Machines
v @’ Al Recovery P

© Zx(lVMHL . R

\ ,J Recovery Complete

Recovery Complete
The recavery has completed, Please review the plan history to view any errors or warnings, You may now press Reprotect to configure p
the plan in recovery mode to Failback the virtual machines to the original site,

m

Status

Flan Status: @ Recovery Complete | 4

Recovery Step:

Protected Site: 9,155,115,121 {Local}
Recovery Sike: 9.155.115,123
4 | | 3 Connection: Connecked
Sites
|4 Array Managers
r_'|_-‘ wSphere Replication SUMMaY,
L) Protection Groups /Plﬁme: 2x(1¥M+1035)_SRM_Demo
@ Recovery Plans Drescripkion: Dual one-to-one YM-to-Datastore mappings protected in X1y Consistency Group and SRM Prote

Recent Tasks

Figure 7-61 SRM Reprotect Process: Initiate Reprotection
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2. As illustrated in Figure 7-62, review the important information regarding reprotect

operations contained in the initial Reprotect panel of the wizard that was invoked in the
previous step, noting that the Force Cleanup check box is initially unavailable, and click

Next to proceed.

@ Reprotect - Zx(1¥M+1DS)_SRM_Demo [ %]
—Reprotect Confirmation
Running reprotect on this plan will commit the results of the recovery, and configure protection in the reverse
direction.
MNew Protected Site: 9.155.115.123
Mew Recovery Site: 9,155,115.121 {Local)
Site Connection: Connecked
MNumber of Yis: 2
V¥ 1understand that this operation cannot be undane.
—Reprotect Options
Repratect operations include steps to clean up the original datastores and devices. IF you are experiencing errors during cleanup
steps, you may choose the force cleanup option to ignore all errors and return the plan to the Ready state, If you use this option,
wou may need to clean up your storage manually, and you should run a Test as soon as possible,
™| Farce Cleanup
&I = Back. | Mexk = I Cancel |
v

Figure 7-62 SRM Reprotect Process: Confirm Reprotection

3. Review the recovery plan displayed in the Reprotect wizard panel to ensure that the

intended recovery plan is invoked in the site reprotection process, which is similar to the

example in Figure 7-63. Click Start to begin site reprotection.

Review the Following information before starting this operation,
Property | Value
Mame: 2wl 1¥M+1D5)_SRM_Dema
Description: Dual one-to-one YM-to-Datastore mappings protected in XIY Consistency Group and ...
Mew Protected Site: 9.155.115.123
Mew Recovery Site: 9,155,115,121 {Local}
Connection: Connecked
Mumber of Yis: 2
Reprotect Options: Mone

Help | < Back | Skark I Cancel

Figure 7-63 SRM Reprotect Process: Review Recovery Plan
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4. When the reprotection process successfully completes, click the Summary tab to view the
status message illustrated in Figure 7-64 informing the administrator that the virtual
machines within the protection group were reprotected at the new recovery site, which
was the protected site prior to failover through the SRM recovery process.

[#d vCenter-Sitel.itso.local - vSphere Client

File Edit Wiew Inventory  Administration  Plog-ins  Help
@ ‘Eﬁ Home [ lJ_.h] Solutions and Applications [ E? Site Recovery [ @ wiZenter-Sitel.itso.local | ﬂﬁ'-l- 5
Dj Edit: Reecovery Plan | u Tesk a Cleanup u Recovery U Reprokect m Cancel

Recovery Plans Z8{1¥M+1DS)_SRM_Demo

Marne |: SUmMmAary tion Groups | Virkual Machines | Recovery Steps | History - Permissions
- E?P.II Recavery P...

s
| [ z=(1vm+1..,
Test Cleanup Recovery

Status

Flan Status: EI Ready

Recovery Step:

Protected Site: 9.155.115.123
Recovery Site: 9,155.115.121 (Local)
Connection: Connecked
Summary
Flan Marne: 2x(1VM+103)_SRM_Demo
Descripkion: Dual one-to-one YM-to-Datastore mappings

protected in #Iv Consistency @roup and SRM
Prokection Group

1 | 3 b
Sites Last Run Cake: 11/16/2012 6:37 PM
>B Array Managers Lask Fun Lser: Adrninistrakor
I'_Il_" wSphere Replication Lask Run Type: Reprotect
Lask Fun Time: 0 hrs, O min, 41 sec
D Protection Groups /
Last Run Fesulk: Success -
[Z} Recovery Plans 4 | »
g Tasks @ Alams | |License Period: 190 days remaining | &dministrator -

Figure 7-64 SRM Reprotect Process: Reprotection Complete
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Figure 7-65 and Figure 7-66 illustrate how the XIV remote mirroring configuration changes
and reflects the reversal of roles of the master and subordinate logical volumes backing
the data stores in the protection group. In Figure 7-65, the SRM CG Demo consistency
group residing on the XIV at the original protected site now contains only subordinate
volumes, while Figure 7-66 demonstrates that the original volumes residing in the XIV at
the original recovery site have concurrently been defined as remote mirroring master
volumes.

R |

Systems | Actions |_r‘riew | Tools | Help | Q | ~ fﬂl:reate Mirror
& AuSystems (3) > Mainz_Building12 (3) > Mirroring |~ | (@ Mirror (13)
O Name RPO Status Remote Volume

Mirrored Volumes

geocluster_test
izik1_1

O = (Synchronized ) geocluster_test HIV_PFE_03_7304143

g = (Consistent___——— ) izik1 XIV_PFE_03_7804143
ESXi5U4_D54 (s == o00:00:30 (RPOLagging_ ) ESXi5U1_DS1 XIV_02_1310114
SAP_DATA_MIG @ = oco0030 (@@BOOK ) SAP_DATA_MIG XIV_02_1310114
TA_LS_PROD Volume_2 [ == 00:02:30 @Reook__ ) TALS_DR Volume_Z  XIV_02_1310114
TA_LS_PROD Volume_1 ] == 00:02:30 @Reook__ ) TA_LS_DR Volume_1  XIV_02_1310114
TA_LS_PROD_Volume_3 [ == 00:02:30 @Reook_ ) TALS_DR Volume 3 XIV_02_1310114
SRM_CG_Demo u4’a/ E SRM_CG_Demo XIV_02_1310114

s

SRM_Source_3 5 (== (Consistent___— ) SRM_Target_3 XIV_02_1310114
SRM_Source_2 g = (Consistent___— ) SRM_Target_2 XIV_02_1310114
SRM_Source_1 g = (Eonsistent__—— ) SRM_Target_1 XIV_02_1310114
izikcg @ == o000 (RPook___ ) izikeg XIV_PFE_03_7804143
“ TA_LS_PROD_CG @ == 000230 (Tnactive ) TA_LSDRCG XIV_02_1310114

Figure 7-65 SRM Reprotect Process: XIV Mirrored LUNs Role Reversal - Protected Site Masters
Becomes Recovery Site Slaves

pav XIV Storage Management

Systems | Actions |_r‘riew | Tools | Help | Q | (> ¥ Create Mirror
‘ All Systems (3) > Mainz_Bu..ng12 (3) > XIV_02_1310114 w»  Mirroring @~ Q Mirror (25) )

Mirrored Volumes /

SRM_CG_Demo [ == (Synchronized ) SRM C..  XIV_01 6000105
SRM_Target 3 | == (Synchronized ) SRM S..  XIV_01 6000105
SRM_Target 1 |} == (Synchronized ) SRM_S..  XIV_01_6000105
SRM_Target 2 [ == (Syncheonized ) SRM_S..  XIV_01_6000105

TA_L5_DR_CG (8 == 0. (Gnactive ) TALS_.. XIV_01_6000105

Figure 7-66 SRM Reprotect Process: XIV Mirrored LUNs Role Reversal - Recovery Site Slaves
Becomes Protected Site Masters
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7.2 Quick install guide for VMware Site Recovery Manager

This section addresses VMware Site Recovery Manager-specific installation considerations,
including information related to XIV configurations. The goal is only to give you enough
information to quickly install, configure, and experiment with Site Recovery Manager (SRM). It
is not meant as a guide on how to deploy SRM in a real production environment

For more information about the concepts, installation, configuration, and usage of VMware
Site Recovery Manager, see the VMware product site at:

http://www.vmware.com/support/pubs/srm_pubs.html

At the time of this writing, versions 1.0, 1.0 U1, 4.X, 5.0, and 5.0.1 of Storage Replication
Agent for VMware SRM server are supported with XIV Storage Systems.

Tip: The VMware vCenter Site Recovery Manager version 5.x Guidelines for IBM XIV
Gen3 Storage System provides a valuable supplemental resource addressing topics
including concepts, planning, testing, and best practices necessary to fully implement
vSphere SRM integration with XIV remote replication technology:

https://www.ibm.com/partnerworlid/wps/servlet/download/DownloadServiet?id=VZPYFk
T7gvZiPCA$cnt&attachmentName=VMware vCenter Site Recovery Manager version guide
Tines_IBM XIV_Storage.pdf&token=MTMIMTU5NTQwNzAZ2NA==&locale=en_ALL 7Z

The SRM server needs to have its own database for storing recovery plans, inventory
information, and similar data. SRM supports the following databases:

» |BM DB2®
» Microsoft SQL
» Oracle

The SRM server has a set of requirements for the database implementation. Some of these
requirements are general and do not depend on the type of database used, but others are
not. For more information about specific database requirements, see the VMware SRM
documentation.

The SRM server database can be on the same server as vCenter, on the SRM server host, or
on a separate host. The location depends on the architecture of your IT landscape and on the
database that is used.
Information about compatibility for SRM server versions are at the following locations:
» Version 5.X:
https://www.vmware.com/support/srm/srm-compat-matrix-5-0.html
» Version 4.X:
http://www.vmware.com/pdf/srm_compat matrix 4 x.pdf
» Version 1.0 update 1:
http://www.vmware.com/pdf/srm_101 compat matrix.pdf
» Version 1.0:

http://www.vmware.com/pdf/srm_10_compat matrix.pdf
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7.2.1 Installing and configuring the database environment

This section illustrates the step-by-step installation and configuration of the database
environment for the VMware vCenter and SRM server. The example uses Microsoft SQL
Server 2005 Express and Microsoft SQL Server Management Studio Express as the
database environment for the SRM server. Microsoft SQL Express database is installed on
the same host server as vCenter.

The Microsoft SQL Express database is available at no additional cost for testing and
development purposes. It is available for download from the Microsoft website at:

http://www.microsoft.com/downloads/en/details.aspx?FamilyID=3181842A-4090-4431-ACD
D-9A1C832E65A6&displaylang=en

The graphical user interface for the database can be downloaded for at no additional cost
from the Microsoft website at:

http://www.microsoft.com/downloads/details.aspx?FamilyId=C243A5AE-4BD1-4E3D-94B8-5
AOF62BF7796&DisplayLang=en

Further Information: For specific requirements and details about installing and
configuring the database application, see the database vendor and VMware
documentation for SRM.

Installing the Microsoft SQL Express database
After you download the Microsoft SQL Express software, start the installation process:

1. Double-click SQLEXPR.EXE in Windows Explorer, as shown in Figure 7-67. The
installation wizard starts.

. distr IS[=] B3

9 C_}V | + Computer = Local Disk (C:) = diskr v l‘EJ I Searhit 2

Organize Includein library »  Sharewith +  Rew folder 4= - E:l 9

-

'~ Favorites =1 Mame “ Date modified | Type | Size: | |

B Deskiop 4 [m5qLERPR 10/4/20104:09PM  Application 54,791 KB

g Downloads ﬁl SQLServer2005_SSMSEE_x64 10/4/2010 4:11 PM wWindows Installer P... 39,947 KB
] Recent Flaces

4 Libraries
j Documents
@' Music
| Pictures

E Videos

18 Computer

&L, Local Disk ()

€l Metwork x|

2 items

Figure 7-67 Starting Microsoft SQL Express installation

2. Proceed through the prompts until you reach the Feature Selection window shown in
Figure 7-68 on page 162. Select Connectivity Components for installation. Click Next.
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i'é‘- Microsoft SQL Server 2005 Express Edition Setup ]

Feature Selection
Select the program Features you want installed,

Click an icon in the Following list ko change how a Feature is installed,

" i~ Feature description
_Q.LI Database Services Creates the Data folder in the

Data Files destination shown under Installation
¥_~ | Replication Path,

H =3 ~ | Shared Tools
= Qvl Client Components

= ~ | Connectivity Components
¥~ | Software Development Kit

This feature requires 99 MBE on your
hard drive.

i~ Installation path

c:\Program Files (x86)\Microsoft SCL Server) Browse. .. |
Disk Cost, .. |

Help | < Back | Mext = I Cancel |

Figure 7-68 List of components for installation

3. The Instance Name window is displayed, as shown in Figure 7-69. Select Named
instance and type SQLExpress, and click Next. This name is also used for SRM server
installation.

i'é‘- Microsoft SQL Server 2005 Express Edition Setup ]

Instance Name

‘fou can install a default instance or you can specify a named
instance.

Provide a name for the instance, For a default installation, click Default instance and click.
Mext, To upgrade an existing default instance, click Default instance. To upgrade an existing
named instance select Mamed instance and specify the instance name.

" Default instance

(+' Mamed instance

|SQLExpress

To view a list of existing instances and components click on Installed instances.

Installed instances |

Help | < Back | Mext = I Cancel |

Figure 7-69 Instance naming

4. The Authentication Mode window is displayed, as shown in Figure 7-70 on page 163.
Select Windows Authentication Mode for a simple environment. Depending on your
environment and needs, you might need to choose another option. Click Next. The
Configuration Options window is displayed as shown in Figure 7-71 on page 163.
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i'é‘- Microsoft SQL Server 2005 Express Edition Setup ] I

Authentication Mode

The authentication mode specifies the security used when
connecking ko SGL Server,

Select the authentication mode to use for this installation.

& windows Authentication Mode

" Mixed Mode (Windows Authentication and SQL Server Authentication)

Specify the sa logon password below:

Enter password:

Confirm password:

Help | < Back | Mext = I Cancel
Figure 7-70 Selecting the type of authentication

5. Select Enable User Instances and click Next. The Error and Usage Report Settings
window is displayed as shown in Figure 7-72 on page 164.

i'é‘- Microsoft SQL Server 2005 Express Edition Setup ]

Configuration Options
Configure user and administrator accounts

2
This option enables users without administrator permissions ko run a separate
instance of the SQL Server Express Database Engine.

™ add user to the SQL Server Administrator role

This option adds the user who is running the SQL Server Express installation program
to the SCL Server System Administrator role, By default, users on Microsoft Windows
‘ista operating system are not members of the SQL Server System Administrator role,

Help | < Back | Mext = I Cancel

Figure 7-71 Selecting configuration options

6. Select whether you want to report errors to Microsoft Corporation, and click Next.
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i'é‘- Microsoft SQL Server 2005 Express Edition Setup E3

Error and Usage Report Settings

Help Microsoft improve some of the SOL Server 2005 components
and services,

Automatically send Error reports For SQL Server 2005 to Microsoft or your corporate
error reporting server, Error reports include information regarding the condition of SCQL

[~ Server 2005 when an error occurred, vour hardware configuration and other data. Error
reports may unintentionally include personal information, which will not be used by
Microsoft,

Automatically send Feature Usage data for SQL Server 2005 to Microsoft, Usage data
[ includes anonymous information about your hardware configuration and how you use our
software and services.

By installing Microsoft SQL Server 2005, SQL Server and its components will be configured to
automatically send Fatal service error reports to Microsoft or a Corporate Error Reporting
Server, Microsoft uses error reports to improve SQL Server functionality, and treats all
information as confidential.

Help | < Back | Mext = I Cancel

Figure 7-72 Configuration on error reporting

7. The Ready to Install dialog window is displayed, as shown in Figure 7-73. Start the MS
SQL Express 2005 installation process by clicking Install. If you decide to change
previous settings, you can go backwards by clicking Back.

{i& Microsoft SQL Server 2005 Express Edition Setup E3

Ready to Install
Setup is ready to begin installation,

Setup has enough information ko start copying the program files, To proceed, click Install. To
change any of your installation settings, click Back, To exit setup, click Cancel,

The following components will be installed:

. SOL Server Database Services
(Database Services)

The following components that you selected will not be
changed:

. Client Components

Help | < Back | Install I Cancel

Figure 7-73 Ready to install

8. After the installation process is complete, the dialog window shown in Figure 7-74 on
page 165 is displayed. Click Next to complete the installation procedure.
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9. The final dialog window displays the results of the installation process, as shown in

Installing SQL Server Management Studio Express
To install the visual tools to configure the database environment:

1. Download the SQL Server Management Studio Express installation files from the

F Microsoft SOL Server 2005 Setup E

Setup Progress
The selected components are being configured

Product: | Status

@SQL Setup Support Files Setup finished
(501 Mative Client Setup Finished
(501 ys3 wiriter Setup Finished
@SQL Server Database Services Setup finished

== Back Mexk = Cance

Figure 7-74 Install finished

Figure 7-75. Click Finish to complete the process.

Completing Microsoft 5QL Server 2005 Setup
Setup has finished configuration of Microsoft SQL Server 2005

F Microsoft SOL Server 2005 Setup E

Refer to the setup error logs For information describing any Failurels) that occurred during
setup, Click Finish ko exit the installation wizard,

Sumrary Log
To minimize the server surface area of SOL Server 2005, some features and services are

disabled by default For new installations. To configure the surface area of SOL Server, use the

Surface Area Configuration tool,

Express

+ Forimproved manageability and security, SQL
Server 2005 provides more control over the SQL
Server surface area on your gystem. To minimize
the surface area, the following default
configurations have been applied to your
instance of SQL server:

Configuring and Managing 50QL Server j

o TCRIP connections are dizabled LI

- Blnmd Dl ie Ainoblad

Help | Finish |

Figure 7-75 Install completion

Microsoft web site.

Start the installation process by double-clicking SQLServer2005_SSMSEE_x64.msi in

Windows Explorer, as shown in Figure 7-76 on page 166.
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@<_)v | . = Computer - Local Disk {C:) = Diskr

w m I Search Distr

Organize Includein library »  Sharewith +  Rew folder

.0 Favorites

| Date modified | Type Size

B Deskiop
g Downloads

=] Recent Places

4 Libraries

3 Documents LI

10/4/2010 10:18 PM
10/4/2010 4:11 FM

Application 56,049 KB

‘Windows Installer P, 39,947 KB

Figure 7-76 Starting installation for Microsoft SQL Server Management Studio Express

After clicking the file, the installation wizard starts. Proceed with the required steps to

complete the installation.

The Microsoft SQL Server Management Studio Express software must be installed at all

locations involved in your continuity and disaster recovery solution.

3. Create additional local users on your host by clicking Start and selecting Administrative

Tools —» Computer Management, as shown in Figure 7-77.

g Wiware vSphere Client ( g _'é .

W
‘ 7=
e Internet Explorer —
L

O o Prompt Administrator

e Documents
y ’ Motepad
-
Li S0L Server Management Studio CenpuEy
Express
Mebwork

y Storage Explorer
il

ié Local Security Palicy

Control Panel

Devices and Printers

Help and Support

Run...

3 All Programs Windows Security

Remote Deskiop Services 3
Active Directory Lightweight Directory Services Setup Wizard
Active Directory Module For Windows PowerShell

Active Directory Sites and Services

ADSI Edit

Component Services

*RNEBE-

Manages disks and provides access ko other tools to mar|

Data Sou
Ellocal and remoke compukers,

Event Yi
ISCST Initiakar

Local Security Palicy

) [ & & D]

Performance Monitor

e

Security Configuration \Wizard
Server Manager

Services

Share and Storage Management

Storage Explorer

)W B ] e

Syskem Configuration
Task Scheduler

I/_
Lt/

‘Windows Firewall with Advanced Security

o1 Y

‘Windows Memory Diagnostic

J

£4) Windows PowerShell Modules
4 @ ‘Windows Server Backup

I Search programs and files

@J Log off >|

Figure 7-77 Running Computer Management

4. Navigate to the subfolder Computer Management (Local)\System Tools\Local Users and

Groups and then right-click Users. Click New User.
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5. The New User window is displayed, as shown in Figure 7-78. Enter details for the new

user, and click Create. You need to add two users: One for the vCenter database and one
for the SRM database.

Full name:

Description:

New User

Uszer name: IVCenter

IvEenter Uszer

IUser far wCenter

Password:

Confirm password:

I Wser must change password at nest logon

™ User cannat change password

r

Account is disabled

Help |

Create I Cloze

Figure 7-78 Adding a user

6. Configure one vCenter database and one SRM database for each site. The examples
provide instructions for the vCenter database. Repeat the process for the SRM server

database and the vCenter database at each site. Start Microsoft SQL Server Management

Studio Express by clicking Start — All programs — Microsoft SQL Server 2005 and
then click SQL Server Management Studio Express (Figure 7-79).

e
e

Internet Explorer (64-bit)
Internet Explorer

' windows Update
. Accessories
| Administrative Tools

. Maintenance
| Microsoft SQL Server 200

. Configuration Tools

. Startup
. WMware

anagement Studio

4

Back.

&

Administrator

Documents

Computer

Mebwork

Control Panel

Devices and Printers

Administrative Tools

Help and Support

Run...

‘Windows Security

I |Search programs and Files

@ Log off >|

5 o

=

7-79 Starting MS SQL Server Management Studio Express
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7. The login window shown in Figure 7-80 is displayed. Do not change any of the values in
this window. Click Connect.

Microsoft A Windows Server System
SQL Server200s

Server type: IDatabase Engine j

Server name: j

Authentication: IWindows Authentication j

User name: IXSBSD-LAB-BVS\Administrator j

Paszmard: I
™| Remember password
’ml Cancel | Help | Options »» |

Figure 7-80 Login window for MS SQL Server Management Studio

8. After successful login, the MS SQL Server Management Suite Express main window is
displayed (Figure 7-81). In this window, use configuration tasks to create databases and
logins. To create databases, right-click Databases, and select New database.

E New D =] 3
Selectapa S Script m Help
A General
% Opi
- F.p 1o [atabaze name: Ivcenter_recovery_sitel
2 Filegroups
Dwner: |<default> |

I~ Use fulltest indewing

Databaze files:

Logical Mame | File Type | Filegroup Initial Size [ME] | Autogrowth
veenter_reco..  Data PRIMARY 2 By 1 ME, unrestricted growth
voenter_reco...  Log Mot Applicable 1 By 10 percent, unrestricted growth

Server
#36E0-LAE-EV3

Connection:
#3650-LAB-6 IAdministrator

3¢ View connection properties

Feady 4 I | _>|
Add | Eemove |
oK I Cancel |

o

Figure 7-81 Add database window

9. Enter the information for the database name, owner, and database files. In this example,

only the database name is set, leaving all others parameters at their default values. Click
OK to create your database.
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10.Check to see whether the new database was created using the Object Explorer. Expand
Databases — System Databases, and verify that there is a database with the name you
entered. In Figure 7-82, the names of the created databases are circled in red. After
creating the required databases, you must create a login for them.

icrosoft SOL Server Management Studio Express

File Edit View Tools ‘Window  Community  Help

EH B E RS

Summary] - X
o8&
= [ System Databases L] Data bases
lJ master ¥3650-LAB-6Y3\Databases 3 Itemis)
| ) model
| ) msdb
SRPES Marne |
| wilenter DB E3 5vsl
_ lJ vFenter_recovery_site H—1 U vCenter_DB
= ; lJ weenker_recovery_site
3 Logins —
o5 BUILTINAdministrators
o8] BUILTIMN U sers

A NT AUTHORITY\SYSTEM

)
Gl 53
ﬁ #3650-LAE-6Y35QLServer2005M55QLUser§ 2 3650-LAB-6Y 3$MS50
[ Server Roles -
| | »
Ready 4

Figure 7-82 Verifying that the database is created

11.Right-click the subfolder logins, and select new login in the window (Figure 7-83 on
page 170). Enter the user name, type of authentication, default database, and default
code page. Click OK. Repeat this action for the vCenter and SRM servers databases.
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B Login - New IS[=] 3

Select S Script ~ m Help

A General

A Server Fioles .

27 User Mapping Login name: IXSBSD-LAB-BVS\vcenter Search... |
L Securables & Wwindows authertication

A Satus

7 SOL Server authentication

Fazsword: I

Confirm password: I

¥ | Enforce password policy
¥ | Enforce password expiration

¥ | Wser must change password at nest login

| WMappedito certificate

Certificate name: I

| WMapped to asymmetic key

Key name: I
Server =
3IER0-LAB-EV3 Default databasze: wCenter
Cannection: Drefault language: I <defaults j

#3650-LAB-6 IAdministrator
3¢ View connection properties

oK I Cancel | P

%

Figure 7-83 Defining database logins

12.Now grant rights to the database objects for these logins. Right-click Logins on the
vcenter user login, and select Properties.

13.A new window opens, as shown in Figure 7-84 on page 171. Select User Mappings, and
select vCenter database in the upper-right pane. In the lower-right pane, select the
db_owner and public roles. Finally, click OK, and repeat those steps for the srmuser.
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E Login Properties - X3650-LAB-6¥3' yvcenter

Select S Script = m Help
A General
A Server Fioles o
_,@ U kgt Uszers mapped to this login:
147 Securables Map | D atabase Uszer Default Schema
A Satus - master
- model
- mzdb
r

: X3650-LAB-EY Fvveenter [
- voenter_recovery_site

™| Guest acoount enabled for: wCenter DB

[atabaze role membership for: ¥Center_DE

[ db_accesszadmin
[] db_backupoperator

>S<S:3VSEDE-LAB-BV3 [[] db_datareader

[] db_datavriter
Connection: - [] db_ddladmin
#3B50-LAB-B IAdministrator [ db_denydatareadsr
47 View connection properties S db_denydatawriter

NEr
[ db_securityadmin
[wl public

Figure 7-84 Granting the rights on a database for the login created

You are ready to configure the ODBC data sources for the vCenter and SRMDB
databases on the server you plan to install them on.

14.To configure ODBC data stores, click Start in the Windows desktop task bar, and select
Administrative Tools — Data Source (ODBC). The ODBC Data Source Administrator
window is now open, as shown in Figure 7-85.

15.Click the System DSN tab, and click Add.

ﬂ ODBC Data Source Administrator [ %]

"UserDSM  System DSM | File DSM I Driversl Tracingl Connection Poolingl About I

System Data Sources:

I ame Criver | Add... |

RLEIERITE MR SOL Mative Client
Remove |

An DDBC System data source stores information about how to connect to
EI; the indicated data provider. A System data source iz vizible to all uzers
on this machine, including MT services.

QK | Cancel | Apply Help

Figure 7-85 Selecting system DSN
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16.In the Create New Data Source window, Figure 7-86, select SQL Native Client, and click

Finish.
Select a driver for which you want to et up a data source.
. ergion | Compary
o 2005.90.4035.00  Microzoft Corporat
0 _E_ SOL Server E.01.7600.16385  Microsoft Corporat
[l
4] | i

< Back I Finish I Cancel
Figure 7-86 Selecting SQL driver

17.The window shown in Figure 7-87 opens. Enter information for your data source, such as
the name, description, and server, for the vcenter database. In the example, the
parameters are set as follows:

— Name parameter to vcenter
— Description parameter to database for vmware vcenter
— Server parameter to SQLEXPRESS.

Click Next.

Create a New Data Source bo SOL Server E

Thiz wizard will help you create an ODBLC data source that you can use to
connect to SOL Server.
Microsaft:

SQL Server 2005 ‘what name do you want to use to refer to the data source?

M ame: Ivcenter

How do you want to describe the data source?

E ﬁ D escription: Idatasource for woenter databasze
--- Wwhich SOL Server do pou want to connect ta?
-- Server

Finizh I Mext » | Cancel | Help

Figure 7-87 Defining data source name and server

18.The window shown in Figure 7-88 on page 173 opens. Select With Integrated Windows
Authentication and Connect to SQL Server to obtain default settings to the
additional configuration options, and click Next.
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Create a New Data Source bo SOL Server E

How should SGL Server verify the authenticity of the login 107

Microsaft:

SQL Server 2005 % ith Integrated Windows authentication.

‘wiith SOL Server authentication uzing a login 1D and password
entered by the uzer.

v Connect to SGL Server to obtain default settings for the

‘- additional configuration options.
N
[

Lagin |0 IAdministrator

Fazsword: I

< Back I Mext » I Cancel Help

Figure 7-88 Selecting authorization type

19.Select Change default database, vCenter_DB, and the two check boxes as shown in
Figure 7-89. Click Next. The window shown in Figure 7-90 is displayed.

Create a New Data Source bo SOL Server E

V¥ Change the default database to:

Microsaft:

SQLServer 2005

Mirrar server:

[T Attach databass filename:

V' Use ANSI quated identifiers.

(-
--- V' Use ANSI nulls, paddings and warnings.
[

< Back I Mext » I Cancel | Help

Figure 7-89 Selecting default database for data source

20.Select Perform translation for the character data and then click Finish.

Create a New Data Source bo SOL Server E
[~ Change the language of SOL Server system messages to:
Microsaft: -
SQL Server 2005 |Engish =l

[~ Use strong encryption for data

¥ Perform translation for character data

Uze regional gettings when outputting currency, numbers, dates and
r times.

‘- [~ Save long running queries to the log file:

--- IE:\Users\ADMINI"‘I\AppData\LocaI\Teme\QUE Erowse... |
Long query time [millizeconds): IBDDDD

™ Log ODBC driver statistics to the log file:

IE:\U zershADMINI~1\AppD atatLocalh Temph2h S TA Browse... |

< Back I Finizh I Cancel | Help |

Figure 7-90 SQL server database locale-related settings
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21.In the window shown in Figure 7-91, inspect the information for your data source
configuration, and click Test Data Source.

ODBC Microsoft SQL Server Setup E

A new ODBC data source will be created with the following
configuration:

Microsoft SOL Mative Client Yersion 09.00.4035 ;I

D ata Source Mame: voenter

[rata Source Description: datasource for voenter database
Server: X3650-LAB-PV1MSOLEXPRESS

Uze Integrated Security: Yes

Databaze: vCenter_DE

Language: [Default)

[rata Encryption: Mo

Trust Server Certificate: Mo

Multiple Active Result Setz(MARS]: Mo
Mirror Server:

Translate Character Data: ves

Log Long Running Queries: Mo

Log Driver Statistics: Mo

Usze Regional Settings: Mo

Usze &MSI Quoted Identifiers: Yes

Use ANSI Mull, Paddings and Warnings: Yes

-]

| Test Data Source... I oK | Cancel |

Figure 7-91 Testing data source and completing setup

22.The window shown in Figure 7-92 indicates that the test completed successfully. Click OK
to return to the previous window and then click Finish.

- Test Results
Microsoft SOL Mative Client Yersion 09.00.4035 ;I

Running connectivity tests. .

Attempting connection
Connection established
erifying option settings
Dizconnecting from server

TESTS COMPLETED SUUCCESSFULLY!

Figure 7-92 Results of data source test
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23.You are returned to the window shown in Figure 7-93. You can see the list of Data Sources
defined system-wide. Check the presence of the vecenter data source.

"UserDSM  System DSM | File DSM I Driversl Tracingl Connection Poolingl About I

System Data Sources:

Marme | DCiriver | Add... I

voenter SOL Mative Client

Whiware VitualCenter SOL Native Client Remove |
Configure... |

An DDBC System data source stores information about how to connect to
the indicated data provider. A System data source iz vizible to all uzers
on this machine, including MT services.

QK | Cancel | Apply Help

Figure 7-93 Defined system data sources

Install and configure databases on all sites that you plan to include into your business
continuity and disaster recovery solution.

Now you are ready to proceed with the installation of vCenter server, vCenter client, SRM
server, and SRA agent.

7.2.2 Installing the vCenter server

This section illustrates the step-by-step installation of vCenter server under Microsoft
Windows Server 2008 R2 Enterprise.

Further Information: For detailed information about vCenter server installation and
configuration, see the VMware documentation. This section includes only common, basic

information for a simple installation used to demonstrate SRM server capabilities with the
IBM XIV Storage System.

Perform the following steps to install the vCenter Server:

1. Locate the vCenter server installation file (either on the installation CD or a copy you
downloaded from the Internet).

2. Follow the installation wizard guidelines until you reach the step where you are asked to
enter information about database options.
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3. Choose the database for vCenter server. Select the Using existing supported database
option, and enter vcenter as the Data Source Name as seen in Figure 7-94. The name of
the DSN must be the same as the ODBC system DSN that was defined earlier. Click Next.

i'é’- ¥Mware vCenter Server E I

Database Options

Select an ODEC data source For wCenker Server,

vCenter Server requires a database,

™ Install a Microsoft SQL Server 2005 Express inskance (for small scale deployments)

% Use an existing supported database

Data Source Mame (DSM): I vCEnter j

ImstallShield

< Back. | ek = I Zancel

Figure 7-94 Choosing database for vCenter server

4. In the window shown in Figure 7-95, type the password for the system account, and click
Next.

i'é" ¥Mware vCenter Server E I

vCenter Server Service

Enter the wZenker Server service account information,

Configure the wCenter Server service ko run in the SYSTEM account or in a user-specified
account in the domain,

[~ Use SYSTEM Sccount

Account name: |.C\dministratnr
Account password: | Y YTIII
Zonfirm the password: | sessssses

SECIURITY ADWISORY: The wlenter Server installer grants the "Log on as a service” right
to user-specified accounts,

Imstallshield

< Back | Mext = I Zancel

Figure 7-95 Requesting password for the system account
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5.

6.

In Figure 7-96, choose a Linked Mode for the installed server. For a first time installation,

select Create a standalone VMware vCenter server instance. Click Next.

ii;‘!&"' ¥Mware vCenter Server E I

vCenter Server Linked Mode Options

Install this VMware wCenter Server instance in linked mode or standalane mode,

To configure linked mode, install the First wCenter Server instance in standalone maode. Install
subsequent wCenter Server instances in linked mode,

{* Create a standalone YMware vCenter Server instance

IJse this option For standalone mode or For the First wCenter Server inskallation when wou
are Forming a new linked mode group.,

Juin a ¥Mware vCenter Server group using linked mode to share
information

IJse this option for the second and subsequent wCenter Server installations when wou
are Forming a linked mode group.

ImstallShield

< Back. | ek = I Zancel

Figure 7-96 Selecting Linked Mode options for the vCenter server

In the window shown in Figure 7-97, you can change default settings for ports used for
communications by the vCenter server. For most implementations, keep the default

settings. Click Next.

i'é" ¥Mware vCenter Server E I

Configure Ports

Enter the connection infarmation For wCenter Server,

HTTPS pork: 43
HITP part: 0
Heartheat port (LDP): 0z

Weh Services HTTP port:

Web Services HTTPS part:

P

Web Services Change Service Maotification park:

LDAP Pork: 359
S5L Part: 536
Installshield

< Back | Mext = I Cancel

Figure 7-97 Configuring ports for the vCenter server
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7. In the window shown in Figure 7-98, select the required memory size for the JVM used by
vCenter Web Services according to your environment. Click Next.

i'él‘ ¥YMware vCenter Server I

¥Lenter Server I¥M Memory

Select wlenter Server Web services I memory configuration,

To optimally configure wour deployment, please seleck which wCenter Server configuration
best describes wour setup,

Irvventory Size Mazirnurn Mernory

f* small {less than 100 hosts) 1024 MB

™ Medium {100-400 hosts) 2043 MB

™ Large {more than 400 hosts) 4096 MEB
Installshield

< Back | ek = I Zancel

Figure 7-98 Setting inventory size

8. The window shown in Figure 7-99 indicates that the system is now ready to install
vCenter. Click Install.

i'él‘ ¥YMware vCenter Server I

Ready to Install the Program

The wizard is ready to begin installation.

Click Install ko begin the installation,

IF wou wank to review ar change any of wour installation settings, click Back, Click Cancel ko
exit the wizard.

Installshield

< Back | Install I Cancel

Figure 7-99 Ready to Install the Program window
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9. After the installation completes, the window shown in Figure 7-100 is displayed. Click
Finish.

i'-.%l' ¥Mware vLCenter Server [ %] I

Installation Completed

Whlware wCenter 3erver has been installed successfully, Click
Fimish ko exit the wizard.

VMware vCenter”

Server 4.1

Figure 7-100 The vCenter installation is completed

You need to install vCenter server on all sites that you plan to include as part of your business
continuity and disaster recovery solution.

7.2.3 Installing and configuring vCenter client

This section illustrates the installation of the vSphere Client under Microsoft Windows Server
2008 R2 Enterprise.

Note: For detailed information about vSphere Client, and complete installation and
configuration instructions, see the VMware documentation. This chapter includes only
basic information about installing the vSphere Client and using it to manage the SRM
server.

Locate the vCenter server installation file (either on the installation CD or a copy you
downloaded from the Internet). Running the installation file displays the vSphere Client
installation wizard welcome dialog. Follow the installation wizard instructions to complete the
installation. You need to install vSphere Client on all sites that you plan to include in your
business continuity and disaster recovery solution.
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After you finish installing SQL Server 2005 Express, vCenter server, and vSphere Client,
place existing ESX servers under control of the newly installed vCenter server. To perform
this task, follow these instructions:

1. Start the vSphere Client.

2. In the login window shown in Figure 7-101, type the IP address or system name of your
vCenter server, and a user name and password. Click Login.

Mware ¥Sphere Client [ %]

vmware

VMware vSphere™

(Client

To directly manage a single host, enter the IP address or host name.
To manage mulkiple hosts, enter the IP address or name of a
wenter Server.

IP address | Mame: |9. 155.59.69 j
User name: Iadministrator
Password: I*********|

I Use Windows session credentials

Login I Close | Help

Figure 7-101 vSphere Client login window

3. Add the new data center under control of the newly installed vCenter server. In the main
vSphere Client window, right-click the server name, and select New Datacenter, as shown
in Figure 7-102.

%) X3650-LAB-6¥3 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E @ |E} Home b gF] Inventory b [E] Hosts and Clusters

o E
() [#3650;LaE-A 3 iR 56669 YMware vCen|
[j Mew Folder Chrl+F
Wirtwal Machi

|L:I Mew Datacenter Chrl+D SEESIREEh
Add Permission... Chrl+P nter add a hd
Alarm »
Open in Mew Window...  Crrl+-AlE+HN enter Server
EEmoie et up vienter Seny
Rename Enter.

A datacenter containg all inventary o
virtual machines. You might need on
companies might use multiple datacy

Figure 7-102 Defining the data center
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4. Enter a new name for the data center, as shown in Figure 7-103.

|J-_T,J X3650-LAB-6¥3 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

5| Protected site]

@ E3 |Q Home [ gF] Inventory b @ Host:
+ L

[ Es|

][4 | %3650-LAB-6Y3 X3650-LAB-6Y3, 9

etting Started Wyl

Figure 7-108 Specifying the name of the data center

5. The Add Host wizard is started. Enter the name or IP address of the ESX host, user name

for the administrative account on this ESX server, and the account password

(Figure 7-104). Click Next.

5 Add Host Wizard

Specify Connection Settings

IS[=] E3

Type in the information used to connect to this host,

Connection Settings
Host Surnrnary

Wirtual Machine Location
Ready to Complete

— Connection

Enter the name or IP address of the host to add to wCenter,

Host: 9.155.66.218

— Authorization

Enter the administrative account information For the host, wSphere Client will
use this information ko connect to the host and establish a permanent
account For its operations.

Username: Imot

Password: I********l

Help |

= Back | MNext = I Cancel |

4

Figure 7-104 Specifying host name, user name, and password
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6. Verify the authenticity of the specified host, as shown in Figure 7-105. If it is correct, click
Yes to continue to the next step.

Security Alert [ <]

@ % Unabls to verify the authenticity of the specified host,
1§ Il The SHAL thumbprint of the certificate is:

Z00TE4E 71808 4 ER 05 AC 20045 A1 4EBT 15F7 I 5DNFCS
9
Do you wish to proceed with connecting anyway?

Choose "Yes" if you trust the host, The above information will
be remembered until the host is removed From the inventory,

Choose "No" to abort connecting to the host at this time,

es | Mo I

Figure 7-105 Verifying the authenticity of the specified host

7. Verify the settings discovered for the specified ESX host, as shown in Figure 7-106. Check
the information, and, if all is correct, click Next.

5 Add Host Wizard =] 3 N

Host Information
Review the product information For the specified host,

Connection Sethings

‘fou have chosen to add the Following host ko wCenter:
Host Summary

Assign License Mame: 9.155.66.218
Wirtual Machine Location Vendor; 1Em

Model: IBM System x3650 -[7979H5Y]-
Ready to Complete Yersion: Yhware ESX 4.1.0 build-260247

virtual Machines:
hislest1spl _sitel
Ghsalioug
GfivCenter_sitel
Ghwzks_sitel

4 |»]

Help | < Back | Mext = I Cancel |

4

Figure 7-106 Configuration summary of the discovered ESX host
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8. Select ESX host in evaluation mode or enter a valid license key for the ESX server, as
shown in Figure 7-107. Click Next.

Assign License

Assign an existing or a new license key to this host,

5 Add Host Wizard =] 3 H

Connection Sethings
Host Surriary

Assign License
Wirtual Machine Location
Ready to Complete

' Assign an existing license key to this host

Product: | Available |
= Evaluation Mode
O (Mo License Key)
[ w3phere 4 Enterprise Plus (1-12 cores per C... 14 CPUs
(®)| K5681-QLOSH-28Y39-03182-A44PM 14 CPUs

" Assign a new license key to this host

Enter Key... | |
Product: wSphere 4 Enterprise Plus (1-12 cores per CPLUY
Capacity: 16 CPUs
Avalable: 14 CPUs
Expires: 9f7/z011
Label:

Help |

< Back | Mexk = I Cancel |

4

Figure 7-107 Assigning license to the host

9. Select a location for the newly added ESX server, as shown in Figure 7-108, and click

Next.

5 Add Host Wizard

Yirtual Machine Location

Select a location in the wCenter Server inventory For the host's virtual machines,

IS[=] E3

Connection Sethings

Host Surriary

Assign License

Yirtual Machine Location

Select a location For this host's virbual machines.
|5 |Protected site

Help |

< Back | Mexk = I Cancel |

4

Figure 7-108 Selecting the location in the vCenter inventory for the virtual machines of the host
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10.The window shown in Figure 7-109 summarizes your settings. Check the settings and, if
they are correct, click Finish.

%) Add Host Wizard =] B3 H

Ready to Complete
Review the options you have selected and click Finish to add the host,

Connection Settings
Hast Sumrmary Review this summary before finishing the wizard,

Assign License

Yirtual Machine Location Host: 2:155,66,218
S e e e Yersion: Whware ESY 4.1.0 build-260247
Ready to Complete Mebworks: WM Metwork

Datastores: datastorel
*IMO3_sitel

Help | < Back | Finish I Cancel |

4

Figure 7-109 Review summary

You return to the vSphere Client main window as shown in Figure 7-110.

[ %3650-LAB-6¥3 - vSphere Client

File Edit W¥iew Inventary Administration Plug-ins Help

E E ‘@ Home b gF] Ineerntory [ Eﬂ Hosts and Cluskers
B & @
5 [1) #3650-LAB-6Y3

=] I_Il Protected site

= [ [5.155.66.218

9.155.66.218 ¥YMware ESX, 4.1.0, 260247
Surnimnary

Getting Started Wirtual Machines

(3 sleslispl_sitel

(B so10u9 What is a Host?

3 vCenter_sitel :

I3 wizka_sitel & host s 3 computer that uses virtualization sofl

as ESX or ES, to run wirtual machines, Hosts
CPU and memory resources that virtual machin
give virtual rachines access to storage and ne
connectivity.

Figure 7-110 Presenting inventory information about ESX server in the vCenter database

Repeat all these steps for all the vCenter servers you want to include into your business
continuity and disaster recovery solution.

7.2.4 Installing the SRM server

This section describes the basic installation tasks for the VMware SRM server version 4.X or
5.X under Microsoft Windows Server 2008 R2 Enterprise. To install VMware SRM server:

1. Locate the vCenter server installation file, either on the installation CD or a copy you
downloaded from the Internet.

Run the installation file.

3. The Welcome window for the vCenter Site Recovery Manager wizard is displayed, as
shown in Figure 7-111 on page 185. Click Next, and follow the installation wizard
guidelines.
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i'é‘- ¥Mware ¥vCenter Site Recovery Manager E

Welcome to the installation wizard for
¥Mware vCenter Site Recovery Manager

The installation wizard will install YMware vCenter Site
Recovery Manager on your computer, To continue, click Mext,

VMware vCenter
Site Recovery
Ma na g e r :’histprogram is protected by copyright law and international

Euild version: 4.1.0,3438 Mext = I Cancel |

Figure 7-111 SRM Installation wizard welcome message

Provide the vCenter server IP address, vCenter server port, vCenter administrator user

name, and password for the administrator account (Figure 7-112). Click Next.

i'-‘%' ¥Mware ¥vCenter Site Recovery Manager E

¥Mware vCenter Server J
Enter wCenter Server information for Wiware vCenter Site Recovery Manager - |
reqgistration,

—wiCenker Server Credentials

Registration requires administrator credentials in order to access vCenter Server,

wCenter Server Address: |9. 155.66.69

wiZenker Server Pork: Iag

wiZenker Server Username: |administrat0r

wiZenker Server Password: | cessssnns

InistallShield

< Back I Mexk = I Cancel

Figure 7-112 SRM settings on paired vCenter server
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5. You might get a security warning similar to Figure 7-113. Check the vCenter server IP
address and, if it is correct, click OK.

¥Mware ¥vCenter Site Recovery Manager E

Security \Warning:

‘fou are about to install a certificate from a certificate authority
(A claiming to
represent:

9.155.66.69

The wCenter Server certificate does not have a DNS value
matching '9,155.66,69',

‘fou mavy, optionally, if you know the correct thumbprint For the
real vCenter Server

certificate and it matches the one received by this installer, have
the Site Recovery

Manager accept any certificate with that thumbprint as being walid
for that wCenter

Server,

The received certificate's thumbprint {shall is:
CEi42:67:28:C6:94:256:07:86: C5: 1E:22: D AR 1E 4F ELFFIAE 4
2

Do you wish to accept the thumbprint?

es Mo |

Figure 7-113 Certificate acceptance window

6. Select Automatically generate certificate, as shown in Figure 7-114, and click Next.

i'é‘- ¥Mware ¥vCenter Site Recovery Manager E

Certificate Type Selection

Choose a certificate method for authentication,

- Certificate Source
Select a certificate source,
' automatically generate a certificate.

Select this option if you wish to use an automatically generated certificate.

7 Use a PKCS#12 certificate File,

‘fou will be prompted ko select a PKCS#12 certificate and optional password.

InistallShield

< Back. I Mext = I Cancel
Figure 7-114 Selecting certificate type

Tip: If your vCenter servers are using NON-default (that is, self signed) certificates,
select Use a PKCS#12 certificate file. For more information, see the VMware vCenter
Site Recovery Management Administration Guide at:

http://www.vmware.com/pdf/srm_admin_4 1.pdf
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7. Enter details, such as organization name and organization unit, that are used as
parameters for certificate generation (Figure 7-115). When complete, click Next.

i'é‘- ¥Mware ¥vCenter Site Recovery Manager E I

Certificate Generation

Enter information For certificate generation,

r— Certificate Organization

Enter a name for the organization and organization unit,

Organization: JtEm

Organization Unit: |ITSO|

InistallShield

< Back I Mext = I Cancel |

Figure 7-115 Setting up certificate generation parameters

8. The window shown in Figure 7-116 asks for general parameters pertaining to your SRM
installation. Provide the location name, administrator email, additional email, local host IP
address or name, and the ports to be used for connectivity. When complete, click Next.

i'é‘- ¥Mware ¥vCenter Site Recovery Manager E

¥Mware vCenter Site Recovery Manager Extension

Enter info to register the YMware vCenter Site Recovery Manager extension,

Enter a name for this site's installation. It must be unique across all YMware vCenter Site
Recovery Manager installations, You must also enter at least one e-mail address for
administrators to receive notifications. Additionally, select the address for the local host and
port numbers ko use For server network traffic,

Local Site Hame: |Site recovery project

Administrator E-mail: |jehne@de.ibm.com

Additional E-mail: I

Local Host: I 9.155.66.69 j
Listener Ports: SOAP Port:  Isnos HTTP Part:  fapas

AP Liskener Port: SOAP Park: Igoo?

InistallShield
< Back I Mext = I Cancel |

Figure 7-116 General SRM server settings for the installation location
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9. Enter parameters related to the database that was previously installed, as shown in
Figure 7-117. These parameters are types of the database, ODBC System data source,
user name and password, and connection parameters. Click Next.

i'é‘- ¥Mware ¥vCenter Site Recovery Manager E

Database Configuration

Enter YMware vCenter Sike Recovery Manager database information,

i~ Database Information
Select database client bype,

Database Client: ISQL Server j

Enter or select Data Source Mame (DS}, Click ODEC DS Setup button to set up a System DS,

Data Source Name: [ sm ~|  ODBC DM Setup. . |

Enter database user credentials,

Userniarme: Jsrruser

Passward;: |sessesass

Connection information,

Connection Count: I5 Max, Connections: IZD
InistallShield
< Back I Mexk = I Cancel |

Figure 7-117 Specifying database parameters for the SRM server

10.The next window informs you that the installation wizard is ready to proceed, as shown in
Figure 7-118. Click Install to start the installation process.

i'é‘- ¥Mware ¥vCenter Site Recovery Manager E

Ready to Install the Program

The wizard is ready to begin installation,

Click Install to begin the installation.

IF wou want to review or change any of your installation settings, click Back, Click Cancel to
exit the wizard,

InistallShield

< Back I Install I Cancel

Figure 7-118 Ready to Install the Program window

You need to install SRM server on each protected and recovery site that you plan to include
into your business continuity and disaster recovery solution.

7.3 Installing the vCenter Site Recovery Manager plug-in

Now that you installed the SRM server, install the SRM plug-in on the system that is hosting
your vSphere Client:

1. Run the vSphere Client.
2. Connect to the vCenter server on the site where you are planning to install the SRM
plug-in.
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3. In the vSphere Client console, click Plug-ins — Manage Plug-ins, as shown in

Figure 7-119. The Plug-in Manager window opens.

f
4 E3 |@ Home b 5] Trvventorl Manage Flug-ins. . |

[ X3650-LAB-6Y3 - vSphere Client

File Edit View Inventory Administration | Plug-ins | Help

=

o B

) [) | X3650-LAB-EV3
[l [ Protected site
= [ 9.155.66.218
3 sles1ispl_sitel
3 soltoug
3 wienker_sitel

What is the Hosts & Clusters view?

ts [ Alarms [P

[ waks_sitel This view displays the set of computing resources that run

Figure 7-119 Selecting the Manage Plug-ins option

4. Under the category Available plug-ins, right-click vCenter Site Recovery Manager

Plug-in, and select Download and Install, as shown in Figure 7-120.

@ Plug-in Manager

Plug-in Mame | Wendor
Installed Plug-ins

[‘} wiZenker Storage Monitaring WMware Inc,
[‘} Licensing Reporting Manager WMware, Inc,
[‘} wCenter Hardware Status WMware, Inc,
[‘} wiZenker Service Status WMware, Inc,

Available Plug-ins

| ‘ersion | Status

4.1 Enabled
4.1 Enabled
4.1 Enabled
4.1 Enabled

| Description

Storage Monitoring and

Reporting

Displays license history usage

Displays the hardware status of

hasl

ts (CIM monitoring)

Displays the health status of
v enter services

|

[‘} wiZenker Site Recovery Manager.,. YMware, Inc,

il Download and T,

wie

nter Site Recovery Manager

Download and Install...

Copy to Clipboard  Chrl4+C

Ension

Figure 7-120 Downloading and installing SRM plug-in

5. The vCenter Site Recovery Manager Plug-in wizard is started. Follow the wizard
guidelines to complete the installation.

You need to install SRM plug-in on each protected and recovery site that you plan to include
in your business continuity and disaster recovery solution.

7.3.1 Installing XIV Storage Replication Adapter for VMware SRM

This section provides the steps for installing the XIV SRA for VMware SRM server versions
4.X and 5.X under Microsoft Windows Server 2008 R2 Enterprise. Download and install XIV
SRA for VMware on each SRM server in your business continuity and disaster recovery

solution:

1. Locate the XIV Storage Replication Adapter installation file:

— For SRM 4.X, the SRM and SRA installation files are located at:
https://my.vmware.com/web/vmware/details/srm412/ZCVwYnRocHBidGROCA==

— For SRM 5.0 and 5.0.1, the SRM and SRA installation files are located at:
https://my.vmware.com/web/vmware/details/srm501/dHdwYnd1KiVidHdAZQ==
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— For SRM 5.1.0, the SRM and SRA installation files are located at:
https://my.vmware.com/web/vmware/details?downloadGroup=SRM510_ GA&productId=2
91&rPI1d=2941

2. Run the installation file.

3. The vCenter Site Recovery Adapter installation wizard is displayed, as shown in
Figure 7-121. Click Next.

XI¥ Site Recovery Adapter for ¥MWare SRM 4 Setup [ %] n
4 Welcome to the Install Wizard for XI¥ Site
/\J / Recovery Adapter for YMWare SRM 4

| This will install ¥I¥ Site Recovery Adapter For WMWare SRM
4 wersion 4.0,2 on your compuker,

It is recommended that you close all other applications
befare continuing.

Click Mext to continue or Cancel to exit Setup,

Figure 7-121 Welcome to SRA installation wizard window

4. Follow the wizard guidelines to complete the installation.

Tip: For step-by-step instructions containing detailed installation guidance, error message
definitions and resolutions, and basic configuration practices for the IBM XIV Site Recovery
Adapter for VMware version 2.1.0, refer to the guide at:

http://pic.dhe.ibm.com/infocenter/strhosts/ic/topic/com.ibm.help.strghosts.doc/
PDFs/XIV_Adapter_for_VMware VC_SRM 2.1.0_UG.pdf

7.3.2 Configuring the IBM XIV System Storage for VMware SRM

190

Make sure that all virtual machines that you plan to protect are on IBM XIV Storage System
volumes. If there are any virtual systems that are not on IBM XIV Storage System, move them
using these steps:

1. Create volumes on XIV.
2. Add the data store to the ESX server.
3. Migrate or clone that virtual machine to relocate it to XIV volumes.

For more information about connecting ESX hosts to the IBM XIV Storage, see Chapter 4,
“Attaching VMware ESX to XIV” on page 41.

Create a storage pool on the IBM XIV Storage System at the recovery site. The new storage
pool contains the replicas of the ESX host data stores that are associated with virtual
machines that you plan to protect.
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Remember: Configure a snapshot size of at least 20 percent of the total size of the
recovery volumes in the pool. For testing failover operations that can last several days,
increase the snapshot size to half the size of the recovery volumes in the pool. For
longer-term or I/O intensive tests, the snapshot size might have to be the same size as the
recovery volumes in the pool.

For information about IBM XIV Storage System LUN mirroring, see the IBM Redbooks
publication IBM X1V Storage System: Copy Services and Migration, SG24-7759.

At least one virtual machine for the protected site must be stored on the replicated volume
before you can start configuring SRM server and SRA adapter. In addition, avoid replicating
swap and paging files.
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this paper.

IBM Redbooks

The following IBM Redbooks publications provide additional information about the topic in this
document. Note that some publications referenced in this list might be available in softcopy
only:

» IBM XIV Storage System: Architecture, Implementation, and Usage, SG24-7659

» IBM XIV Storage System: Copy Services and Migration, SG24-7759

» XIV Storage System: Host Attachment and Interoperability, SG24-7904

» XIV Storage System SSD Caching Implementation, REDP-4842

» Using the IBM XIV Storage System with OpenStack Cloud Environments, REDP-4971

You can search for, view, download or order these documents and other Redbooks,
Redpapers, Web Docs, draft and additional materials, at the following website:

ibm.com/redbooks

Other publications

These publications are also relevant as further information sources:
» IBM XIV Storage System Planning Guide, GC27-3913

» IBM XIV Storage System Pre-Installation Network Planning Guide for Customer
Configuration, GC52-1328-01

» IBM XIV Storage System: Product Overview, GC27-3912

» IBM XIV Remote Support Proxy Installation and User’s Guide, GA32-0795

» IBM XIV Storage System User Manual, GC27-3914

» IBM XIV Storage System Management Tools version 4.0 User Guide SC27-4230-00
» IBM XIV Storage System XCLI Utility User Manual, GC27-3915
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Online resources

These websites are also relevant as further information sources:

» IBM XIV Storage System Information Center:
http://publib.boulder.ibm.com/infocenter/ibmxiv/r2/index.jsp

» IBM XIV Storage System series website:
http://www.ibm.com/systems/storage/disk/xiv/index.html

» System Storage Interoperability Center (SSIC):
http://www.ibm.com/systems/support/storage/config/ssic/index.jsp

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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