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    Preface

    Artificial intelligence (AI) enables computers and machines to mimic the perception, learning, problem-solving, and decision-making capabilities of the human mind1. AI development is made possible by the availability of large amounts of data and the corresponding development and wide availability of computer systems that can process all that data faster and more accurately than humans can. 

    What happens if you infuse AI with a world-class database management system, such as IBM Db2®? IBM® has done just that with Db2 AI for z/OS (Db2ZAI).

    Db2ZAI is built to infuse AI and data science to assist businesses in the use of AI to develop applications more easily. With Db2ZAI, the following benefits are realized: 

    •Data science functionality

    •Better built applications

    •Improved database performance (and DBA’s time and efforts are saved) through simplification and automation of error reporting and routine tasks

    •Machine learning (ML) optimizer to improve query access paths and reduce the need for manual tuning and query optimization

    •Integrated data access that makes data available from various vendors including private cloud providers. 

    This IBM Redpaper® publication helps to simplify your installation by tailoring and configuration of Db2 AI for z/OS®. It was written for system programmers, system administrators, and database administrators. 

    For more information about the latest updates to Db2ZAI v1.4.0 and WMLz 2.3.0 content, see the links found in “Online resources” on page 93.
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Architectural overview

    In this chapter, we provide a general overview of Db2 AI for z/OS (Db2ZAI).

    1.1  Introduction

    The core predictive capabilities in Db2 AI for z/OS (Db2ZAI) are built on top of IBM Watson® Machine Learning for z/OS, which enables real-time analytics with data in place on Db2 for z/OS. Models that are trained and deployed from Db2ZAI are managed by the security-rich infrastructure in IBM Watson Machine Learning for z/OS, which also gives users a window into the models’ health and performance metrics.

    Db2ZAI empowers the optimizer in your Db2 for z/OS engine to determine the best-performing query access paths, which is based on your workload characteristics. In addition, Db2ZAI detects Db2 system performance exceptions and provides recommended actions for tuning which are based on your environment. 

    Db2ZAI focuses on the following main areas: 

    •System assessment

    Use AI to learn what is normal and perform exception-based analysis and provide performance tuning recommendations:

     –	Automatically collect key performance information and provide the exception analysis based on the learned thresholds.

     –	Provide the recommended actions to take for each exception.

    •SQL optimization

    Use Machine Language (ML) to help the Db2 Optimizer choose the best access path:

     –	Predict likely SQL behavior (value of host variable, rows fetched, and so on) and create better access paths.

     –	Automatically:

     •	Select the candidate SQL

     •	Self-tune the access path.

    •Distributed connection control

    Use AI to learn the distributed connection behavior to control the flood of connections and threads:

     –	Automatically learn about connection and thread behaviors.

     –	Use learned behavior to identify why threads are becoming blocked.

     –	Profile recommendations to prevent connection flooding from affecting other applications.

    Figure 1-1 shows a high-level architectural overview of Db2ZAI and its components.

    [image: ]

    Figure 1-1   Architectural overview of Db2ZAI

    The WMLz base runs on IBM z/OS and use IBM machine learning capabilities on Z, including IBM Open Data Analytics for z/OS (IzODA). IzODA serves as the data processing cluster for WML for z/OS and delivers advanced data analytics through z/OS Spark (Spark), z/OS Anaconda (Anaconda), and Mainframe Data Service (MDS). 

    Spark provides the best-of-breed Analytics Engine for large-scale data processing and Anaconda supplies a wide range of popular Python packages for model training. MDS connects those data processing engines to your enterprise data sources on Z, such as Db2, IMS, VSAM, and SMF. 

    The interrelationships between Db2ZAI, WMLz, IzODA, and Db2 are shown in Figure 1-1. 

    1.1.1  Other features and benefits

    IBM continues to infuse AI into Db2 for z/OS with Db2 AI for z/OS 1.4. This release of Db2 for z/OS is designed to operate smarter and more efficiently, which can help to improve Db2 application performance.

    Other key features to improve Db2 performance and resilience in Db2 AI for z/OS 1.4 include the following examples:

    •Enterprise security readiness:

     –	Designed to help simplify user management for Db2 AI for z/OS by using default Db2 Resource Access Control Facility (IBM RACF®) methods, which can help customers improve their security and audit requirements for user management.

     –	Supports multi-factor authentication.

    •Sysplex Support and simplified migration for Db2 AI for z/OS:

     –	Enhanced high-availability support for business-critical and large workloads that are designed to help eliminate single point of failure.

     –	Simplifies the migration process for customers that are upgrading to a newer Db2ZAI release.

    •SQL Optimization for accurate and faster database queries

     –	Designed to improve the automated SQL regression detection and resolution feature, which enables regressions to be detected and resolved more quickly (and in some cases in real time), even before the query completes running.

     –	Expands sort optimization to OLTP queries, which can result in saving CPU resources.

     –	Improved sort optimization when combined with the IBM z15 hardware sort assist for SQL, whereby learning can improve the use of the z15™ sort feature.

     –	Improved UI to help simplify the benefits that Db2ZAI is providing for SQL optimization by highlighting progress, benefits, and actions:

     •	Progress indicates the amount of progress that Db2ZAI made in learning about static SQL packages and dynamic SQLs.

     •	Benefits indicates the savings that were provided by Db2ZAI for the SQLs through which progress was made. 

     •	Actions indicates the recommended actions for the user to take that help accelerate Db2ZAI's progress.

     –	Db2ZAI SQL optimization UI supports limiting the scope of the view to the most important CPU-consuming packages or SQL, and also limited by user-specified time windows.

    •Db2 System Health Assessment:

     –	Correlates data from System Assessment and SQL Optimization by identifying SQL statements that might be contributing to System Assessment exceptions. New drill-down capability from System Assessment graph assists customers in determining the cause of system-level anomalies and help speed resolution.

    This function delivers the use case for row identifier (RID) exceptions wherein the graphs directly highlight SQL statements that are involved in system-level RID exceptions. 

    The correlation to SQL execution data can help identify SQL statements that were running during the exception.

     –	Enables customers to map data that is collected from SQL performance monitors that is stored in Db2 tables to more accurately correlate System Assessment exceptions to SQL activity.

     –	Provides enhanced visual interpretation of exception thresholds that are used for the assessment for each work period for user consumption.

     –	Provides an option to hide and unhide the exceptions that are reported by System Assessment, which improves the customers’ capability to manage exception lists.

    •Distributed Connection Control:

     –	Extends protection for Db2 for z/OS subsystems to control access from dynamic IP addresses in addition to the static IP address protection. customers can set and monitor threshold by dynamic IP addresses.

     –	Designed to improves visualization for statistics graphs that yield data that is more meaningful and easier to use. This feature enables DBAs to gain insight into how remote applications are affecting Db2, and to identify which applications are running less optimally to prevent potential outages.
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Road map for planning to installing

    This chapter provides a checklist that takes you from planning for to installing Db2ZAI. 

    2.1  Order of installation

    Use the following basic rule of thumb for the order of installation: 

    1.	SMP/E installation of IBM Open Data Analytics for z/OS (IzODA): Spark, IBM Watson Machine Learning for z/OS (WMLz) base, then IBM Db2 AI for z/OS (Db2ZAI). 

    2.	Apply any PTFs.

    3.	Configure WMLz.

    4.	Configure Db2ZAI. 

    It is assumed that you the correct versions of IBM z/OS and Db2 are installed (see Table 3-3 on page 12). 

    A planning checklist is provided in Table 2-1.

    Table 2-1   Planning checklist

    
      
        	
          Check

        
        	
          Step

        
        	
          Task

        
        	
          Type

        
        	
          IT role and skills

        
        	
          Installation order/details

        
      

      
        	
           

        
        	
          1

        
        	
          See “IBM Z capacity planning” on page 12.

        
        	
          Planning

        
        	
          z/OS system administrator, WMLz user

        
        	
          CPU, storage, and memory requirements are understood and provisioned on the WMLz LPAR, Db2ZAI LPAR, and target Db2 LPAR.

        
      

      
        	
           

        
        	
          2

        
        	
          Review the software needed, but do not begin the installation yet. See “Software prerequisite overview” on page 12.

        
        	
          Planning

        
        	
          z/OS system programmer with authority for SMP/E

        
        	
          All required FMIDs are obtained. z/OS and Db2 are at the required maintenance levels.

        
      

      
        	
           

        
        	
          3

        
        	
          Install prerequisite hardware and software for WMLz base. 

           

          Note: You can ignore the Db2 level and IBM CICS® level that are described in this topic because the Db2 level that is required by Db2ZAI is higher (and is discussed separately) and Db2ZAI does not require CICS.

        
        	
          SMP/E

        
        	
          System programmer

        
        	
          •IBM 64-bit SDK for z/OS Java Technology Edition Version 8 SR6 or later (FMID HJVB800).

          •Install IBM Open Data Analytics for z/OS. See “Installing IBM Open Data Analytics for z/OS” on page 32. This process includes Spark. 

        
      

      
        	
           

        
        	
          4

        
        	
          See “Installing IBM Watson Machine Learning for z/OS base” on page 36.

        
        	
          SMPE

        
        	
          z/OS system administrator or programmer with SMP/E and Unix System Services skills

        
        	
          See “Installing IBM Watson Machine Learning for z/OS base” on page 36. 

        
      

      
        	
           

        
        	
          5

        
        	
          See “IBM Watson Machine Learning for z/OS user ID” on page 20.

        
        	
          Planning and configuration 

        
        	
          z/OS system administrator or programmer with Unix service system skills, security administrator

        
        	
          TSO ID with OMVS access is obtained and is ready to be used to configure WMLz.

        
      

      
        	
           

        
        	
          6

        
        	
          See “Configuring WML for z/OS base” on page 38.

           

          Note: Step 2 of this task offers two choices for running the configtool.sh script. Because Db2ZAI does not require Anaconda, choose the --no-python option.

           

        
        	
          Configuration

        
        	
          z/OS system administrator or programmer with UNIX System Services skills

        
        	
          •WMLz base is configured.

          •WMLz web user interface is live.

        
      

      
        	
           

        
        	
          7

        
        	
          See “IBM Db2 AI for z/OS” on page 57.

        
        	
          Reference

        
        	
          z/OS system programmer with authority for SMP/E

        
        	
          This section provides more information.

        
      

      
        	
           

        
        	
          8

        
        	
          See “Installing and deploying IBM Db2 AI for z/OS” on page 58.

        
        	
          SMP/E

        
        	
          z/OS system programmer with authority for SMP/E

        
        	
          Db2ZAI is installed through SMP/E.

        
      

      
        	
           

        
        	
          9

        
        	
          See “Allocating system resources for the Db2ZAI user ID” on page 26.

        
        	
          Planning and configuration 

           

        
        	
          TSO ID with OMVS access

        
        	
          TSO ID with OMVS access is obtained and is ready to be used to configure Db2ZAI.

        
      

      
        	
           

        
        	
          10

        
        	
          See “Configuring the Db2ZAI network ports” on page 61.

        
        	
          Configuration

        
        	
          z/OS system programmer with UNIX System Services skills, network administrator

        
        	
          TCP/IP networking ports are assigned and opened in the firewall, if necessary.

        
      

      
        	
           

        
        	
          11

        
        	
          See “Configuring security for Db2ZAI” on page 26.

        
        	
          Configuration

        
        	
          z/OS system administrator or programmer with UNIX System Services skills, network administrator, security administrator. 

        
        	
          IBM RACF keyring is configured for WMLz and Db2ZAI.

        
      

      
        	
           

        
        	
          12

        
        	
          (Optional) Configuring client authentication for z/OS Spark - Step 8 of 

          “Installing all maintenance packages” on page 35.

           

        
        	
          Configuration 	

           

        
        	
          z/OS system administrator or programmer with Unix service system skills

        
        	
          WMLz and Spark are configured for Spark client authentication.

           

        
      

      
        	
           

        
        	
          13

        
        	
          See “Configuring WMLz base for scoring services” on page 46.

        
        	
          Configuration

        
        	
          z/OS system administrator or programmer with Unix service system skills

           

        
        	
          WMLz scoring service is configured and started.

        
      

      
        	
           

        
        	
          14

        
        	
          (Optional) 

          See “Configuring WML for z/OS base for high performance” on page 53.

        
        	
          Configuration 

        
        	
          z/OS system administrator or programmer with Unix service system skills

           

        
        	
          WMLz is configured for high performance.

        
      

      
        	
           

        
        	
          15

        
        	
          “Specifying GRANT privileges for configuring the Db2ZAI metadata” on page 61.

        
        	
          Configuration

        
        	
           

        
        	
           

        
      

      
        	
           

        
        	
          16

        
        	
          See “Installing and deploying IBM Db2 AI for z/OS” on page 58.

           

        
        	
          Configuration

           

        
        	
          TSO ID with OMVS access

           

        
        	
          •Db2ZAI services are configured and started.

          •The Db2ZAI user interface is live.

           

        
      

      
        	
           

        
        	
          17

        
        	
          See “Configuring the Db2 database for Db2ZAI” on page 61.

        
        	
          Configuration

        
        	
          Db2ZAI system administrator or Db2ZAI installation administrator

        
        	
          The Db2 database is configured for Db2ZAI.

        
      

      
        	
           

        
        	
          18

        
        	
          See “Configuring Db2ZAI metadata” on page 62.

        
        	
          Configuration 

        
        	
          z/OS system administrator or programmer with Unix service system skills, security administrator

        
        	
           

        
      

      
        	
           

        
        	
          19

        
        	
          (Optional)

          See “Configuring the SMTP server” on page 65.

        
        	
          Configuration

        
        	
          TSO ID with OMVS access

        
        	
          Db2ZAI is configured to send email alerts by way of a specified SMTP (email) server.
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Planning

    In this chapter, we guide you through planning for an installation of a working Db2ZAI environment. The requirements are specific to Db2ZAI 1.4.0. 

    For more information about migrating from Db2ZAI 1.3.1 to 1.4, see “Migrating from IBM Watson Machine Learning for z/OS base” on page 71.

    This chapter includes the following topics:

    •3.1, “IBM Z capacity planning” on page 12

    •3.2, “Software prerequisite overview” on page 12

    •3.3, “Software installation prerequisites” on page 13

    •3.4, “User types and roles” on page 16

     

     

    3.1  IBM Z capacity planning

    In this section, we outline capacity planning guidelines for WMLz, IzODA, and Db2ZAI. 

    WML for z/OS performs best when adequate system capacity in terms of server, processor, memory, and disk space is available. Allocate sufficient capacity for the WMLz base on your z/OS system to meet the demands of your enterprise machine learning workload.

    Table 3-1 lists the minimum system capacity requirements for installation of IBM Watson Machine Learning for z/OS base. These requirements are per LPAR/server. 

    Table 3-1   Minimum system capacity requirements for WMLz base per LPAR/server

    
      
        	
          Hardware

        
        	
          Number

        
        	
          CPU 

        
        	
          Memory

        
        	
          DASD/Disk space

        
      

      
        	
          IBM zEnterprise EC12, or later, which is the minimum hardware level that is supported by Db2 12 for z/OS and Watson Machine Learning for /OS, Version 2.3.

        
        	
          1 LPAR

        
        	
          4 zIIPs

          1 Google Cloud Platform (GCP)

        
        	
          100 GB

        
        	
          100 GB

        
      

    

     

    
      
        	
          Note: It is recommended that you dedicate the LPAR to WMLz for best performance

        
      

    

    Table 3-2 lists the other capacity that required for installation of Db2ZAI.

    Table 3-2   Db2ZAI capacity requirements

    
      
        	
          Hardware

        
        	
          Other requirements

        
      

      
        	
          zEnterprise® EC12, or later (this minimum hardware level is supported by Db2 12 for z/OS and WML for z/OS, Version 2.3)

        
        	
          Db2ZAI requires 1 GB of memory per Db2 subsystem (including extra \ buffer pool usage) and might require more zIIP capacity.

        
      

    

    3.2  Software prerequisite overview

    Table 3-3 lists the software components that are not included when you order Db2ZAI; however, they are required by Db2ZAI and must be installed. 

    Table 3-3   Software and operating system prerequisites

    
      
        	
          Product

        
        	
          Version

        
        	
          APAR or PTF

        
        	
          Notes

        
      

      
        	
          IBM z/OS

        
        	
          2.3 or higher.

        
        	
          •For z/OS 2.4 apply PTFs UI64839, UI64940, UI64837, and UI64830.

          •For z/OS 2.3 apply PTFs UA98440, UI61308, UI61376, UI61747, and UI61375.

        
        	
           

        
      

      
        	
           IBM 64-Bit SDK z/OS Java

        
        	
          Version 8 Service Refresh 6 (Java 8 SR6) or later.

        
        	
          FMID HJVB800

        
        	
          Program Directory for IBM 64-bit SDK for z/OS, Java Technology Edition, GI11-9829

        
      

      
        	
          IBM Db2

        
        	
          12 (5650-DB2 or 5770-AF3), function level 500 activated.

        
        	
          PH35964, PH30780, PH37239, PH37922, PH38645, and PH40041

        
        	
          Required maintenance must be applied on all members of a data sharing group.

        
      

    

     

    
      
        	
          Important: Before you can run any IBM Db2 AI for z/OS applications or functions in Db2, you must enable and register IBM Db2 AI for z/OS in the Product Registration Services component of z/OS.

        
      

    

    In addition to downloading Db2 AI for z/OS 1.4 (5698-CGN) plus APAR PH35963 (for the Db2ZAI UI), Table 3-4 lists the required software components that are included with IBM Db2 AI for z/OS (Db2ZAI) V1.4 and are installed by way of the Db2ZAI feature installation. 

    For more information, see 3.3, “Software installation prerequisites” on page 13. 

    Table 3-4   Function modification identifiers included in Db2ZAI install with corresponding APARs

    
      
        	
          Program directory

        
        	
          Software packages

        
        	
          APAR or PTF for IBM Z®

        
      

      
        	
          Program Directory for IBM Watson Machine Learning for z/OS, GI13-5011

           

        
        	
          FMID HAQN230:IBM Watson Machine Learning for z/OS 2.3 (WMLz) base. (contains embeddedNode.js V14 and bash 4.3.48)

        
        	
          PH40774, PH40775, PH40776, PH40777, PH40778, PH40779, PH40780, and PH40781

        
      

      
        	
          Program Directory for IBM Db2 AI for z/OS, GI13-5007

        
        	
          FMID HCOY120: IBM Db2 AI for z/OS

           

        
        	
          PH38247

        
      

      
        	
          Program Directory for IBM Open Data Analytics for z/OS (IzODA) GI13-4348

        
        	
          FMID HSPK120: Spark

        
        	
          UI90069 and UI90070

        
      

    

     

    
      
        	
          Note: The following FMIDs are included with Db2ZAI, but you do not need to install them: 

          •HANA110: Anaconda 

          •HMDS120: Open Data Analytics: Mainframe Data Service

        
      

    

    3.3  Software installation prerequisites

    Complete the following steps to order Db2 AI for z/OS 1.4 from Shopz: 

    1.	From the DBS: IBM DB2® Shopz catalog, select the feature name IBM Db2 AI for z/OS - Db2. Consider the following points:

     –	This feature delivers the Db2 AI for z/OS, V1.4 FMID, HCOY120

     –	This FMID must be installed in SREL P115

     –	SMP/E installation of this FMID is documented in the Db2 AI for z/OS V1.4 Program Directory (GI13-5007) included in the IBM Db2 AI for z/OS - Db2 order. 

    2.	From the MVS: z/OS Operating System catalog, select Product ID 5698-CGN, IBM Db2 AI for z/OS - z/OS, which delivers four FMIDs, two program directories and license documents, as well as a DVD image. 

    Consider the following points:

     –	This feature delivers the Watson Machine Learning for z/OS V2.3 and Open Data Analytics (ODA) V1.1 FMIDs:

     •	HAQN230: GI13-5011- Watson Machine Learning: WML for z/OS base (required).

     •	HSPK120 - Open Data Analytics: Spark (required). 

     •	HANA110 - Open Data Analytics: Anaconda (not required). 

     •	HMDS120 - Open Data Analytics: MDS (not required). 

    - IBM Open Data Analytics for z/OS Program Directory (GI13-4348)

     –	These FMIDs must be installed in SREL Z038; you must choose only the required FMIDs, as shown in Example 3-1. 

    Example 3-1   Selecting the required FMIDs
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    GLOBAL ZONE DEFINITION - FMID LIST

    ===>

    Verify or edit the list of FMIDs for which SYSMODs may be

    received. (Select ONE at a time. Only the first of multiple

    selections will be processed.)

          A - on the command line to add an entry

          D - next to entry to delete an entry

          S - next to entry to update an entry

    When the list is complete, enter END .

    OPTION  FMID

          HCOY120

          HAQN230

          HSPK120
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     –	SMP/E installation of WMLz V2.3 is documented in the Watson Machine Learning for z/OS V2.3 Program Directory (GI13-5011), which is included in the IBM Db2 AI for z/OS - z/OS order.

     –	SMP/E installation of IzODA is documented in the Open Data Analytics V1.1 Program Directory (GI13-4349), which is included in the IBM Db2 AI for z/OS - z/OS order.

     –	Downloading this feature can take several hours because the size of Anaconda FMID HANA110. Although you must download Anaconda, Db2 AI for z/OS does not require it; therefore, you do not have to SMP/E install and configure Anaconda.

     

    
      
        	
          Note: After the two orders are downloaded and you are ready to proceed with the SMP/E installation of the required FMIDs, be aware that you do not need to install them in any specific order. Also, to simplify the SMP/E installation, you can define one global zone and specify the two specified SRELs P115 and Z038. (see Example 3-2).

        
      

    

    Example 3-2   SREL list
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    GLOBAL ZONE DEFINITION - SREL LIST

    ===>

    Verify or edit the SREL list for which to RECEIVE SYSMODs.

    (Select ONE at a time. Only the first of multiple

    selections will be processed.)

          A - on the command line to add an entry

          D - next to entry to delete an entry

          S - next to entry to update an entry

    When the list is complete, enter END .

    OPTION  SREL

            P115

            Z038
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    For any SMP/E questions, see the z/OS SMP/E Reference reference materials that are available at this web page. 

    3.4  User types and roles

    To install and configure Db2 AI for z/OS, the types of users with different authorities that are listed in Table 3-5 are required. 

     

    Table 3-5   User types and roles

    
      
        	
          User type or ID

        
        	
          User role

        
        	
          Permissions required

        
      

      
        	
          z/OS system programmer with authority for SMP/E

        
        	
          Installing IBM Db2 AI for z/OS

        
        	
          The ability to execute the SMP/E RECEIVE, APPLY, and ACCEPT commands.

        
      

      
        	
          z/OS network administrator

        
        	
          Configuring the Db2ZAI network ports

        
        	
           

        
      

      
        	
          IzODA administration

        
        	
          IzODA installation and configuration

        
        	
          •UID(0) or READ access or higher to the BPX.SUPERUSER facility class

          •Be connected to a group that has a GID

          •Have READ access or higher to the following facility classes:

           –	BPX.FILEATTR.PROGCTL

           –	BPX.FILEATTR.APF

           –	BPX.FILEATTR.SHARELIB

          •Have WRITE access to the following path:

          /usr/lpp/IBM/izoda/spark

           

        
      

      
        	
          Db2ZAI metadata administrator

        
        	
          Configuring Db2ZAI metadata

        
        	
          Permissions to create the Db2ZAI metadata catalog, which are granted in the job hlq.SCOYBASE (COYGMADM).

        
      

      
        	
          Db2ZAI meta scheduler ID

        
        	
          Configuring Db2ZAI metadata

        
        	
          Permissions to access tables in the metadata catalog, which are granted in the job hlq.SCOYBASE (COYGMSID).

        
      

      
        	
          Db2ZAI target pseudo-catalog administrator

        
        	
          Creating target connections

        
        	
          Permissions necessary to create the Db2ZAI pseudo-catalog, which are granted in the job hlq.SCOYBASE (COYGPADM).

        
      

      
        	
          Db2ZAI scheduler ID

        
        	
          Creating target connections

        
        	
          Permissions necessary to create the Db2ZAI pseudo-catalog, which are granted in the job hlq.SCOYBASE (COYGPSID).

        
      

      
        	
          TSO ID with OMVS access

        
        	
          Logging into UNIX System Services. Used for “Allocating system resources for the Db2ZAI user ID” on page 26 and for “Installing and deploying IBM Db2 AI for z/OS” on page 58. 

           

          This primary ID is used to run Db2ZAI.

        
        	
          •Read and write to the ZFS for the Db2ZAI home directory

          •Read from the WML for z/OS home directory ($IML_HOME)

          •Update privilege on the keyring

          •Read from the WML for z/OS installation directory ($IML_INSTALL_DIR)

          •The ability to run: IBM SDK Java Technology Edition

        
      

      
        	
          Db2 system administrator

        
        	
           

        
        	
          System DBADM

        
      

      
        	
          The ID associated with the DIST1 address space STARTED profile

        
        	
          This ID is the DIST_OWNER ID that is referenced in “Enabling PassTicket support for Db2ZAI” on page 27.

        
        	
          authorization to RACF

        
      

      
        	
          The ID that starts the Db2ZAI Node.js and Akira Liberty servers

        
        	
          Used to configure PassTicket support and to start Db2ZAI. See “Starting and stopping Db2ZAI” on page 84.

        
        	
          Needs the Generate PassTicket permission, which is granted through RACF. See this web page.

        
      

      
        	
          Cert ID

        
        	
           

        
        	
          Owns (or was granted update access to) the keyring profile. 

          The user ID that is assigned to the DBM1 address space

        
      

      
        	
          SMTP server user ID

        
        	
          The ID that is authorized to use the SMTP server (if authorization is required).

          Enables Db2ZAI to send emails. See “Configuring the SMTP server” on page 65.

        
        	
           

        
      

      
        	
          End user of Db2ZAI

        
        	
          The Db2 user ID of the user logged into the Db2ZAI UI. This ID may be authorized for use of DCC, System Assessment, or SQL Optimization, or any combination of the three.

        
        	
          DB2ZAI_METAUSER (Db2ZAI metadata user) on metadata Db2 given by hlq.SCOYBASE(COYGMUSR)

          Ownership of pseudo-catalog or functional roles on the target

          hlq.SCOYBASE(COYGPDCC) and hlq.SCOYBASE(COYGPDC2), and/or hlq.SCOYBASE(COYGPSA) and hlq.SCOYBASE(COYSPSA2), and/or hlq.SCOYBASE(COYGPSQL) and hlq.SCOYBASE(COYGPSQ2)

        
      

    

    Db2ZAI invokes UNIX shell scripts during installation. These shell scripts require the following prerequisites are met:

    •UID(0)or READ access or higher to the BPX.SUPERUSER facility class

    •Be connected to a group that has a GID with READ access or higher to the following resources:

     –	BPX.FILEATTR.APF resource in the FACILITY class

     –	BPX.FILEATTR.PROGCTL resource in the FACILITY class

     –	BPX.FILEATTR.SHARELIB resource in the FACILITY class

    •Have WRITE access to the /usr/lpp/IBM/db2zaiv1r2 path

     

    
      
        	
          Note: Db2ZAI 1.4.0 reuses the /usr/lpp/IBM/db2zaiv1r2 path.
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Security and configuration considerations

    In this chapter, we discuss security options and configuring user IDs for the installation of each project. 

    This chapter includes the following topics:

    •4.1, “IBM Watson Machine Learning for z/OS user ID” on page 20

    •4.2, “Configuring a keyring-based keystore (JCERACFKS) for user authorization” on page 24

    •4.3, “Configuring security for Db2ZAI” on page 26

     

    4.1  IBM Watson Machine Learning for z/OS user ID

    For ease of access control, it is recommended that you use the same user ID for configuring the systems and services of WMLz base. Consider creating a multi-purpose <mlz_setup_userid>, grant it required permissions, and customize your z/OS environment for it. 

    Complete the following steps to configure the user ID that is used for configuring the systems and services of the WMLz base:

    1.	If you have not done so, create a multipurpose <mlz_setup_userid>.

    You can create the required <mlz_setup_userid> in different ways. You can customize and run the sample JCL job to create the ID, as shown in Example 4-1. 

    Example 4-1   Create a multipurpose user ID
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    //CREATE JOB (0),'WMLZ RACF',CLASS=A,REGION=0M,

    //             MSGCLASS=H,NOTIFY=&SYSUID

    //*------------------------------------------------------------*/

    //RACF     EXEC PGM=IKJEFT01,REGION=0M

    //SYSTSPRT DD SYSOUT=*

    //SYSTSIN  DD *

    ADDGROUP <mlz_group> OMVS(GID(<group-identifier>)) OWNER(SYS1)

    ADDUSER <mlz_setup_userid> DFLTGRP(<mlz_group>) OMVS(UID(<user-identifier>) HOME(/u/<mlz_setup_userid>) -

    PROGRAM($IML_INSTALL_DIR/iml-zostools/bin/bash)) -

    NAME('WMLZ ID') NOPASSWORD NOOIDCARD

    ALTUSER <mlz_setup_userid> PASSWORD(<password>) 

    /*
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    Where:

     –	<mlz_setup_userid> is the user ID that you use to configure and run WMLz base.

     –	<mlz_group> is a RACF group that you use to associate WML for z/OS users and manage their access.

     –	<group-identifier> is the identifier for <mlz_group>.

     –	<user-identifier> is the identifier for <mlz_setup_userid>. Do not use UID 0 for <mlz_setup_userid>.

     –	$IML_INSTALL_DIR is the directory where WMLz base is installed. The default is /usr/lpp/IBM/aln/v2r3. 

    2.	Allocate a minimum of 500 MB disk space to the home directory for <mlz_setup_userid>.

    3.	Create the $IML_HOME directory and subdirectories that WML for z/OS uses to store all configuration, customization, and log files and runtime data. Complete the following steps:

    a.	Create the $IML_HOME directory. Ensure that $IML_HOME is mounted to a zFS file system with at least 50 GB storage available.

     

    
      
        	
          Tip: Avoid creating or configuring the $IML_HOME directory with automount management. Automount might unmount a directory if it is not referenced for a period. Any unplanned unmount of the $IML_HOME directory causes WML for z/OS services to fail.

        
      

    

    b.	Consider creating the $IML_HOME/spark subdirectory for storing Spark configuration files, log files, and working directories. Although the size of this directory depends on the activity level of your applications, consider mounting it to a separate zFS file system with at least 4 GB storage available.

    c.	If you use another user ID to create the $IML_HOME and $IML_HOME/spark directories, make sure to change the directory owner to user ID <mlz_setup_userid> by issuing the following command:

    chown –R <mlz_setup_userid>:<mlz_group> $IML_HOME/

    d.	To allocate zFS data sets for $IML_HOME and $IML_HOME/spark that are larger than 4 GB, make sure that you specify DFSMS data class with extended format and extended addressability.

    4.	Configure your z/OS UNIX shell environment for <mlz_setup_userid>:

    a.	Copy the $IML_INSTALL_DIR/alnsamp/profile.template directory into $HOME/.profile for <mlz_setup_userid>.

    b.	Customize the following environment variables in the profile template:

     –	Set $SPARK_HOME to the directory of z/OS Spark installation. The default directory is /usr/lpp/IBM/izoda/spark/sparknnn, where nnn is the version of z/OS Spark that is in use (for example, /IBM/izoda/spark/spark24x for Spark 2.4.x).

     –	Set $JAVA_HOME to the directory of IBM Java 8 SR6 installation.

     –	Set $IML_HOME to a user-defined directory where WML for z/OS configurations and logs is stored.

     –	Set $IML_INSTALL_DIR to the directory where WML for z/OS base is installed. The default is /usr/lpp/IBM/aln/v2r3.

    c.	Verify that the PATH environment variable is correctly set in the profile template as shown in the following example:

    PATH=$IML_INSTALL_DIR/iml-zostools/bin:$IML_INSTALL_DIR/nodejs/bin:$PATH;

    5.	Configure <mlz_setup_userid> access to your z/OS UNIX shell environment:

     –	The following permissions are required for configuring and starting WMLz base:

     •	$IML_HOME environment variable is included in the user's profile, which points to the user-defined directory that contains WML for z/OS customizations.

     •	Permission is granted to read and write to the $IML_HOME directory.

     •	Permission is granted to read and run to the $IML_INSTALL_DIR directory that is used by the SMP/E installation.

     •	$SPARK_HOME environment variables are included in the user’s profile.

     •	$JAVA_HOME/bin is defined in the $PATH environment variable in the user’s profile.

     •	$IBM_JAVA_OPTIONS environment variable is set to -Dfile.encoding=UTF-8 in the user’s profile.

     •	$_BPXK_AUTOCVT environment variable is set to ON in the user’s profile.

     •	Read access is granted to the RACF BPX.FILEATTR.PROGCTL facility class when client is used authentication for z/OS Spark and Jupyter Kernel Gateway.

     –	The following permissions are required for creating, configuring, and starting WMLz scoring service:

     •	$IML_HOME environment variable is included in the user’s profile, and points to the user-defined directory that contains WML for z/OS customizations.

     •	Permission is granted to read and write to the $IML_HOME directory.

     •	Permission is granted to read and run to the $IML_INSTALL_DIR directory that is used by the SMP/E installation.

     •	$JAVA_HOME/bin is defined in the $PATH environment variable in the user’s profile.

     •	$_BPXK_AUTOCVT environment variable is set to ON in the user’s profile.

     –	The following permissions are required for configuring and running Db2 anomaly detection solution.

     •	SPARK_HOME environment variable is included in the user’s profile.

     •	$JAVA_HOME/bin is defined in the $PATH environment variable in the user’s profile.

     •	$IML_HOME environment variable is included in the user’s profile, and points to the user-defined directory that contains WML for z/OS customizations.

     •	$IBM_JAVA_OPTIONS environment variable is set to -Dfile.encoding=UTF-8 in the user’s profile.

     •	Permission is granted to read and write to the $IML_HOME directory.

    6.	Update the system resource settings, including CPUTIMEMAX, MEMLIMIT, and ASSIZEMAX values in the OMVS segment of the RACF profile for <mlz_setup_userid>.

    If needed, issue the ALTUSER command to update the CPUTIMEMAX, MEMLIMIT, and ASSIZEMAX settings, as shown in Example 4-2.

    Example 4-2   Update settings
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    ALTUSER <mlz_setup_userid> OMVS(ASSIZEMAX(address-space-size)

         MEMLIMIT(nonshared-memory-size) CPUTIMEMAX(cpu-time))
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    WMLz base requires sufficient system memory to function correctly. You can use the MEMLIMIT and ASSIZEMAX parameters to control the amount of memory for the address space that is started by <mlz_setup_userid>. At the minimum, set MEMLIMIT initially to 24 GB or greater and ASSIZEMAX to 1 GB.

    WMLz base run times and services are considered server processes and require sufficient system CPU to run unimpeded. Consider setting the CPUTIMEMAX parameter to unlimited to ensure uninterrupted WML for z/OS operations.

    You can issue the ulimit command in a z/OS UNIX shell session to verify the CPUTIMEMAX, MEMLIMIT, and ASSIZEMAX settings. The command returns a message that is similar to the message that is shown in Example 4-3.

    Example 4-3   Issuing the ulimit command
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    /bin/ulimit -a 

    core file         8192b

    cpu time          unlimited 

    data size         unlimited 

    file size         unlimited 

    stack size        unlimited 

    file descriptors  520000

    address space     1048576k

    memory above bar  24576m
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    Where:

     –	memory above bar is the value of the MEMLIMIT parameter.

     –	address space is the value of the ASSIZEMAX parameter.0

     –	cpu time is the value of the CPUTIMEMAX parameter.

    For more information, see this web page (Alter user profile) and this web page.

    7.	Verify that the required Java is installed on the z/OS system where you install WMLz base and available to <mlz_setup_userid>.

    Spark requires IBM 64-bit SDK for z/OS and bash as described in Installing prerequisite hardware and software for WML for z/OS base.

    Check that IBM 64-bit SDK for z/OS Java Technology Edition Version 8 SR6 or later is installed on your system. The default installation directory is /usr/lpp/java/J8.0_64. Take note of the path if you set it to something different from the default value. Make sure that the installed Java environment is available to WMLz, Spark, and the <mlz_setup_userid>.

    8.	Verify that your system is correctly configured for <mlz_setup_userid> by running the wmlz-configuration-checker.sh script in the $IML_INSTALL_DIR/alnsamp directory.

    Run the script with the -preconfig option to check the configuration settings of required software, system environment variables, and user ID, as shown in the following command:

    ./wmlz-configuration-checker.sh -preconfig -no-python

    Errors or warnings are logged in the $IML_HOME/alnsamp/wmlz-checker-report-<timestamp>.out file. Make sure that you fix the errors and address the warnings and then, rerun the script.

    4.1.1  Allocating other required user IDs for WML for z/OS base	

    In addition to the multipurpose <mlz_setup_userid>, Table 4-1 lists the other IDs you must allocate or create: a Db2 for z/OS authorization ID and a RACF ID that are required by WML for z/OS services.

    Table 4-1   Other required user IDs

    
      
        	
          User ID

        
        	
          Used for 

        
        	
          Required permissions

        
      

      
        	
          <db2_authid>

        
        	
          A Db2 for z/OS authorization ID that is used by the WML for z/OS repository service to access Db2 for z/OS.

        
        	
          •DBADM authority, which is used for configuring WMLz base and creating the metadata repository.

          •Privileges for binding and freeing packages when DataDirect drivers are used to connect to Db2:

           –	BINDADD for binding packages

           –	CREATEIN on the collection specified by the Package Collection option

           –	GRANT EXECUTE on the PUBLIC group for running the packages

        
      

      
        	
          <racf_userid>

        
        	
          A RACF user ID used for creating and configuring a keyring-based keystore for user authentication.

        
        	
          RACF SPECIAL authority or sufficient authority, as described in RACDCERT command.

        
      

    

    4.2  Configuring a keyring-based keystore (JCERACFKS) for user authorization 

    A keyring (or key ring) is a set of digital certificates, private keys, and key mappings that defines a networking trust policy. A keyring keystore (JCERACFKS) collects and manages all the keyrings. If you do not have a keyring, you can create a RACF keyring for user authentication in WML for z/OS and then, configure a keyring keystore (JCERACFKS) to manage the keyring.

    Before you begin, review “Road map for planning to installing” on page 7 and make sure that you completed all preceding tasks in the sequence, including the installation of WMLz base and optionally WMLz IDE.

    For configuring a RACF keyring keystore, grant <racf_userid> the RACF SPECIAL authority or sufficient authority as described in the RACDCERT command. Complete the following steps:

    1.	Create a keyring by issuing the following RACF command:

    RACDCERT ADDRING(WMLZRING) ID(WMLZID)

    Where WMLZID is the <mlz_setup_userid> as described in Configuring user ID for setting up WML for z/OS base.

    2.	Generate a certificate authority (CA) certificate by issuing the command that is shown in Example 4-4.

    Example 4-4   Generating a CA certificate
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    RACDCERT GENCERT CERTAUTH +  

    SUBJECTSDN( + 

          CN('PLEXE2') + 

          C('US') + 

          SP('CA') + 

          L('SAN JOSE') + 

          O('IBM') + 

          OU('WMLZ') + 

    ) + 

    ALTNAME( + 

          EMAIL('user1@ibm.com') + 

    ) +  

    WITHLABEL('WMLZCACert') +  

    NOTAFTER(DATE(2030/01/01))
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    If you decide to use a CA-signed certificate that is used by your business, make sure that you add and import the root CA certificate to RACF. For more information about the use of the RACDCERT ADD and RACDCERT IMPORT commands, see the instructions in the RACDCERT command.

    3.	Generate and sign a user certificate for <mlz_setup_userid> by issuing the command that is shown in Example 4-5.

    Example 4-5   Generating and sign a user certificate
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    RACDCERT GENCERT ID(WMLZID) + 

    SUBJECTSDN( + 

          CN('PLEXE2') +  

          C('US') + 

          SP('CA') +  

          L('SAN JOSE') + 

          O('IBM') +  

          OU('WMLZ') +  

    ) +  

    ALTNAME( + 

          EMAIL('user1@ibm.com') + 

    ) + 

    WITHLABEL('WMLZCert_WMLZID') +  

    SIGNWITH(CERTAUTH LABEL('WMLZCACert')) + 

    NOTAFTER(DATE(2022/01/01)) 
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    4.	Connect the user certificate and the CA certificate to the keyring that you created and add usage options for <mlz_setup_userid> by issuing the command that is shown in Example 4-6.

    Example 4-6   Connecting the user certificate
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    RACDCERT ID(WMLZID) CONNECT(CERTAUTH LABEL('WMLZCACert') +     

    RING(WMLZRING))                                  

    RACDCERT ID(WMLZID) CONNECT(ID(WMLZID) LABEL('WMLZCert_WMLZID') + 

    RING(WMLZRING) USAGE(PERSONAL)) 
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    5.	Grant <mlz_setup_userid> permission to access the keyring and the CA certificate. The <mlz_setup_userid> must have READ or UPDATE authority to the IRR.DIGTCERT.LISTRING resource in the FACILITY class. The READ access enables the listing of your own keyring, and the UPDATE access enables the listing of keyrings that are owned by others. Issue the command that is shown in Example 4-7.

    Example 4-7   Granting permissions to access the keyring and CA certificate
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    RDEFINE FACILITY IRR.DIGTCERT.LIST UACC(NONE)

    PERMIT IRR.DIGTCERT.LISTRING CLASS(FACILITY) ID(WMLZID) ACCESS(READ)

    SETROPTS RACLIST(FACILITY) REFRESH
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    The <mlz_setup_userid> must also have the READ or UPDATE authority to the <ringOwner>.<ringName>.LST resource in the RDATALIB class. The READ access enables the retrieval of your private keys, and the UPDATE access enables the retrieval of keys of others. Issue the command that is shown in Example 4-8.

    Example 4-8   Granting permission to retrieve your private keys and keys of others
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    RDEFINE RDATALIB WMLZID.WMLZRING.LST UACC(NONE) 

    SETROPTS CLASSACT(RDATALIB) RACLIST(RDATALIB) 

    SETROPTS CLASSACT(RDATALIB)

    PERMIT WMLZID.WMLZRING.LST CLASS(RDATALIB) ID(WMLZID) ACCESS(READ)

    SETROPTS RACLIST(RDATALIB) REFRESH
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    6.	Optionally, if you plan to enable client authentication for Spark and use the RACF keyring, make sure that all affected user IDs have permission to access the keyring and the certificate. 

    4.3  Configuring security for Db2ZAI

    After you installDb2ZAI, you must complete the tasks that are described in this section as part of configuring Db2ZAI for security.

    4.3.1  Allocating system resources for the Db2ZAI user ID

    Allocating system resources is key to achieving good performance when running Db2ZAI from batch.

    For bash to process the file correctly, the .profile file should be created and tagged as text in code page IBM-1047. To check that the file is tagged correctly, issue the following command: 

    /u/db2zai> ls -alT .??*

    The results should be similar to the results that are shown in Example 4-9.

    Example 4-9   Results of command

    [image: ]

    t ISO8859-1   T=on  -rw-------   1 DB2ZAI   SPKGRP      2826 May 22 19:56 .bash_history

    t IBM-1047    T=on  -rw-r--r--   1 DB2ZAI   SPKGRP       322 May 12 14:12 .bashrc

    t IBM-1047    T=on  -rw-r--r--   1 DB2ZAI   SPKGRP       262 May 22 10:14 .profile
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    Complete the following steps to allocate system resources for the Db2ZAI user ID: 

    1.	Mount a ZFS directory with at least 10 GB of available storage to deploy Db2ZAI.

    2.	Update the .profile file:

    a.	Add the bin directory of your NodeJS home to the path environment variable, as shown in Example 4-10.

    Example 4-10   Bin directory of NodeJS home
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    export NODEJS_HOME=$IML_INSTALL_DIR/nodejs

    export JAVA_HOME=/java8_64/J8.0_64

    export BASH_HOME=$IML_INSTALL_DIR/iml-zostools

    export PATH=$PATH:$NODEJS_HOME/bin:$JAVA_HOME/bin:$BASH_HOME/bin
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    b.	Export the Java path by using the following command:

    export PATH=$PATH:/java8_64/J8.0_64/bin

    c.	Add Bash 4.3 to the environment path by using the following command: 

    export PATH=$PATH:/bash4.3/bin

    d.	Set export _BPXK_AUTOCVT=ON.

    3.	When you start Db2ZAI from JCL (that is, BPXBATCH), the ID that is assigned to the started task is the ID that started the JCL procedure, or the ID that is assigned to the RACF profile (that is, STDATA). If you set CPUTIMEMAX in the OMVS segment for that ID, the Db2ZAI processes that are running under that ID take the value that is specified for CPUTIMEMAX in the OMVS segment.

    If the CPUTIMEMAX value is not set in the OMVS segment, the system-wide value for MAXCPUTIME that was set in BPXPRMxx is used.

    If you use a user ID that is specific to managing Db2ZAI and you plan to start Db2ZAI from UNIX System Services, the CPU time limit might need to be set on the user’s OMVS segment to prevent Db2ZAI server processes from reaching the CPU time limit. This CPU time limit depends on the system-wide value that is provided in BPXPRMxx (if any).

    Use the following RACF command to set the CPU time value on the OMVS segment:

    ALU <userid> OMVS(CPUTIMEMAX(2147483647)

    4.	If the user ID is a general system user ID with TSO access, start Db2ZAI from JCL (that is, BPXBATCH). The CPU time limit is determined by the TIME parameter in the JCL, as shown in Example 4-11

    Example 4-11   CPU time limit
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    //AKIRA   PROC PARM1='akira --clean'

    //SERVER  EXEC PGM=BPXBATSL,REGION=0M,COND=(0,LT),                   

    // TIME=NOLIMIT,                                                     

    // PARM='PGM &BASHOME./bash &ZAIHOME./scripts/server.sh start &PARM1'
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    4.3.2  Configuring a keyring-based keystore for Db2ZAI SSL communications and for user authorization

    The keyring and certificate that you configure in this task can be shared by Db2ZAI and WML for z/OS.

    Complete the following steps:

    1.	If you have not done so yet, complete the steps that are described 4.2, “Configuring a keyring-based keystore (JCERACFKS) for user authorization” on page 24.

    2.	(Optional) If the owner of the keyring is not the ID that starts the Db2ZAI Node.js and Akira Liberty servers, permit this ID to access the keyring that you created by issuing the following commands:

    PERMIT <keyring_owner>.WMLZRING.LST CLASS(RDATALIB) ID(<DB2ZAI_ID>) ACCESS(UPDATE)

    SETROPTS RACLIST(RDATALIB) REFRESH

    Where <DB2ZAI_ID> is the ID that starts the Db2ZAI Node.js and Akira Liberty servers.

    4.3.3  Defining users for RACF

    RACF user IDs are used to authorize users to Db2ZAI.

    For more information about the RACF approach to data security (including the relevant RACF commands), see this web page.

    Complete the steps for Defining users and groups for RACF.

    4.3.4  Enabling PassTicket support for Db2ZAI

    The RACF PassTicket is a one-time-only password that is generated by a requesting product or function. It is an alternative to the RACF password and password phrase that removes the need to send RACF passwords and password phrases across the network in clear text.

    You must enable RACF PassTicket support for Db2ZAI. Db2ZAI uses PassTickets for network security.

    The RACF commands to be issued depend upon your particular Db2ZAI setup. In this section, we discuss the following scenarios: 

    •Scenario 1: The metadata Db2 and target Db2 are on the same subsystem.

    •Scenario 2: The metadata Db2 and target Db2 are on different subsystems, but in the same RACF database.

    •Scenario 3: The metadata Db2 and target Db2 are on different subsystems, and in a separate RACF database.

    For more information about PassTickets in Db2, see the following web pages:

    •Enabling Db2 to receive PassTickets for RACF-protected user IDs 

    •Using PassTickets 

    Scenario 1: The metadata Db2 and target Db2 are on the same subsystem

    Issue the commands that are shown in Example 4-12. These commands are available in sample job hlq.SCOYBASE(COYPTK1). This job must be customized and run by the security administrator.

     

    
      
        	
          Note: ACCESS(UPDATE) allows the generation of PassTickets. ACCESS(READ) allows the evaluation of PassTickets.

        
      

    

    Example 4-12   Metadata Db2 and the target Db2 are on the same subsystem
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    SETROPTS CLASSACT(PTKTDATA)   

    SETROPTS RACLIST(PTKTDATA)    

    SETROPTS GENERIC(PTKTDATA)    

                                                                         

    RDEFINE PTKTDATA <APPLNAME> SSIGNON(KEYMASKED(1234567890ABCDEF)) +      APPLDATA('NO REPLAY PROTECTION') UACC(NONE)                         

    RDEFINE PTKTDATA IRRPTAUTH.<APPLNAME>.* UACC(NONE)                     

    PERMIT IRRPTAUTH.<APPLNAME>.* CLASS(PTKTDATA) ID(<LIBERTY_OWNER>) ACCESS(UPDATE)

    PERMIT IRRPTAUTH.<APPLNAME>.* CLASS(PTKTDATA) ID(<DIST_OWNER>) ACCESS(READ)

    SETROPTS RACLIST(PTKTDATA) REFRESH
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    Scenario 2: The metadata Db2 and target Db2 are on different subsystems, but in the same RACF database

    Issue the commands that are shown in Example 4-13. These commands are available in sample job hlq.SCOYBASE(COYPTK2). This job must be customized and run by the security administrator.

    
      
        	
          Note: ACCESS(UPDATE) allows the generation of PassTickets. ACCESS(READ) allows the evaluation of PassTickets.

        
      

    

    Example 4-13   Metadata Db2 and target Db2 are on different subsystems, but same RACF database
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    SETROPTS CLASSACT(PTKTDATA)   

    SETROPTS RACLIST(PTKTDATA)    

    SETROPTS GENERIC(PTKTDATA)

        

    RDEFINE PTKTDATA <METADATA_APPLNAME> SSIGNON(KEYMASKED(1234567890ABCDEF)) +      

     APPLDATA('NO REPLAY PROTECTION') UACC(NONE)                         

    RDEFINE PTKTDATA IRRPTAUTH.<METADATA_APPLNAME>.* UACC(NONE)                      

    PERMIT IRRPTAUTH.<METADATA_APPLNAME>.* CLASS(PTKTDATA) ID(<LIBERTY_OWNER>) ACCESS(UPDATE) 

    PERMIT IRRPTAUTH.<METADATA_APPLNAME>.* CLASS(PTKTDATA) ID(<DIST_OWNER>) ACCESS(READ)

    RDEFINE PTKTDATA <TARGET_APPLNAME> SSIGNON(KEYMASKED(1234567890ABCDEF)) +     

     APPLDATA('NO REPLAY PROTECTION') UACC(NONE)                         

    RDEFINE PTKTDATA IRRPTAUTH.<TARGET_APPLNAME>.* UACC(NONE)

    PERMIT IRRPTAUTH.<TARGET_APPLNAME>.* CLASS(PTKTDATA) ID(<LIBERTY_OWNER>) 

    ACCESS(UPDATE)                     

    PERMIT IRRPTAUTH.<TARGET_APPLNAME>.* CLASS(PTKTDATA) ID(<DIST_OWNER>) ACCESS(READ)
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    Scenario 3: The metadata Db2 and target Db2 are on different subsystems, and in a separate RACF database

    Issue the commands that are shown in Example 4-14 for the metadata Db2 system and Example 4-15 for the target Db2 system. These commands are available in sample jobs hlq.SCOYBASE(COYPTK3M) for the metadata Db2 and hlq.SCOYBASE(COYPTK3P) for the target Db2. These jobs must be customized and run by the security administrator.

     

    
      
        	
          Note: If PassTickets are configured for your Db2 systems, verify that the keys that were used match. For more information about Db2 and RACF PassTickets for RACF protected user IDs, see this web page.

          ACCESS(UPDATE) allows the generation of PassTickets.

        
      

    

    Example 4-14   RACF commands for the metadata Db2 system
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    SETROPTS CLASSACT(PTKTDATA)   

    SETROPTS RACLIST(PTKTDATA)    

    SETROPTS GENERIC(PTKTDATA)    

    RDEFINE PTKTDATA <METADATA_APPLNAME> SSIGNON(KEYMASKED(1234567890ABCDEF)) +      

     APPLDATA('NO REPLAY PROTECTION') UACC(NONE)                         

    RDEFINE PTKTDATA IRRPTAUTH.<METADATA_APPLNAME>.* UACC(NONE)                      

    PERMIT IRRPTAUTH.<METADATA_APPLNAME>.* CLASS(PTKTDATA) ID(<LIBERTY_OWNER>) ACCESS(UPDATE) 

    PERMIT IRRPTAUTH.<METADATA_APPLNAME>.* CLASS(PTKTDATA) ID(<DIST_OWNER>) ACCESS(READ)

                                                                         

    RDEFINE PTKTDATA <TARGET_APPLNAME> SSIGNON(KEYMASKED(1234567890ABCDEF)) +     

     APPLDATA('NO REPLAY PROTECTION') UACC(NONE)                         

    RDEFINE PTKTDATA IRRPTAUTH.<TARGET_APPLNAME>.* UACC(NONE)                     

    PERMIT IRRPTAUTH.<TARGET_APPLNAME>.* CLASS(PTKTDATA) ID(<LIBERTY_OWNER>) ACCESS(UPDATE)

    SETROPTS RACLIST(PTKTDATA) REFRESH
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    Note that ACCESS(READ) in Example 4-15 allows the evaluation of PassTickets.

    Example 4-15   RACF commands for the target Db2 system.
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    SETROPTS CLASSACT(PTKTDATA)                                          

    SETROPTS RACLIST(PTKTDATA)                                           

    SETROPTS GENERIC(PTKTDATA)     

                                          

    RDEFINE PTKTDATA <TARGET_APPLNAME> SSIGNON(KEYMASKED(1234567890ABCDEF)) +   

     APPLDATA('NO REPLAY PROTECTION') UACC(NONE)                         

    RDEFINE PTKTDATA IRRPTAUTH.<TARGET_APPLNAME>.* UACC(NONE)                      PERMIT IRRPTAUTH.<TARGET_APPLNAME>.* CLASS(PTKTDATA) ID(<DIST_OWNER>) ACCESS(READ) 

    SETROPTS RACLIST(PTKTDATA) REFRESH
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Installation, customization, and configuration

    After you satisfy the prerequisites that are outlined in Chapter 3, “Planning” on page 11, you can begin the installation process. In this chapter, we discuss the installation, customization, and configuration of the prerequisites to Db2ZAI. 

    Before installing Db2ZAI, you install the base IBM Watson Machine Learning for z/OS (WMLz). WML/z uses IBM proprietary and open source technologies and requires prerequisite hardware and software. 

    Although the SMP/E installations are not required to be completed in any specific order, customizations must be done in a specific order. 

    WMLz is included with Db2ZAI when you apply the correct FMIDs; however, WMLz prerequisites must be installed first. In this chapter, we guide you in the installation and configuration of that software before the installation of WMLz.

    This chapter includes the following topics:

    •5.1, “Installing IBM Open Data Analytics for z/OS” on page 32

    •5.2, “Installing IBM Watson Machine Learning for z/OS base” on page 36

    •5.3, “IBM Db2 AI for z/OS” on page 57

    5.1  Installing IBM Open Data Analytics for z/OS 

    In this section, we provide instructions to install and activate IBM Open Data Analytics for z/OS (IzODA), which is required to be installed before WMLz. 

     

    5.1.1  SMP/E considerations and options

    The recommended values for specific SMP/E Container Storage Interface (CSI) sub-entries are shown in Table 5-1. The use of values that are lower than the recommended values can result in failures in the installation. 

    Table 5-1   SMP/E options: Sub-entry values

    
      
        	
          Sub-entry

        
        	
          Value

        
        	
          Comment

        
      

      
        	
          DSSPACE

        
        	
          Existing target CSI value

        
        	
          IBM suggests using the DSSPACE value of your existing target system CSI. 

        
      

      
        	
          PEMAX

        
        	
          SMP/E default

        
        	
          IBM recommends the use of the SMP/E default

        
      

    

    DSSPACE is a sub-entry in the GLOBAL options entry. PEMAX is a sub-entry of the GENERAL entry in the GLOBAL options entry. See the SMP/E manuals for more information about updating the global zone.

    Open Data Analytics for z/OS uses the CALLLIBS function that is provided in SMP/E to resolve external references during installation. When Open Data Analytics for z/OS is installed, ensure that DDDEFs exist for the following libraries:

    •SCEELKED

    •SISPLOAD

     

    
      
        	
          Note: CALLLIBS uses the previous DDDEFs to resolve only the link-edit for Open Data Analytics for z/OS. These data sets are not updated during the installation of Open Data Analytics for z/OS.

        
      

    

    You can use the sample jobs that are listed in Table 5-2 that are provided as part of the product to perform part or all of the installation tasks. The SMP/E jobs assume that all DDDEF entries that are required for SMP/E execution were defined in suitable zones. You can access the sample installation jobs by performing an SMP/E RECEIVE and then, copy the jobs from the RELFILES to a work data set for editing and submission. Table 5-2 lists the suitable RELFILE data set. 

     

    
      
        	
          Note: The ‘prefix’ that is shown in Table 5-2 is the high-level qualifier that is specified as the DSPREFIX value in the SMPTLIB DDDEF or the OPTIONS entry of the global zone.

        
      

    

    Table 5-2   Sample installation jobs

    
      
        	
          Job name

        
        	
          Job type

        
        	
          Description

        
        	
          RELFILE

        
      

      
        	
          AZKISALC

        
        	
          ALLOCATE

        
        	
          Sample job to allocate Spark and the MDS target and distribution libraries. 

        
        	
          ‘prefix’.HSPK120.F2

        
      

      
        	
          AZKISDDD

        
        	
          DDDEF

        
        	
          Sample job to define Spark and the MDS SMP/E DDDEFs.

        
        	
          ‘prefix’.HSPK120.F2

        
      

      
        	
          AZKISMKD

        
        	
          MKDIR

        
        	
          Sample job to start the supplied AZKMKDiR EXEC to allocate Spark and the MDS file system paths. 

        
        	
          ‘prefix’.HSPK120.F2

        
      

      
        	
          AZKISZFS

        
        	
          ALLOMZFS

        
        	
          Sample Job to allocate ZFS.

        
        	
          ‘prefix’.HSPK120.F2

        
      

      
        	
          AZKMKDIR

        
        	
          REXX EXEC

        
        	
          Started by AZKISMKD to define Spark and MDS installation directory paths. 

        
        	
          ‘prefix’.HSPK120.F2

        
      

    

    5.1.2  Installing user ID

    The user ID that is used to install IzODA, or to install maintenance, must have the following attributes:

    •UID(0) or READ access or higher to the BPX.SUPERUSER facility class

    •Be connected to a group that has a GID

    •Have READ access or higher to the following facility classes:

     –	BPX.FILEATTR.PROGCTL

     –	BPX.FILEATTR.APF

     –	BPX.FILEATTR.SHARELIB

    •Have WRITE access to the following path:

    /usr/lpp/IBM/izoda/spark

    5.1.3  Installation steps

    The following terminology is used in the following steps for installation of IzODA:

    •Driving system

    The system on which SMP/E is run to install the program. The program might include specific operating system or product level requirements for the use of processes, such as binder or assembly utilities during the installation.

    •Target system

    The system on which the program is configured and run. The program might have specific product level requirements, such as needing access to the library of another product for link-edits. These requirements (mandatory or optional) might directly affect the element during the installation or in its basic or enhanced operation.

    Complete the following steps:

    1.	Perform the SMP/E RECEIVE. 

    If you obtained Open Data Analytics for z/OS as part of a Custom-Built Product Delivery Option (CBPDO), use the RCVPDO job in the CBPDO RIMLIB data set to receive the Open Data Analytics for z/OS FMIDs, service, and HOLDDATA that are included on the CBPDO package. You can access the sample installation jobs by performing an SMP/E RECEIVE and then, copying the jobs from the RELFILES to a work data set (suitable data sets are listed in Table 5-2 on page 32) for editing and submission. 

    For more information, see the documentation that is included in the CBPDO.

    2.	Allocate the SMP/E target and distribution libraries.

    Edit and submit sample jobs ANBISALC and AZKISALC to allocate the SMP/E target and distribution libraries for Open Data Analytics for z/OS. See the instructions in the sample job for more information. The expected return code and message that you receive if the job runs correctly is 0. 

    3.	Allocate the file system paths. 

    The target system zFS data set must be mounted on the driving system when running the sample AZKISMKD job because the job creates paths in the zFS. 

    Before running the sample job to create the paths in the file system, you must ensure that OMVS is active on the driving system and that the target system’s zFS file system is mounted to the driving system. zFS must be active on the driving system if you are installing Open Data Analytics for z/OS into a file system that is zFS.

    If you plan to install Open Data Analytics for z/OS into new zFS file systems, you must create the mount points and mount the new file systems to the driving system for Open Data Analytics for z/OS.

    If your installation uses a zFS, edit and submit sample job AZKISZFS to allocate the file system for Spark. (Consult the instructions in the sample jobs for more information.) The space requirements for the file system to install the Spark FMID are shown in the sample job, AZKISZFS. You can increase the space requirements for the file systems in the sample jobs to accommodate future growth because of the installation of service.

    The recommended mount point for Spark is /usr/lpp/IBM/izoda/spark.

    4.	Edit and submit sample job AZKISMKD to allocate the HFS or zFS paths for IzODA.

    Consult the instructions in the sample job for more information. If you create a file system for this product, consider updating the BPXPRMxx PARMLIB member to mount the new file system at IPL time. This action can be helpful if an IPL occurs before the installation is completed.

    The expected return code and message if these jobs complete successfully is 0.

    5.	Create DDDEF entries.

    Edit and submit sample jobs AZKISDDD to create DDDEF entries for the SMP/E target and distribution libraries for IzODA. Consult the instructions in the sample job for more information.

    You receive a return code of 4 the first time these jobs are run (because the 'REP' command) with the following message:

    GIM27701W DDDEF ENTRY XXXXXXXX DOES NOT EXIST. THE REPLACE OPERATION HAS BEEN CHANGED TO AN ADD.

    6.	Perform the SMP/E APPLY. 

    For more information about this step, see 6.1.9, page 22 of the Program Directory for IBM Open Data Analytics for z/OS V1R1. 

    7.	Perform the SMP/E ACCEPT. 

    For more information about this step, see 6.1.10, page 25 of the Program Directory for IBM Open Data Analytics for z/OS V1R1.

    8.	Run the REPORT MISSINGFIX command. 

    This command helps you to determine whether any FIXCAT APARs exist that are applicable and were not yet installed, and whether any SYSMODs are available to satisfy the missing fix category (FIXCAT) APARs. More specifically, the REPORT MISSINGFIX command reports on SYSMODs that were applied or accepted for which subsequent FIXCAT HOLDs were received and whose reason IDs were not yet resolved. 

    This REPORT command can also create APPLY commands to help you install any identified missing fixes. After you finish installing Open Data Analytics for z/OS, it is recommended you run the REPORT MISSINGFIX command, as shown in Example 5-1.

    Example 5-1   REPORT MISSINGFIX
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    //REPORT   JOB 'accounting info',MSGLEVEL=(1,1)

    //REPORT   EXEC SMPPROC

    //SMPCNTL  DD  *

    SET BDY(GLOBAL).                                        /* Process a GLOBAL zone */

    REPORT MISSINGFIX                                       /* Report on FixCAT APARs */

       ZONES(zosTgtZoneName,programProductTgtZoneName, ...) /* missing from these zones */

       FIXCAT(IBM.Function.ApacheSpark).                    /* related to these categories */

    /*
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    As shown in Example 5-1, the ZONES operand identifies the target zone for your z/OS where IzODA is running in addition to the target zones for your z/OS, and other program products that operate with IzODA. The REPORT MISSINGFIX command analyzes your software that is installed in the specified target zones and determines which of the PTFs that are identified by the specified fix category are missing from those target zones. 

    FIXCAT is an identifier that is used to group and associate PTFs to a specific category of software fixes. FIXCATs are supplied to you in the form of SMP/E FIXCAT HOLDDATA statements. Each FIXCAT HOLDDATA statement associates an APAR and its related fixing PTF to one or more fix categories.

    9.	Run REPORT CROSSZONE. 

    The REPORT CROSSZONE command provides a list of all the SYSMODs that must be installed and which zones need them. It also identifies requisites for products that are installed in separate zones. This command also creates APPLY and ACCEPT commands in the SMPPUNCH dataset. You can use the APPLY and ACCEPT commands to install those cross zone requisites that the SMP/E REPORT CROSSZONE command identifies.

    REPORT CROSSZONE requires a global zone with ZONEINDEX entries that describe all of the target and distribution libraries on which they are to be reported. 

    For more information about how to define a ZONEINDEX for each zone, see this web page.

    5.1.4  Installing all maintenance packages

    Apply all required maintenance packages, including the UI90069 and UI90070 for Spark PTFs.

    5.2  Installing IBM Watson Machine Learning for z/OS base

    At this point, you successfully installed the prerequisites for IBM WMLz base and are now ready to complete the following steps to install it: 

    1.	Locate the SMP/E images, PTFs, and program directories that you obtained and transferred onto your z/OS system. 

    2.	Install the WMLz base: 

    a.	Follow the instructions in the Program Directory for IBM Watson Machine Learning for z/OS, GI13-5011 to install the WMLz base. 

    The SMP/E program installs WMLz base in the default /usr/lpp/IBM/aln/v2r3 directory, which is referred as $IML_INSTALL_DIR. The directory structure should look similar to Example 5-2. 

    Example 5-2   Directory structure

    [image: ]

    +- alnsamp/

    +- bin/

    +- cics-scoring/

    +- configuration/

    | +- defaults/

    | +- generated/

    +- extra/

    | | +- examples/

    | | +- log4j2.properties

    +- IBM/

    +- iml-db2ads/

    +- iml-library/

    +- iml-onnx/

    +- iml-portal/

    +- iml-services/

    +- iml-utilities

    +- iml-zostools/

    +- imlpython/

    +- IMLzOS.properties

    +- node_modules/

    +- nodejs/

    +- sparkaas/

    +- usr/

    | +- extension/

    | | +- lib

    | | | +- features/

    | | | +- iml_1.0.0.jar

    | +- servers/

    +- wlp/
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    b.	Apply all required maintenance packages that bring the WMLz base code level to v2.3.0. 

    See Table 3-4 on page 13 for a list of APARs and corresponding PTFs. 

    3.	Verify that SMP/E was successfully run for all images and PTFs.

    5.2.1  Configuring ports for WML for z/OS base

    WML for z/OS base requires dedicated networks and ports for communication across component systems and services. Some of the ports are predefined, while others can be user-defined. You must configure all the required networks and ports in your firewall before installing the WMLz base. 

    Table 5-3 lists the required ports for installing and running WMLz base on z/OS.

    Table 5-3   WMLz required ports

    
      
        	
          System or service

        
        	
          Port number

        
        	
          Outbound system

        
        	
          Inbound system

        
        	
          Default address space

        
      

      
        	
          Db2 for z/OS

        
        	
          User-defined1

        
        	
          z/OS system

        
        	
          Db2 subsystem

        
        	
          Your Db2 address space

        
      

      
        	
          z/OS Spark master

        
        	
          7077 or user-defined

        
        	
          z/OS system

        
        	
          z/OS Spark system

        
        	
          ALNSPRKM

        
      

      
        	
          z/OS Spark master REST API

        
        	
          6066 or user-defined

        
        	
          z/OS system

        
        	
          z/OS Spark system

        
        	
          ALNSPRKM

        
      

      
        	
          z/OS Spark master UI

        
        	
          8080 or user-defined

        
        	
          z/OS system

        
        	
          z/OS Spark system

        
        	
          ALNSPRKM

        
      

      
        	
          z/OS Spark worker

        
        	
          Dynamically assigned or user-defined

        
        	
          z/OS system

        
        	
          z/OS Spark system

        
        	
          ALNSPRKW

        
      

      
        	
          z/OS Spark worker UI

        
        	
          8081 or user-defined

        
        	
          z/OS system

        
        	
          z/OS Spark system

        
        	
          ALNSPRKW

        
      

      
        	
          z/OS Spark executor

        
        	
          Dynamically assigned or user-defined

        
        	
          z/OS system

        
        	
          z/OS Spark system

        
        	
          ALNSPRKX

        
      

      
        	
          z/OS Spark driver

        
        	
          Dynamically assigned or user-defined

        
        	
          z/OS system

        
        	
          z/OS Spark system

        
        	
          ALNSPRKD

        
      

      
        	
          Spark-integration service

        
        	
          10080 or user-defined

        
        	
          z/OS system

        
        	
          z/OS system

        
        	
          ALNSISRV

        
      

      
        	
          Scoring service

        
        	
          User-defined2

        
        	
          z/OS system

        
        	
          Liberty Profile for z/OS system

        
        	
          ALNSCSRV

        
      

      
        	
          Scoring service

        
        	
          Dynamically assigned or user-defined3

        
        	
          z/OS system

        
        	
          z/OS system

        
        	
          ALNSCSRV

        
      

      
        	
          WMLz base UI service

        
        	
          9888 or user-defined

        
        	
          Your network

        
        	
          z/OS system

        
        	
          ALNWEBS

        
      

      
        	
          WMLz base core services

        
        	
          11442 or user-defined

        
        	
          z/OS system, Liberty Profile for z/OS, Python run time for z/OS

        
        	
          z/OS system

        
        	
          ALNSERV

        
      

      
        	
          Configuration tool service

        
        	
          5000 or user-defined

        
        	
          Your network

        
        	
          z/OS system

        
        	
          ALNTOOL

        
      

      
        	
          Notes:

          1 The assignment of this port depends on your Db2 configuration.

          2 The assignment of this port depends on the configuration of the Liberty Profile server and the scoring service.

          3 The two ports are dynamically assigned and used by the Spark session that is locally created by the scoring service for communication between the driver and the executor. Otherwise, you can define the ports by setting the spark.driver.port and spark.blockManager.port options in the spark.properties.scoringServerName file.

        
      

    

    After you assign and configure the ports, make sure that all WMLz base component systems and services in your installation can communicate with each other.

    5.2.2  Configuring user authentication

    WML for z/OS uses SSL to secure network connections and RACF through SAF to authenticate users. For the purposes of this IBM Redbooks publication, you configure a keyring-based keystore (JCERACFKS) (see section 4.2, “Configuring a keyring-based keystore (JCERACFKS) for user authorization” on page 24) to collect and manage your SSL certificates, encryption keys, and key mappings.

    5.2.3  Configuring WML for z/OS base

    The initial configuration of WML for z/OS base includes the following tasks: 

    •Verifying:

     –	Prerequisite software levels

     –	System environment variable settings

    •Creating:

     –	Metadata objects

     –	Runtime environments

    •Setting up WMLz UI and other services. 

    You can use the WML for z/OS configuration tool to quickly complete these tasks.

    Before you begin

    Review “Road map for planning to installing” on page 7 and ensure that you completed all preceding tasks in the sequence,

    Confirm that <db2_authid> includes the required privilege set, as described in “Allocating other required user IDs for WML for z/OS base” on page 23 and CREATE DATABASE. Otherwise, consider creating the metadata objects before running the configuration tool. Use an authorization ID that has the required privileges. For more information, see Creating metadata tables for WML for z/OS repository service.

    Complete the following steps to use the WMLz configuration tool: 

    1.	Locate the configtool.sh script in the $IML_INSTALL_DIR/iml-utilities/configtool directory. The configtool.sh script prepares for the start of the WML for z/OS configuration tool. You can use the script to start and stop the configuration tool and retrieve the access token required by the tool.

    2.	Run the start command with the --no-python option to configure WMLz for Db2ZAI, as shown in the following example:

    ./configtool.sh start --no-python

    3.	When prompted, respond by entering requested information or accepting the default:

    a.	Enter the IP address or host name of the z/OS system where the configuration tool runs or press Enter to use default IP address 9.30.128.45. 

    b.	Enter the port number of the z/OS system where the configuration tool runs or press Enter to use default port 50000.

    The IP addresses and port numbers that you entered or accepted are saved in $IML_HOME/iml-config/imltool_logs/tool-error.log.

    The script starts the process for the configuration tool. After the process is successfully started, the script displays the full URL for the web user interface (UI) of the configuration tool and the access token that is required by the web UI.

    4.	Copy and paste the URL into the address field of your browser and press Enter to start the WML for z/OS configuration tool Welcome page (see Figure 5-1). Then, click Start to continue. 
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    Figure 5-1   WMLz launch page

    WML for z/OS supports the standard or desktop version of Mozilla Firefox and Google Chrome. For more information, see this web page (log in required).

    5.	Paste the access token into the access token field on the UI and click Start to configure WMLz base.

    If errors are found during a step, correct the errors and click Next to continue to the next step.

     

    
      
        	
          Tip: Take note of and save the access token in case you need to sign in the configuration tool again. Alternatively, run the configtool.sh script with the gettoken option (./configtool.sh gettoken) to retrieve the token.

        
      

    

    6.	On the Environment readiness page (see Figure 5-2), verify that your system and environment are ready for configuration.

    [image: ]

    Figure 5-2   Environment readiness page

    The configuration tool checks that required software, including Spark, node.js, bash, and Java, is installed at the required level and that environment variables are correctly set on your z/OS system.

    
      
        	
          Tip: The configuration tool also checks the initial space allocation to the zFS file system of the $IML_HOME directory. If the size of the zFS file system is too small and an error is reported, use the zfsadm grow command to increase the aggregate if enough space exists on the volume. For more information, see zfsadm grow.

        
      

    

    7.	On the Authentication page, choose JCERACFKS as your keystore for securing connections and authenticating users, as shown in Figure 5-3. 
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    Figure 5-3   Choose a keystore 

    A keystore consists of a set of digital certificates, encryption keys, and key mappings for securing network connections and authenticating users. The WMLz authentication service supports a RACF keyring-based keystore (JCERACFKS) as the default. 

    8.	On the Metadata repository page (see Figure 5-4), specify a Db2 for z/OS system and schema name for WMLz metadata objects. 
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    Figure 5-4   Metadata repository page

    The WMLz repository service uses Db2 for storing metadata tables. Specify the host IP or name, TCP port, authorization ID, password, location, and JDBC connection properties for the subsystem.

    Select Use existing metadata objects and specify a schema name. The configuration tool checks for metadata objects under the specified schema. If the required metadata objects are not found, create them as described in Creating metadata tables for WML for z/OS repository service (log in required) and then, return to this step. 

    Otherwise, select Create new metadata objects so that the configuration tool creates the required metadata objects. Specify a database name, storage group, and buffer pool for the new objects. You must grant <db2_authid> the required privileges, as described in “Allocating other required user IDs for WML for z/OS base” on page 23 and CREATE DATABASE. If the primary authorization ID does not have sufficient privilege, consider setting the SQL authorization checking in the Current SQLID field.

    9.	On the UI and core services page, specify the port number for your UI service and the port number for WMLz base core services, set the password for the default user admin, and add one user as a WMLz system administrator. The ID for this user must be a valid RACF user ID on the system where WMLz runs.

    If you plan to configure a WMLz base cluster, decide whether you want to add this WMLz base instance to the cluster. If yes, specify the cluster host name or IP address. Also, decide whether you want to enable audit trace for your WMLz models.

    10.	On the Runtime environment page (see Figure 5-5), specify the default runtime environment for WMLz base because the Spark runtime engine is used.

    [image: ]

    Figure 5-5   Runtime environment page

     

    
      
        	
          Note: For the purposes of this IBM Redbooks publication, do not enable client authentication; instead, specify port numbers for the Spark runtime engine. 

          Also, make sure to retain the default setting for the log level parameter and set it as shown in the following example:

          log4j.rootCategory=INFO, console

        
      

    

    11.	On the Review and configure page (see Figure 5-6), review all your settings, correct any errors, and configure WMLz base and services. 
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    Figure 5-6   Review and configure page

    The next page, Configuring ... , displays the entire configuration process, as shown in Figure 5-7. Monitor the progress and resolve any error that might occur. Do not close your browser or exit the configuration tool; wait until the configuration process completes.
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    Figure 5-7   Monitor the configuration progress 

    If the configuration process completes successfully (see Figure 5-8), click OK to exit the configuration tool, which also ends the configuration process and opens the sign-in page of the IBM Watson Machine Learning for z/OS web UI.
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    Figure 5-8   Configuration successful

    If the configuration process fails, click Back to resolve the error and then, click Retry to continue the configuration process.

     

    
      
        	
          Tip: If you must reinstall WMLz base and rerun the configuration tool, make sure that you complete the following tasks first:

          •Run the cleanup.sh script in the $IML_INSTALL_DIR/iml-utilities/configtool directory. This script stops the WMLz base services and processes that were started and restores your environment to its initial state.

          •Drop the metadata objects that were created during the previous configuration attempt.

        
      

    

    Upon successful completion, the login page opens, as shown in Figure 5-9. 

    [image: ]

    Figure 5-9   Login page

    5.2.4  Configuring WMLz base for scoring services

    After you successfully install and set up WMLz base, it is time to get it ready for use by configuring scoring services. You can create scoring services by using the administration dashboard or the supplied shell scripts.

    Decide whether you want to use the administration dashboard or the supplied scripts to configure and manage your scoring services. Although you can use both methods to create, update, start, stop, and delete scoring services, the administration dashboard is preferred.

    Consider the following points:

    •A WMLz scoring service is powered by the IBM WebSphere® Application Server Liberty Profile for z/OS (WLP). You can configure a scoring service to run in an internal or external WLP server:

     –	An internal WLP server refers to the instance that is embedded and installed as part of WMLz base.

     –	An external WLP server can be an instance that exists on your z/OS system or that you separately install.

    •You can configure a scoring service to run in different server environments. You can configure it to run locally on the server where WMLz base is installed or remotely on a different server.

    Table 5-4 lists typical use cases to guide your decision. 

    Table 5-4   Available configuration methods

    
      
        	
          Description

        
        	
          Configuration method

        
        	
          For more information

        
      

      
        	
          Running a scoring service locally on the WMLz base system

        
        	
          Administration dashboard

        
        	
          See “Configuring a new scoring service with the administration dashboard” on page 47. The new scoring service is automatically available to other WMLz services.

        
      

      
        	
          Running a scoring service remotely away from the WMLz base system

        
        	
          Interactive scripts 

        
        	
          See:

          •“Configuring a new scoring service by using shell scripts” on page 51 .

          •“Adding a WML for z/OS scoring service to the administration dashboard” on page 53. The new scoring service is available to other WMLz services only after it is manually added to the administration dashboard.

        
      

    

    Configuring a new scoring service with the administration dashboard

    Complete the following steps: 

    1.	Sign into the WML for z/OS administration dashboard. 

    2.	From the sidebar, browse to the System management - Scoring services page, as shown in Figure 5-10.
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    Figure 5-10   Scoring services page

    3.	Create a stand-alone or clustered scoring service: 

    a.	Click Add standalone scoring service to create a stand-alone scoring service.

    b.	On the Add standalone scoring service page, select Standard as the scoring service type (see Figure 5-11). 
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    Figure 5-11   WMLZ add a scoring service

    c.	Specify a name for the new service.

    d.	Specify the IP address in the Host field and HTTPS port (HTTPS is required) of the service host system.

    The Advanced options automatically display if the host name or IP address that you enter points to the same system where your WMLz base is installed.

    e.	Optionally, in the Advanced section, specify the suitable settings for your deployment service. You can accept and use the default settings.

    f.	Click Add to create the scoring service.

    g.	Verify that the new stand-alone service shows up under Standalone on the Scoring services page.

    h.	Under Action, click the vertical ellipsis (three vertical dots) that are next to your scoring service and then, click Start, as shown in Figure 5-12. 
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    Figure 5-12   Standalone scoring service has been added

    i.	Confirm that you want this scoring service started, as shown in Figure 5-13.
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    Figure 5-13   Confirm starting service

    Figure 5-14 shows successful start of the scoring service. 
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    Figure 5-14   successful start of the scoring service

    j.	Click Add cluster scoring service to create a new scoring service cluster, as shown in Figure 5-14:

    i.	On the Add cluster scoring service page, specify a name for the new scoring service cluster.

    ii.	Specify the IP address in the Host field and HTTPS port of the cluster host system.

    iii.	Click Add to create the scoring service cluster.

    iv.	Click Yes to add a scoring instance to the new scoring cluster.

    v.	On the Add scoring instance page, specify a name for the new scoring instance.

    vi.	Specify the IP address of the instance host system.

    vii.	You must specify the admin port if all individual scoring instances in the cluster are on the same LPAR system.

    viii.	Click Add to create the scoring instance.

    ix.	Verify that the new scoring cluster shows up under Cluster on the Scoring services page.

    x.	Expand the cluster to verify that the new scoring instance is included in the list.

    xi.	To add scoring instances to the scoring cluster, click the Edit icon under Action.

    xii.	On the Edit cluster scoring service page, click Add scoring instance.

    xiii.	Repeat Steps 3e - 3h to add a new scoring instance to the scoring cluster.

    4.	If needed, click the Edit (if enabled), Stop, or Delete icons under Action for a stand-alone scoring service, a cluster scoring service, or a scoring instance to update, stop, or remove the service, cluster, or instance.

    Configuring a new scoring service by using shell scripts

    In this section, the supplied shell scripts are used to create and manage a stand-alone scoring service that is configured to run remotely away from the WMLz base system or in an external WLP server. 

    The scoring service becomes available to other WMLz base services after you manually add it to the administration dashboard. Complete the following steps: 

    1.	Locate the $IML_INSTALL_DIR/bin directory on the system that you installed WML for z/OS base. 

    The $IML_INSTALL_DIR/bin directory contains the server.sh script, which you can use to create, configure, or manage a scoring service server. 

    2.	Create a WLP server for the scoring service by issuing the following command:

    ./server.sh create <serverName>

    3.	 When prompted, respond by entering requested information or accepting the default. 

    All of your input is stored in the scoring.cfg.<serverName> configuration file in the $IML_HOME/configuration directory.

    The scoring.cfg.<serverName> file includes the following configuration parameters and settings based on your input:

     –	For authentication method, make sure that you use the same keystore that you selected during the initial WMLz base configuration.

     –	At the end of the configuration process, you can start the scoring service immediately in the current script session or later in a separate script session:

     •	Consider starting the scoring service immediately if you do not plan to change the log level setting of your scoring server or the configuration of your Spark. When prompted, enter Y to start the service and then, skip to Step 7 to verify whether the service is started.

     •	Consider starting the scoring service later if you plan to customize the log level setting of your scoring server and the configuration of your Spark. When prompted, enter N to skip the option and then, continue onto Steps 4 - 5.

    4.	Optionally, configure your Spark by customizing the spark.properties.<serverName> file. The WML for z/OS scoring service runs Spark in local mode. A Spark session uses the following default properties, which you can modify:

    spark.master=local[*]

    spark.scheduler.mode=FAIR

    spark.local.dir=./spark-temp

    spark.ui.enabled=false

    Complete the following steps to modify the Spark properties file:

    a.	Make a copy of the spark.properties.<serverName> file from the $IML_INSTALL_DIR/configuration/defaults directory.

    b.	Move the new copy into the $IML_HOME/configuration directory.

    c.	Edit the new copy by resetting existing properties or adding others that are based on your needs.

    Reset the properties depending on how you want to run Spark. For example, set spark.master to local[N] if you want to control the number of threads to be used. See 

    d.	Save the updates.

    A new Spark session uses the updated spark.properties.<serverName> file in the $IML_HOME/configuration directory.

    5.	Optionally, configure the log level of the scoring server by customizing the log4j2.xml.template file.

    By default, the WML for z/OS scoring service sets the log level to INFO. At this level, the log records all informational messages for all requests that are issued to the scoring server, including those messages for model deployment. Depending on the volume of requests your scoring service receives, the size of the log file can quickly grow large. If the volume is consistently high, consider reducing the size of the log file by setting the log level to WARN or ERROR. Complete the following steps:

    a.	Make a copy of the log4j2.xml.template file in the $IML_INSTALL_DIR/configuration/defaults directory and save it as log4j2.xml.<serverName> into the $IML_HOME/configuration directory.

    b.	Open the log4j2.xml.<serverName> file and find the lines for logger com.ibm.ml.scoring.online.

    c.	Set the log level to WARN or ERROR, as shown in the following example:

    <logger name="com.ibm.ml.scoring.online" level="WARN" additivity="false">

            <appender-ref ref="Console"/>

    </logger>

    d.	Save the log4j2.xml.<serverName> file.

    6.	Start the scoring service server <serverName> if you choose not to do so at the end of Step 3.

    Issue the following command to start the Liberty Profile scoring server:

    ./server.sh start <serverName>

    By default, the scoring server process uses ALNSCSRV as the job name. If you want to change the name, start the process by using the following command:

    _BPX_JOBNAME='<job_name>' ./server.sh start <serverName>

    Where <job_name> is the name that you want to use for the job.

    7.	Verify that the scoring service is successfully started by checking the server status messages.

    8.	If necessary, update a scoring service by issuing the following command:

    ./server.sh update <serverName>

    When prompted, enter the information you need to update the configuration of the service.

    9.	If necessary, stop the scoring service server <serverName> by issuing the following command:

    ./server.sh stop <serverName>

    10.	If necessary, discover all existing servers by issuing the following command:

    ./server.sh list

    If necessary, remove a server by issuing the following command:

    ./server.sh remove <serverName>

    Verify that the server is indeed removed by issuing the list command again to display the remaining servers.

    Adding a WML for z/OS scoring service to the administration dashboard

    If you created a stand-alone scoring service by using the supplied shell scripts, you must add the new service to the Scoring services page of the administration dashboard. Otherwise, the service is not visible or available to the model deployment service in the WML for z/OS base UI. 

    Complete the following steps to do add your scoring service to the administration dashboard: 

    1.	Sign in the WML for z/OS administration dashboard.

    2.	From the sidebar, browse to the System management - Scoring services page and then, click Add standalone scoring service.

    3.	On the Add standalone scoring service page, select Standard as the scoring service type.

    The administration dashboard uses your selection to generate and display the configuration options that you need to specify for the new scoring service.

    4.	Specify suitable values for all required configuration options, including those for the WLP scoring server and the WMLz scoring service cluster.

    5.	Click Add at the bottom of the page to add the new service to the Scoring services page.

    6.	On the Scoring services page, verify that the scoring service appears under the stand-alone list.

    The newly added scoring service is now available for model deployments in the WML for z/OS UI.

    If necessary, update or remove a standalone scoring service by clicking the corresponding Edit or Delete icon under the ACTION menu. You must stop the scoring service before you can edit or remove it.

    5.2.5  Configuring WML for z/OS base for high performance

    WML for z/OS uses z/OS Spark. Spark can use a large amount of available resources on your z/OS system if it is not correctly configured. It is recommended that you evaluate the performance of WML for z/OS and fine-tune your system settings. 

    To improve the WML for z/OS performance, apply the following settings, configurations, and practices:

    •In SPARK_CONF_DIR/spark-env.sh, specify a limit for the number of cores that each application client can use. The following environment variable specifies that each application uses two cores:

    SPARK_MASTER_OPTS="-Dspark.deploy.defaultCores=2"

    •In the $IML_INSTALL_DIR/configuration/generated/ directory of the log4j.properties file, set logging for the Liberty Profile server to WARN or less. This setting reduces the effect of logging on performance.

    •When you create models, use the following approaches to tune application performance:

     –	In JDBC calls, return only the data that you need. That is, if you need only 1% of data, return only 1%. In Example 5-3, the table contains six million rows. However, only 1% of the data is used for training, and the data that is returned also is limited to 1%. 

    Example 5-3   Returning only the data that you need
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    val jdbcDF2 = sparkSession.read.format("jdbc").options(Map(

             "driver" -> "com.ibm.db2.jcc.DB2Driver",

             "url" -> "jdbc:db2://host-name",

             "user" -> "userID", "password" -> "password",

             "dbtable" -> "(SELECT * FROM qaulifier.table-name 

                             FETCH FIRST 60000 ROWS ONLY) as t",

             )).load()
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     –	When training the model, cache the DataFrame to reduce the number of calls to Db2:

    var trainCached = trainDF.cache()

    •A good guideline is to configure your executor heaps to enable 100% caching and avoid spillover to disk.

    When loading data from Db2 and storing it in DataFrames, the in-memory size is 1 - 2 times the flat data size. To determine the final executor heap size, use the following calculation:

    in memory data size / percentage of heap reserved for cache  = executor heap

    The default value for the percentage of heap that is reserved for cache is 0.54. For example, if you have 1.5 GB of data to load, you can use the following calculation to find the final executor size:

    3 GB (1.5 GB * 2) / 0.54 (default) = 5.55 GB

    5.2.6  Configuring a WMLz base cluster for high availability

    If your machine learning workload is large, mission critical, or both, you can configure your WMLz base core services for high availability. To achieve high availability of core services, consider configuring a WMLz base cluster. Each cluster can consist of two or more WMLz base instances that run on a single LPAR or across different LPARs.

    A WMLz base instance contains a set of core services for model training, deployment, batch scoring, ingestion, repository, and data connection management. The core services are supported by an active runtime environment. The runtime environment can be provided by Spark, Python, or both. To make core services in a WMLz base cluster highly available, you must keep one runtime environment active at all times.

    You must decide the type of WMLz base cluster that you want to configure. As shown in Figure 5-15, you can configure a cluster with multiple WMLz base instances running on the same LPAR (Cluster type 1) or across different LPARs (Cluster type 2).
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    Figure 5-15   WMLz base cluster

    You also must set up the TCP SHAREPORT port or the sysplex distributor port to be used by the cluster. If your WMLz base cluster is type 1, enable the SHAREPORT. If your cluster is type 2, enable the sysplex distributor port.

    Provision and install more system capacity to support your WMLz base cluster. It is recommended that you plan and start each WMLz base instance in a cluster, regardless of the cluster type, with the basic system capacity as described at this IBM Documentation web page. You can adjust the basic capacity in terms of CPU, memory, or DASD over time that is based on your machine learning workload.

    If your cluster is type 1 and your initial workload is small, you might be able to share the basic capacity of 1 GCP, 4 zIIPs, and 100 GB memory across multiple WMLz base instances on the same LPAR. This sharing is possible because only one runtime environment is active at any time. You can increase the CPU and memory allocation as your workload increases. However, you must allocate and start with 100 GB DASD for each instance.

    Complete the following steps to configure your WMLz base cluster for high availability: 

    1.	Retrieve the following configuration information of your first WMLz base instance from the System Configuration page of the administration dashboard:

     –	Keystore

    All WMLz base instances in a cluster must use the same keystore for secure connections and user authentication. If a RACF keying-based keystore is used in the first WMLz base instance, note the keyring name, keyring owner, and certificate label. If a file-based keystore is used, retrieve the location of your SSL certificates and the password for the keystore.jks file.

     –	Metadata schema

    All WMLz base instances in a cluster must use the same metadata schema. Note the schema name and the metadata database, storage group, and buffer pool information.

     –	Core services port

    All WMLz base instances in a cluster must use the same cluster host IP and WMLz core services port number. If the cluster is type 1 where all instances run on the same LPAR, write down the LPAR IP address and the SHAREPORT number. 

    If the cluster is type 2 where the instances run across different LPARs, write down the sysplex IP address and the SD port number.

    2.	Install and configure the second WMLz base instance into the cluster.

    Follow instructions that are described in “Configuring WML for z/OS base” on page 38 to configure the new instance. When prompted, make sure that you specify the keystore, metadata schema, and core services port information that you collected:

    a.	On the Authentication page, specify the keystore type and related information that is used in the first WMLz base instance. If the keystore is RACF keying-based, specify the keystore name, keyring owner, and certificate label. If the keystore is file-based, specify the same set of certificate and key files. This information ensures that all WMLz base instances in the cluster uses the same keystore to secure connections and authenticate users.

    b.	On the Metadata repository page, specify the same metadata schema name, database, storage group, and buffer pool used in the first WMLz base instance. This information ensures that all instances in the cluster use the same metadata objects.

    c.	On the UI and core services page, specify the cluster host IP address and WMLz core services port number. 

    3.	Repeat Step 2 to install and configure any other instance into the cluster.

    4.	Complete the cluster setup and start the cluster:

    a.	Repeat Steps 2 - 3 to complete the cluster setup.

    b.	Verify that all WMLz base instances in the cluster are started and running.

    c.	Verify that the runtime environment of one WMLz base instance is active.

    5.	Configure the REST API of your machine learning application to call the host IP and core services port of your WMLz base cluster.

    For cluster type 1, the cluster host IP is the LPAR IP address and the core services port is the SHAREPORT number. For cluster type 2, the cluster host IP is the sysplex distributor IP address and the core services port is the sysplex distributor (SD) port number.

    6.	If the active WMLz base instance in your cluster is down, activate the runtime environment of another instance by using the administration dashboard:

    a.	Sign in to the administration dashboard.

    b.	From the sidebar, browse to the System management → Runtime Environments page.

    c.	Select the runtime environment you want to activate and from the ACTIONS menu, click the Connection icon to connect and activate.

    d.	Verify that the new runtime environment is active and the cluster is up and running.

    5.3  IBM Db2 AI for z/OS

    This section describes the installation method and step-by-step procedures to install and activate the functions of Db2ZAI.

    Consider the following points:

    •If you want to install Db2ZAI into its own SMP/E environment, consult the SMP/E manuals for instructions about creating and initializing the SMPCSI and SMP/E control data sets.

    •You can use the sample jobs that are provided to perform part or all of the installation tasks. The SMP/E jobs assume that all DDDEF entries that are required for SMP/E execution were defined in suitable zones. 

    •You can use the SMP/E dialogs instead of the sample jobs to accomplish the SMP/E installation steps.

    As you go through the process of installing and configuring IBM Db2 AI for z/OS, you encounter some of the following commonly used terms:

    •APPLNAME

    This term refers to the LUNAME or the IPNAME of a stand-alone Db2 subsystem or the GENERICLU or the IPNAME that is assigned to each member of a Db2 data sharing group. This value must match the system name as it appears in the LINKNAME column of the SYSIBM.LOCATIONS table of a requesting Db2 subsystem or data sharing group.

    •Db2ZAI metadata Db2

    This Db2 instance holds the Db2ZAI metadata. Also referred to as the metadata Db2.

    •Target Db2

    These Db2 instances are the subject of Db2ZAI’s data collection and learning.

     

    
      
        	
          Note: The metadata Db2 and target Db2 can be (but are not necessarily the same) Db2 instance.

        
      

    

    •Db2ZAI LPAR

    This LPAR or z/OS instance is where Db2ZAI runs.

    •Target Db2 LPAR

    This LPAR or z/OS instance is where the target Db2 runs.

    
      
        	
          Note: The Db2 LPAR and the Db2ZAI LPAR can be the same; although, they are different in many cases.

        
      

    

    •IBM Watson Machine Learning for z/OS LPAR

    This LPAR or z/OS instance is where IBM Watson Machine Learning for z/OS runs. The expectation is that this LPAR is the same as the Db2ZAI LPAR, but it is not required to be the same.

    You install IBM Db2 AI for z/OS on your z/OS system by completing the SMP/E installation process, which is documented in the program directories that are provided with your order.

    Upon completion of the SMP/E installation of the required FMIDs, you must apply the required PTF maintenance that is identified in the respective program directories and installation prerequisites topics as described in “Software prerequisite overview” on page 12, and Step 3 of Table 2-1 on page 8 on page 8.

    When the SMP/E installation of required FMIDs and PTF maintenance has been applied, you will perform product enablement. 

    The required product enablement policy is included in the COYPREG member in the hlq.SCOYBASE data set. Complete the dynamic enablement by updating the IFAPRDxx PARMLIB member. The following entries must be in the IFAPRDxx PARMLIB member:

    PRODUCT OWNER('IBM CORP')

    NAME('DB2ZAI')

    VERSION(1) RELEASE(*) MOD(*)

    ID('5698-CGN')

    STATE(ENABLED)

    After the enablement records are added to the SYS1.PARMLIB(IFAPRDxx) member, re-IPL or run a SET PROD=(xx) command where xx identifies the last two characters of the IFAPRDxx member in which the change was made. Use the z/OS console command D PROD,STATUS to obtain the current product enablement status.

    5.3.1  Installing and deploying IBM Db2 AI for z/OS

    After you apply all of the SMP/E FMIDs, the required PTF maintenance, and completed product enablement, you can continue with the topics in this section.

    For more information about the installation and enablement of IBM Db2 AI for z/OS on your z/OS system, see Program Directory for IBM Db2 AI for z/OS, GI13-5007.

    Before you can run any IBM Db2 AI for z/OS applications or functions in Db2, you must enable and register IBM Db2 AI for z/OS in the Product Registration Services component of z/OS.

     

    
      
        	
          Note: Be sure to complete the Db2ZAI SMP/E installation before installing any PTF maintenance.

        
      

    

    The Db2ZAI user interface services run in the same LPAR as your installation of IBM Watson Machine Learning for z/OS.

    Complete the following tasks before you begin: 

    •Verify that your user ID includes read and execute privilege for the $IML_HOME and $IML_INSTALL_DIR directories before you proceed to running the install script.

    •Verify that your user ID includes write privilege for the $IML_HOME/tmp directory.

    The user ID that is used to start Db2ZAI and run install.sh must have UPDATE permission for listing the keyring if the ID is not the owner of the keyring. If the ID is the owner of the keyring, it must have READ permission to list the keyring.

    Complete the following steps to install Db2ZAI: 

    1.	Locate the Db2ZAI install directory (/usr/lpp/IBM/db2zaiv1r2/); then, browse to the subdirectory that contains the following installation script:

    /usr/lpp/IBM/db2zaiv1r2/configuration/scripts

    2.	Run the install.sh script by using the following command:

    ./install.sh

    When the script runs, you are prompted for the information that is listed in Table 5-5. You can place your values in column three of Table 5-5.

     

    
      
        	
          Note: Ensure that you know the paths, addresses, ports, and passwords of these components before you begin.

          If the environment variables are set for SPARK_HOME, IML_HOME, or DB2ZAI_HOME, the script prompts you to confirm the paths. Otherwise, these paths must be provided as input into the script. 

        
      

    

    Table 5-5   Db2ZAI configuration script information

    
      
        	
          Requested information

        
        	
          Example

        
        	
          Your value

        
      

      
        	
          SPARK_HOME path

        
        	
          /izoda11/usr/lpp/izoda/spark/spark24x

        
        	
           

        
      

      
        	
          IBM Watson Machine Learning for z/OS home (IML_HOME) path

        
        	
          /u/home/DB2ZAI/iml

        
        	
           

        
      

      
        	
          Db2ZAI home path

        
        	
          /u/home/DB2ZAI/db2zai-home

        
        	
           

        
      

      
        	
          IBM Watson Machine Learning

          for z/OS installation directory

          ($IML_INSTALL_DIR)

        
        	
          /usr/lpp/IBM/aln/v2r3m0/

        
        	
           

        
      

      
        	
          Is WMLz configured for High Availability?

        
        	
          Yes or No

        
        	
           

        
      

      
        	
          IBM Watson Machine Learning for z/OS local IP address

        
        	
          9.30.12X.XX

        
        	
           

        
      

      
        	
          Sysplex Distributor IP Address for WMLz

          9.30.12X.XX

           

          Note: This prompt is displayed only if WMLz is configured for high availability.

        
        	
          9.30.12X.XX

        
        	
           

        
      

      
        	
          WMLz base UI service port

        
        	
          11400

        
        	
           

        
      

      
        	
          IBM Watson Machine Learning for z/OS base core services port

        
        	
          11401

        
        	
           

        
      

      
        	
          Spark Master IP address

        
        	
          9.30.12X.XX

        
        	
           

        
      

      
        	
          Spark Master port

        
        	
          11408

        
        	
           

        
      

      
        	
          Requested information

        
        	
          Example

        
        	
          Your value

        
      

      
        	
          Is Db2ZAI configured for High Availability?

        
        	
          Yes or No

        
        	
           

        
      

      
        	
          Sysplex Distributor IP Address for Db2ZAI

           

          Note: This prompt is displayed only if Db2ZAI is configured for high availability.

        
        	
          9.30.12X.XX

        
        	
           

        
      

      
        	
          Db2ZAI user interface port

        
        	
          5222

        
        	
           

        
      

      
        	
          Db2ZAI back-end port

        
        	
          5223

        
        	
           

        
      

      
        	
          Db2ZAI SQL Optimizer port

        
        	
          5224

        
        	
           

        
      

      
        	
          Db2ZAI System Assessment port (Db2ZAI Liberty server)

        
        	
          5225

        
        	
           

        
      

      
        	
          User ID of the key ring owner

        
        	
          ZAIUSER

        
        	
           

        
      

      
        	
          Key ring name

        
        	
          ZAIRING

        
        	
           

        
      

      
        	
          Personal certificate label

        
        	
           Personal cert

        
        	
           

        
      

      
        	
          Do you want to modify the Db2ZAI job name prefix?

        
        	
          Yes or No

        
        	
           

        
      

      
        	
          Prefix for Db2ZAI job names (max four characters) 

           

          Note: This prompt is only displayed if then answer to the question above is Yes.

        
        	
          TEST

        
        	
           

        
      

    

    If the installation was successful, the message IBM Db2 AI for z/OS configuration completed is displayed.

    3.	The default JVM heap size for Db2ZAI is set to 16 GB. If your system has less than 16 GB of storage, update $DB2ZAI_HOME/servers/akira/jvm.options to your system’s maximum storage size.

     

    
      
        	
          Note: If the default JVM heap size (16 GB) is too high for your system, set the heap size to a value that is suitable for your environment.

        
      

    

    4.	If you are running Liberty and Node from the UNIX System Services command line, go to the $DB2ZAI_HOME/scripts directory and run the db2zai_services_start script to start the Db2ZAI user interface and services by using the following command.

    ./db2zai_services_start

    If you are running either Liberty or Node from a proc, you must modify the following sample JCL procedures, which are found in the hlq.SCOYBASE partitioned data set:

     –	COYAKIRA JCL to start & stop Liberty server

     –	COYZAIST JCL to start Node servers

     –	COYZAISP JCL to stop Node servers

    5.	Check that the following services (the Db2ZAI user interface, Db2ZAI backend, SQL optimizer model training service, and system assessment service) are running by opening each of the following URLs in a browser. If a service is running, a welcome page is displayed:

     –	IBM Db2 AI for z/OS login page: https://<hostname>:<port>/ 

     –	Welcome to Express https://<hostname>:<port>/ 

     –	Welcome to Liberty: https://<hostname>:<port>/ 

    Results

    The overall process of installation, configuration, and service deployment is now complete. IBM Db2 AI for z/OS is ready for use by authorized users.

    5.3.2  Specifying GRANT privileges for configuring the Db2ZAI metadata

    The Db2ZAI metadata administrator role must be assigned to the metadata catalog creator.

    The role of Db2ZAI metadata administrator must be assigned to one or more persons for the configuration steps that require that authority to be completed. 

    The metadata catalog is created by the user who initially logs into the Db2ZAI user interface; therefore, a user with Db2 system administrator (System DBADM) authority must update and run the JCL job hlq.SCOYBASE(COYGMADM) to assign the Db2ZAI metadata administrator role to the metadata catalog creator.

    5.3.3  Configuring the Db2 database for Db2ZAI

    As part of the installation, Db2ZAI requires that you complete some Db2 configuration tasks, such as configuring the ADMIN_COMMAND_DB2 stored procedure. 

    If yet done so, complete the instructions that are described in Installation step 21: Configure Db2 for running stored procedures and user-defined functions and Installing Db2-supplied routines during installation to create the ADMIN_COMMAND_DB2 stored procedure.

    5.3.4  Configuring the Db2ZAI network ports

    Before using Db2ZAI, you must configure the network ports and open them in your firewall. After you assign and configure the ports, ensure that all component systems in the Db2ZAI installation can communicate with each other.

    In addition to configuring the required ports and opening them in your firewall before Db2ZAI is installed, ensure that you open your Db2 DDF ports for connectivity to Machine Learning for z/OS and the Db2ZAI user interface. Table 5-6 lists the ports that are necessary for Db2ZAI 

    Table 5-6   Ports for Db2ZAI

    
      
        	
          System or service

        
        	
          Port number

        
        	
          Outbound

        
        	
          Inbound

        
        	
          Protocol

        
      

      
        	
          Db2ZAI user interface

        
        	
          < user assigned >

        
        	
          NodeJS server or Db2ZAI Liberty

        
        	
          Browser client

        
        	
          HTTPS

        
      

      
        	
          Db2ZAI backend

        
        	
          < user assigned >

        
        	
          NodeJS server or Db2ZAI Liberty server

        
        	
          NodeJS server or Db2ZAI Liberty server

        
        	
          HTTPS

        
      

      
        	
          Db2ZAI Liberty server

        
        	
          < user assigned >

        
        	
          NodeJS server or Db2ZAI Liberty, z/OS Spark

        
        	
          NodeJS server or Db2ZAI Liberty server

        
        	
          HTTPS

        
      

      
        	
          Db2ZAI SQL

          optimizer training

        
        	
          < user assigned >

        
        	
          NodeJS server

        
        	
          NodeJS server

        
        	
          HTTPS

        
      

    

    For more information about TCP/IP in Db2, see TCP/IP terminology.

    After running the install.sh script, you can (if necessary) modify the assigned Db2ZAI ports by editing the config.json file, which is found in the $DB2ZAI_HOME/config directory.

    5.3.5  Configuring Db2ZAI metadata

    Before using IBM Db2 AI for z/OS, information about your IBM Watson Machine Learning for z/OS system and the Db2 for z/OS repository into which system metadata are stored must be specified.

    The IBM Watson Machine Learning for z/OS core services process and IBM Watson Machine Learning for z/OS base UI service process must be active before you begin this task.

     

    
      
        	
          Tip: In addition to the method that is described in this section, an alternative method is available for creating the metadata repository and specifying its configuration to Db2ZAI. The following method might be useful if your business includes restrictions on which processes can run Db2 DDL:

          1.	Run the JCL job hlq.SCOYBASE(COYIMC01), which creates the metadata repository.

          2.	Follow the steps that are described next and complete the form to indicate the repository information.

        
      

    

    Complete the following steps to configure Db2ZAI metadata. 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port you assigned to Db2ZAI.

    2.	Sign in with an ID that was granted Db2ZAI metadata administrator authority.

    3.	From the main menu at the top left of the window, click Administration. The System configuration tab opens, as shown in Figure 5-16.
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    Figure 5-16   Configuring Db2ZAI metadata

    4.	In the IBM Machine Learning for z/OS Service API User Info section, enter a user name that is the application developer ID and password for the IBM Watson Machine Learning for z/OS system.

    5.	In the Db2ZAI metadata Db2 instance section, specify the configuration settings for the subsystem on which your Db2ZAI metadata is stored: 

     –	Meta Scheduler ID

     –	APPLNAME

     –	Hostname

     –	Db2 Port

     –	Location

     –	Schema

     –	Ensure that the Create metadata option is selected unless you run the JCL job hlq.SCOYBASE(COYIMC01).

     –	Buffer pool 4K

     –	Buffer pool 16K

     –	Storage Group

     

    
      
        	
          Note: Db2ZAI uses the BP0 and BP16K0 buffer pools as the default buffer pools and SYSDEFLT as the default storage group name for the metadata table space.

        
      

    

     –	Additional Properties

    6.	In the Db2ZAI Logging level section, specify the logging level for the Db2ZAI user interface or accept the default logging level:

     –	Click Debug to select the highest available level of logging. This setting displays all of the data that is needed to debug the application.

     –	Click Info to select the lowest level of logging, which logs events that can help you to understand the application flow and to expose error data, whenever errors occur.

    7.	Click Save at the bottom of the page to save your configuration settings.

    8.	Run the JCL job hlq.SCOYBASE(COYGMSID) to assign the Db2ZAI meta scheduler ID to the ID that was designated as the meta scheduler ID during the deployment of the Db2ZAI user interface. 

    9.	Select the WML for z/OS scoring service for use with Db2ZAI:

    a.	Click the Services tab. The Main services tab is displayed.

    b.	Click the Scoring services tab.

    c.	On the Scoring services tab, find the scoring service that you want to use, and click Select.

    10.	Restart Db2ZAI:

    a.	Run the ./db2zai_services_stop script to stop Db2ZAI.

    b.	Run the ./db2zai_services_start script to start Db2ZAI.

     

    
      
        	
          Tip: Alternatively, you can stop and start only the Akira Liberty started procedure (COYAKIRA JCL). 

        
      

    

    5.3.6  Authorizing users for Db2ZAI

    Any TSO ID can log in to the Db2ZAI user interface, but only IDs that were granted the suitable authorizations can use the Db2ZAI functions.

    Procedure

    Complete the following steps:

    1.	Customize and run the hlq.SCOYBASE(COYGMUSR) job to grant Db2ZAI metadata use on the metadata Db2.

    2.	The ID also must be granted privilege on the target Db2. The ID that created the pseudo-catalog owns all of the objects in the target pseudo-catalog and needs no extra authority on the target Db2. For more information about setting up the target Db2 psuedo catalog, see “Creating target connections” on page 78. 

    Other users who do not own the pseudo-catalog must be given one or more of DB2ZAI_DCC, DB2ZAI_SA, DB2ZAI_SQL. Use the hlq.SCOYBASE(COYGPDCC), hlq.SCOYBASE(COYGPSA), and hlq.SCOYBASE(COYGPSQL) jobs to grant these privileges.

    5.3.7  Configuring the SMTP server

    You must configure Db2ZAI to communicate with an SMTP server to begin using alerts.

    You must have Db2ZAI system administrator or Db2ZAI installation administrator authority to configure Db2ZAI to communicate with the SMTP server.

    Complete the following steps to configure the SMTP server: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to Db2ZAI with the default Db2ZAI admin user ID and password, which were created when you installed Db2ZAI (see “Installing and deploying IBM Db2 AI for z/OS” on page 58). This authority is needed to configure Db2ZAI.

    If you do not have a Db2ZAI installation administrator user ID, log in to Db2ZAI and create one. The user ID you create must be RACF authenticated.

    3.	From the main menu at the upper left of the window, click Administration. The System configuration page opens. 

    4.	Click the SMTP server tab. 

    5.	On the SMTP server page, enter the following information to configure Db2ZAI for SMTP (see Figure 5-17 on page 66):

     –	Username: The user name for the SMTP server, which is required only if the Authorization field is set to True.

     –	Password: The password for the SMTP server, which is required only if the Authorization field is set to True.

     –	Host

     –	Port

     –	Authorization: Specifies whether authentication is needed for the SMTP server.
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    Figure 5-17   SMTP server page

    6.	Click Test. The Test SMTP Configuration dialog opens.

    Enter the From and To email addresses, and click Test. Ensure that you received the test email.

    7.	Click Save to save your SMTP configuration settings.

    5.3.8  Configuring Db2ZAI for high availability

    If your workload is large, mission critical, or both, you can configure Db2ZAI for high availability. To make core services in a Db2ZAI cluster highly available, you must keep one runtime environment active always. 

    A Db2ZAI instance consists of a cluster with multiple Db2ZAI instances running across different LPARs. You must set up the sysplex distributor port to be used by the cluster and enable the sysplex distributor port. You also must provision and install more system capacity to support your Db2ZAI cluster.

     

    
      
        	
          Important: Consider the following points:

          •Ensure that any Db2 targets that you need were added.

          •Use IP address 0.0.0.0 for the Db2ZAI IP address.

          •The Db2ZAI instances must use the same port numbers across LPARs.

        
      

    

    If you have already installed Db2ZAI, and you chose to configure Db2ZAI for high availability when you ran the install.sh or update.sh scripts, you can skip to step 2.

    If you have already installed Db2ZAI but you did not configure for high availability, locate the Db2ZAI install directory (/usr/lpp/IBM/db2zaiv1r2/), then navigate to the subdirectory that contains the update script: /usr/lpp/IBM/db2zaiv1r2/configuration/scripts and run the update.sh script with the ha option to configure for high availability, as follows. 

    ./update.sh ha

    To configure Db2ZAI for high availability, complete the following steps. 

    1.	Complete the installation and configuration of your first Db2ZAI instance, as outlined in section 5.3.1, “Installing and deploying IBM Db2 AI for z/OS” on page 58. 

     

    
      
        	
          Important: Use IP address 0.0.0.0 for the Db2ZAI IP address. Additionally, across LPARs, the Db2ZAI instances must use the same port numbers.

        
      

    

    2.	Mount the IML_HOME, IML_INSTALL_DIR, and SPARK_HOME zFS on the new LPAR.

    3.	Open the network ports for the second instance on the new LPAR (see “Configuring Db2ZAI for high availability” on page 66).

    4.	If the RACF database is not shared between the LPARs, configure the new LPAR with the same DB2ZAIKEYRING and import the same certificates that are used for the first Db2ZAI instance.

    5.	Configure the second Db2ZAI instance into the new LPAR (see “Enabling PassTicket support for Db2ZAI” on page 27).

    6.	Repeat steps 2 and 3 to install and configure any other instances of Db2ZAI into the cluster.

    7.	Start the new instance (or instances) of Db2ZAI on the new LPAR (or LPARs).

    8.	Configure the sysplex distributor to route the Db2ZAI UI port to the LPAR UI port.

    9.	Verify that all instances are running.

    10.	Verify each IP address for every Db2ZAI instance with the set of Db2ZAI server ports. After you verify all host IP addresses with their ports, verify the cluster IP address and the UI port.
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Administration and maintenance

    In this chapter, we discuss some of the administration and maintenance tasks that are needed for WMLz and Db2ZAI. 

    This chapter includes the following topics:

    •6.1, “Starting and stopping IBM Watson Machine Learning for z/OS base” on page 70

    •6.2, “Migrating from IBM Watson Machine Learning for z/OS base” on page 71

    •6.3, “Migrating from IBM Db2 AI for z/OS” on page 74

    •6.3.3, “Administering IBM Db2 AI for z/OS” on page 77

    •6.4, “Troubleshooting IBM Db2 AI for z/OS” on page 91

    6.1  Starting and stopping IBM Watson Machine Learning for z/OS base

    Complete the following steps to stop and start WMLz base UI service, core services, and scoring services: 

    1.	Locate the aln-services.sh script in the $IML_INSTALL_DIR/alnsamp directory.

    2.	Stop WMLz base services and processes:

     –	To stop all services and processes, use the following command:

    aln-services.sh stop

     –	To stop one or more services or processes, use the following command:

    aln-services.sh stop -t <service_type ...>

    Where:

     –	service_type must be one or more of the following valid values:

     •	ui: WMLz base UI service.

     •	cs: WMLz base core services.

     •	ss: WMLz scoring service.

     •	sis: WMLz Spark-integration service.

     •	sc: Spark runtime process.

     •	kg: Jupyter Kernel Gateway runtime process (if you configured any Python runtime environment).

     –	 The three dots (...) indicate that you can specify more than one service type, which is separated by space, as shown in the following example:

    aln-services.sh stop -t ui cs ss

    If the service type (-t) is ss (scoring service), you must also specify the scoring service name (-s | --scoring_name) parameter by using the following command: 

    aln-services.sh stop -t ss -s <scoring_Name ...>

    Where three dots (...) indicate that you can specify more than one scoring services, which are separated by space, as shown in the following example:

    aln-services.sh stop -t ss -s scoring_Name1 scoring_Name2 scoring_Name3

    3.	Start WMLz base services and processes:

     –	To start all services and processes, use the following command:

    aln-services.sh start

     –	To stop one or more services or processes, use the following command:

    aln-services.sh start -t <service_type ...>

    Where:

     –	service_type must be one or more of the following valid values:

     •	ui: WMLz base UI service.

     •	cs: WMLz base core services.

     •	ss: WMLz scoring service.

     •	sis: WMLz Spark-integration service

     •	sc: Spark runtime process.

     •	kg: Jupyter Kernel Gateway runtime process (if you configured any Python runtime environment).

     –	 The three dots (...) indicate that you can specify more than one service type, which is separated by space, as shown in the following example:

    aln-services.sh start -t ui cs ss

    If the service type (-t) is ss (scoring service), you must also specify the scoring service name (-s | --scoring_name) parameter by using the following command: 

    aln-services.sh start -t ss -s <scoring_Name ...>

    Where three dots (...) indicate that you can specify more than one scoring services, which are separated by space, as shown in the following example:

    aln-services.sh start -t ss -s scoring_Name1 scoring_Name2 scoring_Name3

    4.	Restart scoring services in a CICS region if your WMLz base is configured with the option:

    a.	Issue the CICS region command that is shown in Example 6-1 to stop the ALNSCSER server and discard the scoring service bundle.

    Example 6-1   CICS region command to stop the server
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    CEMT SET BUNDLE(ALNSCBDL) DISABLED

    CEMT SET JVMSERVER(ALNSCSER) DISABLED

    CEMT DISCARD BUNDLE(ALNSCBDL)

    CEMT DISCARD JVMSERVER(ALNSCSER)
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    b.	Issue the command that is shown in Example 6-2 to start the ALNSCSER server and the scoring service bundle again. 

    Example 6-2   CICS region command to start the server
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    CEMT SET JVMSERVER(ALNSCSER) ENABLED

    CEMT SET BUNDLE(ALNSCBDL) ENABLED

    [image: ]

    6.2  Migrating from IBM Watson Machine Learning for z/OS base

    Before you migrate Db2ZAI to version 1.4.0, you must migrate IBM Watson Machine Learning for z/OS base to version 2.3.0. 

    In this section, we describe the steps to migrate WMLz version 2.2.1 to WMLz version 2.3.0. 

    Before you start the migration procedure, make sure that you update your WMLz base system to meet all v2.3.0 requirements, including system capacity and prerequisites, and apply all mandatory maintenance packages (PTFs), as described “Software prerequisite overview” on page 12. 

    To migrate WMLz base, complete the following steps:

    1.	Back up your <current-version> code library, where <current-version> refers to the version of WMLz from which you are migrating. 

    2.	Locate the v2.3.0 SMP/E image and Program Directory on your z/OS system. The program directory can also be found at Program Directory for IBM Watson Machine Learning for z/OS, GI13-5011.

    3.	Follow the instructions in the Program Directory to run the SMP/E program and install v2.3.0 WMLz base. 

    The SMP/E program installs WMLz base in the default /usr/lpp/IBM/aln/v2r3 directory, which is referred as $IML_INSTALL_DIR. The directory structure should look similar to Example 6-3. 

    Example 6-3   Directory structure
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    +-alnsamp/

    +-bin/

    +-cics-scoring/

    +-configuration/

    |+-defaults/

    |+-generated/

    +-extra/

    ||+-examples/

    ||+-log4j2.properties

    +-IBM/

    +-iml-db2ads/

    +-iml-library/

    +-imk-onnx/

    +-iml-portal/

    +-iml-services/

    +-iml-utilities/

    +-iml-zostoo ls/

    +-IMLzOS.properties

    +-node_modules/

    +-sparkaas/

    +-usr/

    |+-extension/

    ||+-lib

    |||+-features/

    |||+-iml_1.0.0.jar

    |+-servers/

    +-wlp/
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    4.	Install the latest product updates (APARs and PTFs) for v2.3.0, if any are available. See Prerequisites and maintenance for IBM Machine Learning for z/OS for instructions.

    5.	Update the profile for user <mlz_setup_userid> or another ID of your choice:

    a.	Remove the NODEJS_HOME and ITOA_INSTALL_DIR environment variables, both of which are no longer needed or used.

    b.	Verify that the PATH environment variable is correctly set by using the following command:

    PATH=$IML_INSTALL_DIR/iml-zostools/bin:$IML_INSTALL_DIR/nodejs/bin:$PATH;

    Both iml-zostools and nodejs are subdirectories in the WMLz base installation directory $IML_INSTALL_DIR. Although iml-zostools/bin is home to bash, OpenSSL, and other tools, nodejs/bin is where node.js is installed.

    c.	Verify that <mlz_setup_userid> or another ID you use for this procedure includes the required privileges, as described in “IBM Watson Machine Learning for z/OS user ID” on page 20. This ID must also feature READ access to the current $IML_HOME directory.

    6.	Stop Db2ZAI:

    a.	Use the Db2ZAI user interface to stop ML on all target Db2 systems.

    b.	Stop the Db2ZAI server processes (run $DB2ZAI_HOME/scripts/db2zai_services_stop.sh, or stop when JCL is used). For more information, see “Stopping Db2ZAI by using JCL” on page 84 or “Stopping Db2ZAI by using UNIX System Services” on page 85.

    7.	Stop all <current-version> services and processes that are running on WMLz base. For more information, see “Starting and stopping IBM Watson Machine Learning for z/OS base” on page 70. 

    8.	Run the aln-migrate.sh script in the $IML_INSTALL_DIR/alnsamp directory by using the following command:

    ./aln-migrate.sh <current-version_$IML_HOME_dir> <v2.3.0_$IML_HOME_dir> --no-python

    Make sure that the ID you use to run the script has READ access to the <current-version>_$IML_HOME directory, subdirectories, and files. For more information about required permissions, environments, and system resources for the user ID, see “IBM Watson Machine Learning for z/OS user ID” on page 20.

    When prompted, respond or provide any required information that the script requests. The script performs the following major tasks:

     –	Copies the content from the <current-version> $IML_HOME directory into the new v2.3.0 $IML_HOME directory. 

     –	Update the configuration files of Jupyter Kernel Gateway, scoring service, Spark-integration service, and Db2 anomaly detection service.

     –	Reuse and reassign <current-version> network ports for v2.3.0.

    9.	Update the bash profile by setting export IML_HOME to the new v2.3.0 $IML_HOME directory and then, issue the source .profile command to activate the change.

    10.	Start the v2.3.0 services and processes. For more information, see “Starting and stopping IBM Watson Machine Learning for z/OS base” on page 70.

    11.	Sign in to the WML for z/OS administration dashboard as an admin user and from the sidebar, navigate to the System management - Function level page.

    12.	Activate new WML for z/OS function level.

    When you open the Function level page, an administration dashboard service checks and displays the WMLz base function and metadata levels that are running and available on your z/OS system.

    The current function level should be <current-version>. 

     

    
      
        	
          Important: You cannot fall back to <current-version> after you activate the new v2.3.0 function level.

        
      

    

    If the metadata level is v2.3.0 and the new available function level is v2.3.0, the following options are available:

     –	Activate v2.3.0 function level

    Under the Action column, select Activate to update your function level to v2.3.0. After the process completes successfully, your WMLz base is running at v2.3.0. You can perform normal machine learning activities, including creating, training, deploying, and scoring models.

     

     –	Do nothing

    Your WMLz base is running in read-only mode. You can continue running the existing scoring workload for testing purpose, but you cannot create, train, or deploy models.

     –	Fall back to <current-version> 

    In this case, complete the following steps to revert your WMLz base installation and environment back to <current-version>:

    i.	Stop all v2.3.0 services and processes that are running on z/OS, including those of Jupyter Kernel Gateway, scoring service, Spark-integration service, and Db2 anomaly detection service. For more information, see “Starting and stopping IBM Watson Machine Learning for z/OS base” on page 70.

    ii.	Change the export IML_HOME statement in the bash profile to point to the <current-version> $IML_HOME directory and run a source .profile command to update the environment.

    iii.	Start all <current-version> services and processes. 

    You do not need to revert metadata level from v2.3.0 to <current-version>. The <current-version> code is compatible with v2.3.0 metadata objects.

    13.	Update the default runtime environment for your WMLz base v2.3.0:

    a.	Follow the instructions in Adding a runtime environment to the administration dashboard to create a runtime environment. 

    b.	Select z/OS Spark 2.4 as the runtime environment type. 

    c.	On the Runtime environments page, select the new runtime environment and from the Action menu action menu, select Enable to make it the default.

    d.	Remove any existing Python-related runtime environment from the Runtime environments page.

    6.3  Migrating from IBM Db2 AI for z/OS 

    In this section we provide instructions to migrate from IBM Db2 AI for z/OS 1.3.1 to IBM Db2 AI for z/OS 1.4.0 as well as from IBM Db2 AI for z/OS 1.4.0 to IBM Db2 AI for z/OS 1.4.0 APAR PH38247 (October, 2021). 

    6.3.1  Migrate from IBM Db2 AI for z/OS 1.3.1 to IBM Db2 AI for z/OS 1.4.0

    In this section, we provide instructions to migrate from IBM Db2 AI for z/OS 1.3.1 to IBM Db2 AI for z/OS 1.4.0. Migrating refers to the process of installing a new version alongside an existing version and then, moving system settings and user data from the existing to the new version. User data includes, but is not limited to, your WMLz projects, users, notebooks, published models, deployments, scoring services, scoring groups, and logs.

    Complete the following steps to migrate your installation of IBM Db2 AI for z/OS from 1.3.1 to 1.4.0:

    1.	Confirm with the Db2 system programmer that the prerequisite PTFs were applied to the target Db2 subsystems to support the new release (see “Software prerequisite overview” on page 12).

     

    2.	If it is not yet done, update the .profile file of the user running Db2ZAI (TSO ID with OMVS access as described in 3.4, “User types and roles” on page 16) with the following changes to the NODEJS_HOME and BASH_HOME environment variables:

    export BASH_HOME=$IML_INSTALL_DIR/iml-zostools

    export NODEJS_HOME=$IML_INSTALL_DIR/nodejs

    3.	Upgrade Db2ZAI:

    a.	Apply the Db2ZAI SMP/E PTF(s) that support the new release. This process modifies the Db2ZAI installation directory in ZFS.

    b.	Complete the initial customization of JCL include variables for batch jobs:

    If not done so yet, customize hlq.SCOYBASE(COYIVMC). COYIVMC is included in multiple hlq.SCOYBASE(COYU*) jobs.

    c.	Run the update.sh script in $DB2ZAI_INSTALLATION/configuration/scripts to update the Db2ZAI configuration to the new version (config.json + script directory).

    4.	Upgrade the target Db2 pseudo-catalog objects to the new version. Repeat these steps for each target Db2.:

    a.	Apply the Db2 SMP/E PTFs that support the new release (see “Software installation prerequisites” on page 13).

    b.	If not done so yet, complete the initial customization of the JCL include variables for batch jobs.

    Customize hlq.SCOYBASE(COYIVPC). COYIVPC is included in multiple hlq.SCOYBASE(COYV*) jobs.

    c.	Customize and run the batch jobs that are provided in hlq.SCOYBASE.

    Most of these jobs include hlq.SCOYBASE(COYIVPC) and only need the following customizations:

    i.	Add a job card.

    ii.	Specify the qualifier of the SCOYBASE dataset. However, COYV040C requires special attention.

    COYV040C runs the Db2 REORG utility, and might require more temp data sets for sort. COYV040C includes special directions in the job header that require you to retrieve information, and the job must be run once for each target Db2 connection.

    COYIPC03 creates indexes on SYSIBM.DSN_PROFILE_HISTORY and SYSIBM.DSN_PROFILE_HISTORY_ATTRIBUTES. These tables are not created as part of the Db2ZAI installation job stream, but were instead created by Db2 installation job DSNTIJSG. 

     

     

    
      
        	
          Note: It is recommended that you use the same user ID that you used to run DSNTIJSG to run COYIPC03, which may be a different user ID than the one you used to run the other Db2ZAI installation jobs.

        
      

    

     •	COYV040A: Create pseudo-catalog objects.

     •	COYV040B: Alter pseudo-catalog objects.

     •	COYV040C: Reorganize advisory pending objects. 

     •	COYV040D: Add routines.

     •	COYV040E: Upgrade DSN_ML_CONFIG.

     •	COYV040F: Rebind stored procedure packages.

     •	COYV040G: Populate data in the plot tables.

     •	COYIPC03 - create indexes on the profile history table.

     •	COYV040H: (Optional) verify the upgrade.

     

    
      
        	
          Note: You do not need to run the COYV03* jobs.

        
      

    

    d.	The scheduler ID must be authorized to the pseudo-catalog. If the scheduler ID is the owner of the pseudo-catalog objects, no other permissions are needed. Otherwise, customize and run hlq.SCOYBASE(COYGPSID).

    5.	Start the server processes at the new release level by using the JCL PROC or from the UNIX System Services script. For more information, see “Starting Db2ZAI by using JCL” on page 84 or “Starting Db2ZAI by using UNIX System Services” on page 85.

    6.	Follow the steps that are described in “Adding user connections” on page 80 to add a target connection. Complete this process for each target Db2 in your system.

    7.	Restart ML on all target Db2 systems by using the Db2ZAI user interface.

    6.3.2  Migrate from IBM Db2 AI for z/OS 1.4.0 to IBM Db2 AI for z/OS 1.4.0 APAR PH38247 

    You can migrate your installation of IBM Db2 AI for z/OS from 1.4.0 to 1.4.0 plus APAR PH38247, which came out in October, 2021. Use the following steps to do this. 

    1.	Stop ML and stop Db2ZAI:

     –	The Db2 DBA can use the Db2ZAI user interface to stop machine learning on all target Db2 systems (see section “Starting and stopping IBM Watson Machine Learning for z/OS base” on page 70).

     –	The Db2ZAI administrator should stop the Db2ZAI server processes by using one of the following methods: 

     •	Run the following from a command line: 

    $DB2ZAI_HOME/scripts/db2zai_services_stop.sh, 

     •	Stop via the use of JCL. See “Stopping Db2ZAI by using JCL” on page 84 or “Stopping Db2ZAI by using UNIX System Services” on page 85.

    2.	Next, the system programmer will apply the Db2ZAI SMP/E APAR PH38247.

    3.	The Db2ZAI administrator will run the update.sh script with a TSO user ID with OMVS access. This script can be found in $DB2ZAI_INSTALLATION/configuration/scripts and will update the Db2ZAI configuration to the new version (config.json + script directory) by using the following command: 

    ./update.sh migrate

    4.	For each target Db2, the Db2 DBA will upgrade the target Db2 psuedo-catalog objects to the new version. 

    a.	The system programmer will apply the Db2 SMP/PTF(s) that support the new release (see Software needed). 

    b.	If not already completed, the Db2 DBA will complete the initial customization of the JCL include variables for batch jobs. Customize hlq.SCOYBASE(COYIVPC). COYIVPC is included in multiple hlq.SCOYBASE(COYV*) jobs. Customize and run the batch jobs provided in hlq.SCOYBASE.

     

    
      
        	
          Note: Most of these jobs include hlq.SCOYBASE(COYIVPC) and only need the following customizations: 1) add a job card and 2) specify the qualifier of the SCOYBASE dataset. However, COYV041B requires special attention.

          COYV041B runs the Db2 REORG utility, and may require additional temp data sets for sort. COYV041B has special directions in the job header which require you to retrieve information, and the job must be run once for each target Db2 connection.

          COYIPC03 creates indexes on SYSIBM.DSN_PROFILE_HISTORY and SYSIBM.DSN_PROFILE_HISTORY_ATTRIBUTES. These tables are not created as part of the Db2ZAI installation job stream, but were instead created by Db2 installation job DSNTIJSG. It is recommended that you use the same user ID that you used to run DSNTIJSG to run COYIPC03, which may be a different user ID than the one you used to run the other Db2ZAI installation jobs.

        
      

    

    i.	COYV041A – create, alter, and update objects.

    ii.	COYV041B – reorganize advisory pending objects.

    iii.	COYV041C – drop and create changed stored procedures.COYV041D – rebind stored procedure packages.

     

    
      
        	
          Note: You do not need to run the COYV03* or COYV040* jobs.

        
      

    

    c.	The scheduler ID must be authorized to the pseudo-catalog. If the scheduler ID is the owner of the pseudo-catalog objects, then no additional permissions are needed. Otherwise, customize and run hlq.SCOYBASE(COYGPSID).

    5.	The Db2 DBA can now start the server processes at the new release level using the JCL PROC or from the USS script (see “Starting Db2ZAI by using JCL” on page 84 or “Starting Db2ZAI by using UNIX System Services” on page 85).

    6.	Follow the steps in Adding user connections to add a target connection.

    7.	Do this for each target Db2 in your system.

    8.	The Db2ZAI administrator can now restart machine learning on all target Db2 systems by using the Db2ZAI user interface.

    6.3.3  Administering IBM Db2 AI for z/OS

    After you install and configure IBM Db2 AI for z/OS, you must complete various administrative tasks, such as adding connections to Db2 and managing users.

    6.3.4  Specifying GRANT privileges for configuring the Db2ZAI target pseudo-catalog

    The Db2ZAI target pseudo-catalog administrator must be authorized to create the pseudo-catalog on the target Db2.

    The pseudo-catalog is created by the user who is logged in to the Db2ZAI user interface and starts the create connection action. Customize and run the job hlq.SCOYBASE(COYGPADM) to assign the Db2ZAI target pseudo-catalog administrator as the pseudo-catalog creator.

    This user must be granted METAUSER privilege (or METAADMIN) to log in to the Db2ZAI user interface and to create a connection. Use the JCL that is found in hlq.SCOYBASE(COYGMUSR).

    6.3.5  Creating target connections

    Before IBM Db2 AI for z/OS is used, you must create connections to the target Db2 for z/OS subsystems that contain the workloads to be optimized.

     

    
      
        	
          Note: The IBM Watson Machine Learning for z/OS core services process and the IBM Watson Machine Learning for z/OS base UI service process must be active before you begin this task. 

        
      

    

    In addition to the method that described in this section, an alternative method is available for creating a target connection and specifying its configuration to Db2ZAI. This method might be useful if your business has restrictions on which processes can run Db2 DDL:

    1.	Run the jobs hlq.SCOYBASE(COYIPC01) and hlq.SCOYBASE(COYIPC02), which creates the target connection.

     

    
      
        	
          Important: These jobs run DSNTEP2, which must be bound with APPLCOMPAT V12R1M500 or higher.

        
      

    

    2.	Follow the steps that are described in “Procedure” on page 78, and complete the form to indicate the connection settings.

    Procedure

    Complete the following steps:

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to IBM Db2 AI for z/OS.

    3.	In the upper right of the page, click Create target connection.

    4.	In the Create target connection page, enter the following connection settings:

     –	Connection Name

     –	APPLNAME

     

    
      
        	
          Note: This name is the name of the application. For more information about the APPLNAME, see Enabling Db2 to receive RACF PassTickets.

        
      

    

     –	Scheduler ID

     

    
      
        	
          Note: The scheduler ID must be granted the access that it needs on the pseudo-catalog on the specified connection. Customize and run hlq.SCOYBASE(COYGPSID) to grant the authorizations to that ID.

        
      

    

     –	Scheduler password

     –	Host

     –	Port

     –	Location

     –	Additional JDBC properties (optional)

     

    
      
        	
          Note: This optional field is for more connection properties.

        
      

    

     –	Create ML catalog (optional)

     

    
      
        	
          Note: If an ML catalog has already been created, selecting this option drops the existing catalog and creates a new one.

          Important: Besides the method described in this topic, there is an alternate method for creating a target connection and specifying its configuration to Db2ZAI. This method might be of interest if your business has restrictions on which processes may run Db2 DDL:

          a.	Run the jobs hlq.SCOYBASE(COYIPC01) and hlq.SCOYBASE(COYIPC02), which will create the target connection. 

          Important: These jobs run DSNTEP2, which must be bound with APPLCOMPAT V12R1M500 or higher.

          Note: If you decide to run these jobs with an ID other than your intended target pseudo-catalog administrator (for example, if they were to be run by an install SYSADM ID), you will need to customize and run job hlq.SCOYBASE(COYGPAD2) to grant the target pseudo-catalog administrator privileges to your intended target pseudo-catalog administrator.

          b.	Follow the steps in this topic (including steps 6 and 7), filling out the form to indicate the connection settings.

        
      

    

     –	LOB tablespace storage group (optional)

     

    
      
        	
          Note: The user ID that is used to add connections must be granted the authority to use the storage group.

        
      

    

     –	Non-LOB tablespace storage group (optional)

     

    
      
        	
          Note: The user ID that is used to add connections must be granted the authority to use the storage group.

        
      

    

     –	4K bufferpool (optional)

     

    
      
        	
          Note: BP0 is the default buffer pool name. You can choose another activated buffer pool name.

          The Scheduler ID that is used to add connections must be granted the authority to use the 4K buffer pool or the default buffer pool.

        
      

    

     –	16K bufferpool (optional)

     

    
      
        	
          Note: BP16K1 is the default buffer pool name. You can choose another activated buffer pool name.

          The Scheduler ID that is used to add connections must be granted the authority to use the 16K buffer pool or the default buffer pool.

        
      

    

     –	Profile tablespace storage group (optional)

     –	Profile bufferpool (optional)

    5.	Click Create at the bottom of the page to create the target connection.

    The connection is created, along with stored procedures, user-defined functions, and pseudo-catalog tables in the Db2 specified database.

    6.	Run the job hlq.SCOYBASE(COYGPSID) to assign the Db2ZAI scheduler ID to the ID designated as the scheduler ID on the Db2ZAI create connection user interface pane.

    7.	Run the job hlq.SCOYBASE(COYIPC03) to create indexes on the Db2 tables SYSIBM.DSN_PROFILE_HISTORY and SYSIBM.DSN_PROFILE_ATTRIBUTES, and has different authorization requirements than other Db2ZAI installation jobs. 

    It is recommended that this job be run by the same user ID that ran the Db2 sample job DSNTIJSG to create the profile tables originally.

    6.3.6  Adding user connections

    You can access a connection that is created by another user. Complete the following steps:

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port you assigned to Db2ZAI.

    2.	Sign in to IBM Db2 AI for z/OS.

    3.	On the upper right of the page, click Add user connection.

    4.	On the Add user connection page, click the Connection name drop-down menu, and select a connection to add.

    5.	(Optional) in the Description (optional) field, add a description for the connection.

    6.	Click Add to add the connection.

    The connection now appears in the list of connections to which you can access.

    6.3.7  Editing target connections

    You can edit existing Db2ZAI target connections. Complete the following steps to update or reset parameters that are related to a target Db2 connection:

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port you assigned to Db2ZAI.

    2.	Sign in to Db2ZAI.

    3.	From the list of available connections, locate the connection that you want to edit and click the options menu (three vertical dots - a vertical ellipsis) to display the available actions, and click Settings.

    4.	In the Settings page, click the Edit target connection tab.

    5.	When completed updating the connection settings, click Save at the bottom of the page to save your changes.

    6.	You can also reset the current connection settings by clicking Reset.

    6.3.8  Configuring alerts

    You must configure Db2ZAI to begin receiving alerts. With Db2ZAI alerts, you can be informed when significant events occur.

     

    
      
        	
          Note: You must configure alerts separately for the Db2ZAI system assessment and distributed connection control functions.

        
      

    

    Complete the following steps to configure alerts: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port you assigned to Db2ZAI.

    2.	Sign in to Db2ZAI.

    3.	From the list of available connections, locate the connection that you want to edit and click the options menu (three vertical dots - a vertical ellipsis) to display the available actions, and click Settings.

    4.	In the Settings page, click the Alert configuration tab.

    5.	Click the Distributed connections control or System assessment tab to configure alerts for those functions; then, enter the following information: 

     –	Email	: Select to enable the sending of alerts to email addresses.

     –	From	: (Optional) Enter a name to identify the email sender.

     –	To	: Enter the email address or addresses to which alerts are to be sent. Use a comma to separate multiple addresses. This field is required.

     –	Cc	: (Optional) Enter the email address or addresses that receive a copy of the alerts. Use a comma to separate multiple addresses.

     –	Bcc	: Enter the email addresses that are to receive a blind copy of the alerts. Use a comma to separate multiple addresses. This field is optional.

    6.	Click Save at the bottom of the page to save your alert settings.

    6.3.9  Managing the Db2ZAI catalog

    The Db2ZAI catalog can require occasional maintenance. You can reset, remove, or update the Db2ZAI catalog for a given connection.

     

    
      
        	
          Note: These tasks require that you have Db2ZAI target pseudo-catalog administrator authority.

        
      

    

    Resetting the Db2ZAI catalog

    In specific circumstances, it might be necessary to reset the Db2ZAI catalog. This process results in dropping the existing Db2ZAI catalog and creating a one.

     

    
      
        	
          Note: Resetting the Db2ZAI catalog results in the deletion of any previously collected data. Any existing models are removed and Db2ZAI will need to re-learn the behavior of the queries and recollect the training data for models. Resetting the catalog will also update your installation to the latest level of Db2ZAI. 

        
      

    

    Complete the following steps to reset the Db2ZAI catalog:

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port you assigned to Db2ZAI.

    2.	Sign in to Db2ZAI. This task requires that you have Db2ZAI target pseudo-catalog administrator authority.

     

    
      
        	
          Note: In order for the target pseudo-catalog administrator to be able to perform administrative functions through the Db2ZAI user interface, that ID must be authorized to use the user interface. So in addition to being granted the permissions from COYGPADM and COYGPAD2 on the target Db2, the target pseudo-catalog administrator ID also needs the permissions that are granted in hlq.SCOYBASE(COYGMUSR) on the metadata Db2.

        
      

    

    3.	From the list of available connections, locate the connection for which you want to reset the catalog; then, click the Connection actions menu (three vertical dots - a vertical ellipsis) to display the available actions. Click Settings.

    4.	In the Catalog page, click Catalog actions.

    The Catalog actions dialog opens.

    5.	In the Catalog actions dialog, ensure that Reset Db2ZAI catalog is selected and click Next.

    6.	The actions to be completed by the reset are shown. Click Next to continue.

    7.	To complete the reset, enter your password; then, click Submit. The existing catalog is dropped and a new one is created by using the ID of the target pseudo-catalog administrator.

    Updating the Db2ZAI catalog

    In specific circumstances, it might be necessary to drop and re-create the stored procedures and user-defined functions that are associated with a Db2ZAI connection. This task results in dropping selected Db2ZAI stored procedures or user-defined functions.

    Complete the following steps to update the catalog: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to Db2ZAI. This task requires that you have Db2ZAI target pseudo-catalog administrator authority.

    3.	From the list of available connections, locate the connection for which you want to update the catalog; then, click the Connection actions menu (?) to display the available actions. Click Settings.

    4.	On the Catalog page, select checkbox that is next to the object for updating (multiple objects can be selected). To select all objects, select the checkbox that is next to the Name column.

    5.	Click Update.

    6.	The Update catalog dialog is displayed, which shows the objects to be dropped and re-created. Click Confirm to complete the update.

    The objects are dropped and re-created.

    Deleting a Db2ZAI target connection

    In specific circumstances, it might be necessary to delete a Db2ZAI target connection. This task results in the deletion of a Db2ZAI target connection.

     

    
      
        	
          Note: All data that is associated with the connection is deleted and they are not backed up.

        
      

    

    Complete the following steps to delete a Db2ZAI target connection: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to Db2ZAI. This task requires that you have Db2ZAI target pseudo-catalog administrator authority.

     

    
      
        	
          Note: In order for the target pseudo-catalog administrator to be able to perform administrative functions through the Db2ZAI user interface, that ID must be authorized to use the user interface. So in addition to being granted the permissions from COYGPADM and COYGPAD2 on the target Db2®, the target pseudo-catalog administrator ID also needs the permissions that are granted in hlq.SCOYBASE(COYGMUSR) on the metadata Db2. 

        
      

    

    3.	From the list of available connections, locate the connection to be deleted; then, click the Connection actions menu (three vertical dots - a vertical ellipsis) to display the available actions. Click Settings.

    4.	On the Catalog page, click Catalog actions.

    The Catalog actions dialog opens.

    5.	On the Catalog actions dialog, click Delete target connection and then, click Next.

    6.	The Delete target connection dialog is displayed, which shows the objects to be removed. Click Next to continue.

    7.	To complete the deletion, enter your password and then, click Submit. 

    The connection is deleted.

    6.3.10  Starting Db2ZAI on the target Db2

    You must start Db2ZAI for each of the non-datasharing subsystems, and each datasharing group, where Db2ZAI is to be used. When you start Db2ZAI, machine learning will be started on the target Db2, and enables IFCIDs 365, 402 and 318.

    To start Db2ZAI manually or with a vendor tool, use the following commands: 

    -db2a start trace(stat) dest(smf) class(32) ifcid(365)

    -db2a start trace(stat) dest(smf) class(32) ifcid(402)

    -db2a start trace(stat) dest(smf) class(32) ifcid(318)

     

    
      
        	
          Note: Starting IFCID 318 does not negatively affect system performance, nor does it cause an increase in writes to SMF data sets.

        
      

    

    To start Db2ZAI, perform the following steps: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	From the main menu in the upper left, select Db2ZAI connections. The Db2ZAI connections list opens, which shows the connections to which you can access.

    3.	From the list of available connections, locate the one to be started (it has a status of Stopped), and click to start Db2ZAI.

    The status changes from Stopped to Started.

    6.3.11  Starting and stopping Db2ZAI

    You can start or stop Db2ZAI with JCL or UNIX System Services. If you start Db2ZAI with JCL, you must stop it with JCL. In the same way, if you start Db2ZAI with UNIX System Services, you must stop it with UNIX System Services.

    Starting Db2ZAI by using JCL

    Running the Liberty server and Node.js from JCL includes several performance advantages.

    System assessments in Db2ZAI run in the Liberty profile address space. Therefore, because most CPU usage is in this address space, consider running Liberty from JCL, rather than from a UNIX System Services process.

    The JCL for this process is in the file that is named COYAKIRA in the hlq.SCOYBASE partitioned data set.

    For more information about how to customize the JCL for your environment, see the comments in the JCL.

    You can also start the Node server from JCL by using the JCL in file COYZAISt, (recommended if you are running the Liberty server from JCL). This JCL also is in the hlq.SCOYBASE partitioned data set.

    Unlike AKIRA, stopping the Node server requires another JCL procedure (COYZAISP).For more information about how to customize them for your environment, see the comments inside COYZAIST and COYZAISP.

     

    
      
        	
          Note: When starting the Db2ZAI processes from JCL, the processes no longer runs under the OMVS subsystem type. Instead, the subsystem type is changed to STC.

        
      

    

    Verify that your WLM settings are suitable for these started tasks when running under the STC subsystem type.

    Stopping Db2ZAI by using JCL

    If you start Db2ZAI with JCL, use the following procedures to stop it.

    If you started Liberty (AKIRA) from a proc by using JCL; then, you can stop it by using the stop command (P AKIRA).

    If you started your Node server with JCL, you must stop it with JCL. Stopping the Node server requires another JCL procedure (COYZAISP).

    See the comments inside COYZAIST and COYZAISP for more information about how to customize them for your environment.

    Starting Db2ZAI by using UNIX System Services

    You can choose to start Db2ZAI with z/OS UNIX System Services.

    If you are running Liberty and Node from the UNIX System Services command line, go to the $DB2ZAI_HOME/scripts directory and run the db2zai_services_start script to start the Db2ZAI user interface and services by using the following command:

    ./db2zai_services_start

    Stopping Db2ZAI by using UNIX System Services

    If you start Db2ZAI by using z/OS UNIX System Services, you must stop Db2ZAI by using UNIX System Services.

    If you are running Liberty and Node from the UNIX System Services command line, go to the $DB2ZAI_HOME/scripts directory and run the db2zai_services_stop script to start the Db2ZAI user interface and services by using the following command:

    ./db2zai_services_stop

    6.3.12  Viewing Db2ZAI connections

    You can quickly check the status of your connections by viewing the Db2ZAI connections list. By using the Db2ZAI connections list, you can easily see an overview of the status of your Db2 connections. You can then review a specific connection’s data by checking the overview.

    To view Db2ZAI connections, complete the following steps: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to IBM Db2 AI for z/OS.

    The Db2ZAI connections to which you can access are listed. For each connection, the following data is shown:

     –	Connection name

     –	IBM Db2 AI for z/OS status (online or offline)

     –	System assessment exceptions

     –	Connection profile exception alerts

     –	Unresolved SQL regressions

     –	Connection status (Started or Stopped)

    3.	To add a connection, click Add user connection.

    You can drill down to see more detailed data in the connection overview, which is described next.

    6.3.13  Viewing the Db2ZAI connection overview

    You can drill down into the status of a connection by viewing the Db2ZAI connection overview. With the Db2ZAI connection overview, you can view various indicators of the status of a Db2 connection. For example, the connection overview shows the status of the subsystems within the connection, which provides an indication when you might need to investigate potential problems.

    To view the Db2ZAI connection overview, complete the following steps: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to IBM Db2 AI for z/OS.

    3.	From the list of available connections, locate the connection whose overview you want to view and click the options menu (three vertical dots - a vertical ellipsis) to display the available actions. Then, click Overview.

    4.	The Overview page shows the available detailed data for the connection, which is broken down by subsystem:

     –	SSID	: The subsystem identifier.

     –	Subsystem status: 	Shows the status of the subsystem.

     –	Db2ZAI status	: Shows the state of Db2ZAI.

     –	Execution history: 	Shows the status of the Db2ZAI execution history.

     –	Access path history: 	Shows the status of the Db2ZAI access path history.

     –	HV model training	: Shows the status of the Db2ZAI host variable model training.

    5.	To view more diagnostic data for a subsystem, click the arrow that is to the left of the SSID. The status of various Db2ZAI components is displayed.

    Below the subsystem data, various metrics or indicators of the efficacy of Db2ZAI are shown, which are broken down by functional area (Db2ZAI system assessment, Db2ZAI distributed connection control, and SQL optimization). This data increments over time, which shows how well Db2ZAI is performing in your environment.

    6.	For SQL optimization, you can click to toggle between viewing data for the Static top CPU consumers and the Dynamic top CPU consumers. Click Details to view more information about the SQL optimization dashboard.

    6.3.14  Checking the status of the Db2ZAI services

    You can check the status of the various underlying Db2ZAI services when an issue exists by completing the following steps: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to IBM Db2 AI for z/OS.

    3.	From the main menu in the upper left, click the Administration menu (a gear icon). The System configuration page opens.

    4.	Click the Services tab.

    5.	On the Services page, services are broken down into three categories: Main, WMLZ, and Scoring services.

    The following information is shown for each service:

     –	Service name	: The name of the service.

     –	Host	: The host name of the service.

     –	Port	: The port that is used by the service.

     –	Type	: Shows the type of service (NodeJS or Liberty).

     –	Status	: Shows the status of the service.

    6.3.15  Viewing service documentation

    You can view various types of Db2ZAI service data to get a detailed picture of system status. Complete the following steps (you must have Db2ZAI target pseudo-catalog administrator authority):

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to Db2ZAI.

    3.	From the list of available connections, locate the connection you are interested in; then, click the Connection actions menu (three vertical dots - a vertical ellipsis) to display the available actions. Click Settings.

    4.	Click the Service documents tab.

    5.	On the Service documents page, click Collect service documentation.

    The Collect service documentation dialog opens.

    6.	In the Collect service documentation dialog, select the component (SQL optimization, System assessment, Distributed connection control, or Custom) whose service information you want to see; then, click Next.

    7.	Specify the type of service data to be collected. Service data types differ depending on which Db2ZAIfunction (SQL optimization, System assessment, Distributed connection control, or Custom) you chose. Click Next.

    8.	Enter the following information to specify the service information you are requesting:

     –	For SQL optimization:

     •	Problem description

     •	Packages

     •	Dynamic statements

     –	For System assessment:

     •	Problem description

     •	Assessment package

     •	Training package

     –	For Distributed connection control:

     •	Problem description

     •	Training package

     •	Alert package

     •	Profile package

    9.	Click Submit.

    The service information that you requested is displayed.

    6.3.16  Scheduling Db2ZAI table cleanups

    You can schedule regular cleanups of your Db2ZAI data tables. Over time, your Db2ZAI data tables can fill with data. Follow this procedure to remove unneeded data from your tables.

     

    
      
        	
          Note: Db2ZAI provides a default deletion schedule, which varies with data type. For example, the default retention interval for system assessment metrics data is 180 days. Therefore, any system assessment metrics data that is older than 180 days is automatically deleted by Db2ZAI. To modify the default deletion schedule, follow the procedure that is described next. 

        
      

    

    The following categories are used to define the data that is collected by Db2ZAI:

    •System assessment raw

    These tables are used to store the Db2 statistics data that is collected by Db2ZAI. The default retention period for system assessment raw data is 30 days.

    •System assessment metrics

    These tables include data that is computed and derived from the tables in the System Assessment Raw category. The metrics are primarily used for the Db2ZAI system assessment processing. The default retention period for system assessment metrics data is 180 days.

    •System assessment summary

    This category refers to the tables that are populated each time a system assessment is run. The default retention period for system assessment summary data is 731 days.

    •DCC raw

    These tables store the statistical data that is collected by Db2ZAI for Distributed Connections Control. The default retention period for DCC raw data is 30 days.

    •DCC aggregation

    This category refers to the tables that store data that is aggregated from the tables in the DCC Raw category. Db2ZAI uses this aggregated data to create Distributed Connection Control recommendations and scorecards. The default retention period for DCC aggregation data is 180 days.

    •DCC summary

    This category refers to the tables that store Distributed Connections Control alert and scorecard data. The default retention period for DCC summary data is 240 days.

    •Db2ZAI log

    This category refers to the tables that store key diagnostic information that is used by various Db2ZAI processes. The default retention period for Db2ZAI log data is 180 days.

    •Db2ZAI scheduler

    This category refers to the tables that store scheduling information for the various Db2ZAI tasks, and to the execution history of a subset of those scheduled activities. The cleanup process deletes only older data for the execution history of the scheduled tasks. 

    The default retention period for Db2ZAI scheduler data is 30 days.

    The various categories of data feature unique retention intervals, which preserve the collected data for during the interval. Therefore, when a scheduled cleanup runs, the data that falls inside of the retention interval are preserved.

    Complete the following steps to schedule regular cleanups: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to IBM Db2 AI for z/OS.

    3.	From the list of available connections, locate the connection that contains the tables you want to clean up and click the options menu (three vertical dots - a vertical ellipsis) to display the available actions. Then, click Settings.

    4.	Click the Cleanup scheduler tab.

    5.	On the Cleanup scheduler tab, click Schedule cleanup.

    6.	In the Schedule cleanup dialog box, specify the following information:

     –	Daily or weekly: Select a frequency for the cleanup. If you select Weekly, you must specify at least one day per week.

     –	Frequency: Specify the frequency for daily cleanups.

     –	Start time: Specify a time for the cleanup to start.

     –	Start date: Specify a date for the cleanup to start.

     –	End date: Specify a date for the cleanup to end.

    7.	Click Confirm to complete the configuration of system cleanup.

    8.	(Optional) You can adjust the default retention durations for the various categories of data that is collected byDb2ZAI. Complete the following steps to adjust the retention interval:

    a.	 In the Category information table, select the data category or categories to update. 

    b.	Click Edit.

    c.	In the Edit retention days dialog, specify the new value for retention days.

     

    
      
        	
          Note: If you set the retention days to 0, the data is never stored.

        
      

    

    d.	Click Confirm to update the value.

    6.3.17  Changing the settings for system assessment concurrency

    You can change the number of on-demand assessments a connection can run concurrently and how long before an assessment is considered timed out.

    Db2ZAI limits the number of on-demand system assessments that can run at the same time. After that limit is reached, on-demand system assessments are placed in a queue. 

    Different limits are available for on-demand system assessments and assessments that are started by vendor tools. The default concurrency setting for a connection is two-vendor system assessments and two on-demand system assessments, each with a 12-hour timeout.

    Complete the following steps to change the number of on-demand assessments a connection can run concurrently: 

    1.	Open a browser window and navigate to https://<hostname>:<port>/, where <hostname> is your Db2ZAI address and <port> is the port that you assigned to Db2ZAI.

    2.	Sign in to IBM Db2 AI for z/OS.

    3.	From the main menu in the upper left, click the Administration menu (a gear icon). The System configuration page opens.

    4.	Click the Process queue tab. The Concurrency settings page opens.

    5.	The number of vendor system assessments that can run at the same time is shown in the second column and the number of on-demand system assessments that can run at the same time is shown in the third column.

    Click the arrow icon (?) that is to the left of the Connection name to see the current timeout time settings for the connection.

    6.	To change the concurrency or timeout settings for the connection, click the pencil icon in the Action column. The Edit concurrency setting dialog opens.

    In the Edit concurrency setting dialog, specify the following information:

     –	System assessment - Vendor: The concurrency setting for the vendor system assessments.

     –	Timeout (hrs): The timeout setting for the vendor system assessments.

     –	System assessment - On-demand: The concurrency setting for on-demand system assessments.

     –	Timeout (hrs): The timeout setting for on-demand system assessments.

    7.	Click Confirm to save your settings.

    6.3.18  Integrating vendor data into Db2ZAI

    You must complete this task to integrate vendor data into Db2ZAI. The vendor tables that Db2ZAI uses must be created before completing the current task. 

    You can use Db2ZAI to determine the effect of SQL workload on system performance. To integrate SQL workload data from vendor products, complete the following steps:

    1.	In the vendor product that you are using, create the following view:

    SYSML.DSN_ML_VENDOR_QUERY_DATA

    For example, if you use Db2 Query Monitor for z/OS, create the view as shown in Example 6-4 on page 90.

    Example 6-4   Create the view

    [image: ]

    CREATE VIEW SYSML.DSN_ML_VENDOR_QUERY_DATA

    AS                                        

      SELECT                                  

         QM.DB2_SUBSYSTEM      AS MEMBER      

        ,QM.METRICS_TIMESTAMP  AS EXEC_TS     

        ,QM.COLLECTION         AS COLLID      

        ,QM.PROGRAM            AS PKG_NAME    

        ,QM.SECTION            AS SECTION     

        ,QM.CONSISTENCY_TOKEN  AS CONTOKEN    

        ,QM.DB2_CPU            AS EXEC_CPU    

        ,QM.EXECUTION_COUNT    AS EXEC_COUNT  

        ,'Query Monitor'       AS DATA_SOURCE 

      FROM                                    

         SYSTOOLS.CQM_SUMM_METRICS QM         

    ;

    [image: ]

     

    
      
        	
          Note: If you do not use Db2 Query Monitor for z/OS, you must update the code to specify the tool that you use; that is, ‘Query Monitor' AS DATA_SOURCE.

          You might need to change the FROM clause to match your environment (for example, you might need to add a JOIN)

        
      

    

    2.	GRANT the SELECT privilege to the Db2ZAI users who want to view the vendor data:

    GRANT SELECT IN COLLECTION DSNML TO Db2ZAI user <user_id>;

    Where <user_id> is the user ID of which you want to view the vendor data. 

    3.	Update a row in the SYSML.DSN_ML_CONFIG table to set the VENDOR_VIEW_VALIDATED parameter value to yes, as shown in Example 6-5.

    Example 6-5   Update SYSML.DSN_ML_CONFIG

    [image: ]

    UPDATE SYSML.DSN_ML_CONFIG SET VALUE = 'yes'   

    WHERE NAME = 'vendor_view_validated';          

    ;

    [image: ]

    6.3.19  Updating keyring information for Db2ZAI

    Follow these steps to update the information you entered when you deployed Db2ZAI. 

    1.	Locate the Db2ZAI install directory (/usr/lpp/IBM/db2zaiv1r2/), then navigate to the subdirectory that contains the update script: /usr/lpp/IBM/db2zaiv1r2/configuration/scripts.

    2.	Run the following script with the keyring option: 

    ./update.sh keyring

    Enter the updated keyring information as you are prompted. 

    6.4  Troubleshooting IBM Db2 AI for z/OS

    IBM Db2 AI for z/OS provides various log files to assist with diagnosing issues.

    6.4.1  Viewing Db2 connection logs in Db2ZAI

    You can review Db2 connection logs in Db2ZAI for the purpose of troubleshooting connections. Complete the following steps:

    1.	From the main menu in the upper left, click Db2ZAI Connections.

    2.	In the table of connections, find the connection whose logs you want to view, and click the options menu (a vertical ellipsis). Then, click Settings.

    3.	Click the Db2ZAI connection log tab. The table shows the timestamp, name, and type of the recorded connection events.

    4.	Click the arrow to the left of the timestamp (?) to show a detailed description of the event.

    6.4.2  System assessment logs

    The logs that are described in this section and the following sections are specific to the Db2ZAI system assessment function and supporting services.

    Minimal system assessment logging is performed unless the environment variable AKIRA_LOG_LEVEL is changed.

    Complete the following steps:

    1.	Update the $Db2ZAI_HOME/scripts/server.sh file by finding AKIRA_LOG_LEVEL and changing INFO to DEBUG.

    2.	Restart the Liberty server:

    cd $Db2ZAI_HOME/scripts ./server.sh stop akira

    ./server.sh start akira

    The logging information is written to the following files:

    $Db2ZAI_HOME/log/db2z-ai-akira/ASSESSmessages.log

    $Db2ZAI_HOME/log/db2z-ai-akira/messages.log 

    6.4.3  Db2ZAI support services logs

    The following logs are specific to the services that run in WebSphere Liberty in support of Db2ZAI. Minimal system assessment logging is performed unless the environment variable AKIRA_LOG_LEVEL is changed. 

    Complete the following steps for support services logs. 

    1.	Update the $Db2ZAI_HOME/scripts/server.sh file: by finding AKIRA_LOG_LEVEL and change INFO to DEBUG.

    2.	Restart the Liberty server:

    cd $Db2ZAI_HOME/scripts ./server.sh stop akira

    ./server.sh start akira

    The logging information is written to the following files:

    $Db2ZAI_HOME/log/db2z-ai-backend/messages.log

    3.	Change the AKIRA_LOG_LEVEL value back to INFO after the diagnosis is complete.

    6.4.4  Db2ZAI user interface logs

    The following logs are specific to the Db2ZAI user interface:

    $Db2ZAI_HOME/log/db2z-ai-backend/db2z-ai-backend.log

    $Db2ZAI_HOME/log/db2z-ai-frontend/db2z-ai-frontend.log

    $Db2ZAI_HOME/log/db2z-ai-daemon/db2z-ai-daemon.log

     

  
    Related publications

    The publications that are listed in this section are considered particularly suitable for a more detailed discussion of the topics that are covered in this paper.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Note that some publications referenced in this list might be available in softcopy only:

    •Apache Spark Implementation on IBM z/OS, SG24-8325

    •IBM DB2 12 for z/OS Technical Overview, SG24-8383

    You can search for, view, download, or order these documents and other Redbooks, Redpapers, Web Docs, draft, and additional materials at the following website: 

    ibm.com/redbooks

    Online resources

    The following websites are also relevant as further information sources:

    •Db2 AI for z/OS 1.4.0:

    https://www.ibm.com/docs/en/db2-ai-for-zos/1.4.0

    •IBM Watson Machine Learning for z/OS 2.3.0:

    https://www.ibm.com/docs/en/wml-for-zos/2.3.0

    •IBM Open Data Analytics 1.1.0:

    https://www.ibm.com/docs/en/izoda/1.1.0

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services
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