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Preface

IBM® Power Virtualization Center (IBM® PowerVC™) is an advanced, enterprise
virtualization management offering for IBM Power Systems™. This IBM Redbooks®
publication introduces IBM PowerVC and helps you understand its functions, planning,
installation, and setup.

IBM PowerVC Version 1.3.2 supports both large and small deployments, either by managing
IBM PowerVM® that is controlled by the Hardware Management Console (HMC) by IBM
PowerVM NovalLink, or by managing PowerKVM directly. With this capability, IBM PowerVC
can manage IBM AIX®, IBM i, and Linux workloads that run on IBM POWER® hardware.

IBM PowerVC is available as a Standard Edition, or as a Cloud PowerVC Manager edition.

IBM PowerVC includes the following features and benefits:

» Virtual image capture, deployment, and management

» Policy-based virtual machine (VM) placement to improve use

» Management of real-time optimization and VM resilience to increase productivity

» VM Mobility with placement policies to reduce the burden on IT staff in a simple-to-install
and easy-to-use graphical user interface (GUI)

» Role-based security policies to ensure a secure environment for common tasks

» The ability to enable an administrator to enable Dynamic Resource Optimization on a
schedule

IBM Cloud PowerVC Manager includes all of the IBM PowerVC Standard Edition features and

adds:

» A self-service portal that allows the provisioning of new VMs without direct system
administrator intervention. There is an option for policy approvals for the requests that are
received from the self-service portal.

» Pre-built deploy templates that are set up by the cloud administrator that simplify the
deployment of VMs by the cloud user.

» Cloud management policies that simplify management of cloud deployments.

» Metering data that can be used for chargeback.

This publication is for experienced users of IBM PowerVM and other virtualization solutions
who want to understand and implement the next generation of enterprise virtualization
management for Power Systems.

Unless stated otherwise, the content of this publication refers to IBM PowerVC Version 1.3.2.
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Summary of changes

This section describes the technical changes that are made in this edition of the book and in
previous editions. This edition might also include minor corrections and editorial changes that
are not identified.

Summary of Changes

for SG24-8199-04

for IBM PowerVC Version 1.3.2 Introduction and Configuration
as created or updated on June 12, 2017.

January 2017, Fifth Edition

This revision includes the following new and changed information.

New information

»

IBM Cloud PowerVC Manager content added to introductions, installation, and
management sections (see Chapter 6, “IBM Cloud PowerVC Manager” on page 237)

New screen captures throughout to reflect latest IBM Power Virtualization Center
(IBM PowerVC) graphical user interface (GUI)

Enhancements to IBM PowerVC reflecting Version 1.3.2 (see 1.3, “PowerVC versions and
releases” on page 8)

Added introduction and usage sections for the new SR-IOV features (see 2.7.4, “Planning
Single Root I/O Virtualization networks” on page 56 and 4.12.2, “SR-IOV network setup”
on page 126)

Added overall information and appendix for the Software-Defined Networking (SDN)
Technical Preview (see Appendix A, “Software-Defined Networking (technical preview)” on
page 245)

Instructions about how to use the new Dynamic Resource Optimizer (DRO) features (see
4.5.2, “Host Groups” on page 104)

New appendix section created showing how to use the metering and API tools (see
Appendix B, “Useful commands and scripts” on page 257)

Changed information

»

>

General updates to content to increase clarity of the information

Updated several sections to reflect current hardware and software requirement for
PowerVC and related components

Chapter 2 content was added into Chapter 1
Removed the lab chapter
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IBM PowerVC introduction

IBM Power Virtualization Center (IBM PowerVC) is an advanced virtualization and cloud
management offering for Power Systems servers based on OpenStack technology. This
comprehensive virtualization and cloud management offering is simple to install and use, and
enables virtual machine (VM) setup and management. IBM PowerVC simplifies the
management of the virtualization for Power Systems servers that run on IBM AlX, IBM i, and
Linux operating systems.

IBM PowerVC Version 1.3.2 provides many new functional enhancements that add support
for LDAP products and storage-related hardware. Also available is the IBM Cloud PowerVC
Manager for private cloud deployments, which includes all the functions of the IBM PowerVC
Standard Edition plus new features that are described in this publication.

This book provides introductory and configuration information for IBM PowerVC. After it
presents an overview of IBM PowerVC in this chapter, it covers the following topics in
subsequent chapters:

» Release reviews in 1.3, “PowerVC versions and releases” on page 8.
» Planning information in Chapter 2, “IBM PowerVC planning” on page 13.
» Guidelines in Chapter 3, “IBM PowerVC installation” on page 67.

» General configuration and setup that are common to all variants of IBM PowerVC in
Chapter 4, “IBM PowerVC for managing IBM PowerVM” on page 91.

» Information that is specific to using IBM PowerVC Standard for managing PowerKVM in
Chapter 5, “IBM PowerVC Standard Edition for managing IBM PowerKVM” on page 189.

» The self-service portal is described in Chapter 6, “IBM Cloud PowerVC Manager” on
page 237.

This publication also includes an interesting overview about IBM PowerVM NovalLink and its
interaction with IBM PowerVC. This chapter covers the following topics:

» 1.1, “IBM PowerVC overview” on page 2

» 1.2, “IBM PowerVC Editions” on page 7

» 1.3, “PowerVC versions and releases” on page 8
» 1.4, “IBM PowerVC adoption” on page 11
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1.1 IBM PowerVC overview

This publication is for system administrators who are familiar with the concepts that are
included in these IBM Redbooks publications:

» IBM PowerVM Virtualization Introduction and Configuration, SG24-7940
» IBM PowerVM Virtualization Managing and Monitoring, SG24-7590

IBM PowerVC Virtualization Center is an advanced virtualization and cloud management
offering, which is built on OpenStack, that provides simplified virtualization management and
cloud deployments for IBM AIX, IBM i, and Linux VMs running on IBM Power Systems.
PowerVC is designed to improve administrator productivity and simplify the cloud
management of VMs on Power Systems servers. With PowerVC, you can:

» Create VMs and resize the VMs CPU and memory.

» Attach disk volumes to those VMs.

» Import existing VMs and volumes so that they can be managed by IBM PowerVC.

» Monitor the use of resources in your environment.

» Migrate VMs while they are running (live migration between physical servers).

» Improve resource usage to reduce capital expense and power consumption.

» Increase agility and execution to respond quickly to changing business requirements.
» Increase IT productivity and responsiveness.

» Simplify Power Systems virtualization management.

» Accelerate repeatable, error-free virtualization deployments.

IBM PowerVC can manage AlX, Linux, and IBM i VMs running under PowerVM virtualization

and Linux VMs running under PowerKVM virtualization. This release supports the enterprise
Power Systems servers that are built on IBM POWER7® and IBM POWERS8® technologies.

1.1.1 IBM PowerVC functions and advantages

2

Why IBM PowerVC? Why do you need another virtualization management offering? When
more than 70% of IT budgets is spent on operations and maintenance, IT clients legitimately
expect vendors to focus their new development efforts to reduce this cost and foster
innovation within IT departments.

IBM PowerVC gives IBM Power Systems clients the following advantages:

» It is deeply integrated with Power Systems.

» It provides virtualization management tools.

» It eases the integration of servers that are managed by PowerVM or PowerKVM in
automated IT environments, such as clouds.

» It is a building block of IBM Infrastructure as a Service (laaS), based on Power Systems.
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IBM PowerVC is an addition to the existing PowerVM set of enterprise virtualization
technologies that provide virtualization management. It is based on open standards and
integrates server management with storage and network management.

Because IBM PowerVC is based on the OpenStack initiative, Power Systems can be
managed by tools that are compatible with OpenStack standards. When a system is
controlled by IBM PowerVC, it can be managed in one of three ways:

» By a system administrator by that uses the IBM PowerVC graphical user interface (GUI)

» By a system administrator that uses scripts containing the IBM PowerVC Representational
State Transfer (REST) application programming interfaces (APIs)

» By higher-level tools that call IBM PowerVC by using standard OpenStack API

The PowerVC offerings are positioned within the available solutions for Power Systems cloud
as follows:

» IBM PowerVC Standard Edition: Advanced Virtualization Management
» IBM Cloud PowerVC Manager: Basic Cloud

» IBM Cloud Orchestrator: Advanced Cloud

» VMware Vrealize: Advanced Cloud

It provides a systems management product that enterprise clients require to manage
effectively the advanced features that are offered by IBM premium hardware and OpenPower
based hardware. It reduces resource use and manages workloads for performance and
availability.

1.1.2 IBM PowerVM NovalLink overview

PowerVM Novalink is a new virtualization management paradigm for PowerVM systems and
allows for dramatic scale improvements for PowerVM based IBM PowerVC environments. For
more information about PowerVM NovaLink and its benefits, see IBM developerWorks®:

https://www.ibm.com/developerworks/community/wikis/home?Tang=en#!/wiki/Power%20Sys
tems/page/Introducing%20PowerVM%20Novalink

Leveraging the PowerVM NovalLink architecture, IBM PowerVC can significantly increase its
scaling for PowerVM based systems. In an existing HMC-managed environment,

IBM PowerVC can manage up to 30 hosts and up to 3000 VMs. In a PowerVM NovaLink
based environment, IBM PowerVC can manage up to 200 hosts and 5000 VMs. You can use
IBM PowerVC to manage your new PowerVM NovaLink systems while still managing your
HMC managed systems.

PowerVM NovalLink architecture

PowerVM Novalink enables highly scalable modern cloud management and deployment for
critical enterprise workloads by using a proven PowerVM infrastructure and OpenStack
technology. The PowerVM Hypervisor and Virtual I/O Server (VIOS) provide an infrastructure
that is second to none in running enterprise workloads. These items, combined with
POWERS hardware, provide an excellent base on which to build a cloud. However, you
cannot operate a cloud without great management tools, which is where IBM PowerVC
comes into play. This OpenStack-based management offering integrates with PowerVM
Novalink to deliver a PowerVM cloud that is truly scalable, efficient, and simple to manage.
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4

The PowerVM Noval.ink architecture changes the virtualization management point for IBM
PowerVC. With PowerVM NovalLink, a thin “management” VM exists on the system. You can
see the thin PowerVM NovalLink partition in Figure 1-1, which is denoted as NVL.

Nova Controller 1 ‘

“~

Hardware

Service
(HMC)

Figure 1-1 PowerVM Noval.ink partition

Figure 1-1 shows that the architecture between IBM PowerVC and a PowerVM system is
dramatically simplified. The Nova compute processes now run directly on the PowerVM
NovaLink thin VM so that the IBM PowerVC can dramatically scale out the number of hosts
that it can manage by using this one-to-one link. It also reduces the load on an administrator’s
HMC, allowing the hosts to connect significantly more systems to a given HMC than they
would otherwise.

Also, the PowerVM Novalink code is tuned directly for IBM PowerVC and OpenStack use.
This increased efficiency allows IBM PowerVC to scale a single system to 1,000 VMs, double
the current 500 VMs per system limitation that exists today. More important, it is aligned with
the capabilities of the PowerVM platform itself.

PowerVM Novalink user experience

The integration of PowerVM Novalink provides a unified PowerVM experience. Whether you
choose to have IBM PowerVC managed through PowerVM NovalLink (to take advantage of
the scale and speed) or by using the traditional HMC path, IBM PowerVC provides you with a
consistent experience.
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As shown, the experience within the interface is similar. In Figure 1-2, the home window looks
identical, although IBM PowerVC is managing PowerVM NovaLink systems. However, note
the dramatic increase in hosts.

IBM PowerVec Configuration s DRO Events root

& # Home

IBM PowerVC Standard Edition will use the following resources to manage your virtual ervironment (7) Learn more

Hosts: 200 = Storage providers: 6 e Networks: 1 s
Virtual machines: 2,709 Managed volumes: 3 004

Processors L el Fabrics: 6 e

Memary D

Verify Environment
Lastverified: 10/14/15, 8:40 AM

4

3,004

Figure 1-2 IBM PowerVC interface
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There are some areas where changes are evident in the user interface. The most obvious
one is the Host Registration window. Although host registration for an HMC managed system
remains unchanged, there is a new path for PowerVM NovalLink host registration.
Administrators provide the IP address and credentials of the PowerVM NovaLink VM, which
IBM PowerVC uses to register the system. This window is similar to the window that is used
for PowerKVM system registration. Figure 1-3 shows the Host Registration window.

HMC Connections

Add Host

Specify the details for host registratiun.@ Learn more...

Host management type:

irtual Machi () HMC (@) Movalink Health
* MovaLink hostname or IP address: ™ User ID: B ok
192.168.100.100 | admin

T - B ok

* Display name: (%) Authentication type:
| novaLink_host | ®) Password () SSH key B ok

* Password:

........ B oK
B ok

Add Host Cancel

Figure 1-3 Host Registration window

Beyond this item, few other differences exist. The Host window does not show through which
HMC the IBM PowerVC is managing (because it manages through PowerVM NovalLink).

In addition, to ensure a unified experience, a single IBM PowerVC can mix the management
types, which means that a single IBM PowerVC can manage some systems through an HMC
and others through PowerVM NovalLink.

Figure 1-4 shows the PowerVM Noval.ink diagrams.

- L Nova Controller 1
PowerVM 1) PowerVM 3

PowerVM PowerVM PowerVM

INVL Nova NVL| Nova NVL| Nova

VIOS PHYP | VIOS PHYP VIOS PHYP | VIOS

PHYP

Figure 1-4 PowerVM Novalink diagrams
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As shown, the same HMC can be used for IBM PowerVC traditional management, or
PowerVM NovaLink management. However, if a system has PowerVM NovalLink installed,
IBM PowerVC must be pointed to the PowerVM NovalLink on the system. This mixed mode
provides a good path for existing customers that want to start taking advantage of PowerVM
NovaLink without too much disruption.

Key prerequisites
For IBM PowerVC, the key prerequisites are as follows:

» IBM PowerVM Standard Edition (5765-PVS) for basic functions, and IBM PowerVM
Enterprise Edition (5765-PVE) or IBM PowerVM PowerLinux™ Edition (5765-PVL) for full
function or IBM PowerKVM (5765-KVM).

» Firmware V8.2, or higher, is required for the new Remote Restart function for IBM
PowerVM that is managed by IBM PowerVC.

For IBM PowerVM, the key prerequisites are as follows:

» Any IBM system that includes an IBM POWER7, POWER7+™, or POWERS processor.
» PowerVM Novalink requires systems with a POWERS processor and Firmware 840, or
later, that is not managed by an HMC.

PowerVM Noval.ink provides significant advantages for PowerVM users who want to scale up
their environments. It is highly concurrent and highly scalable, and can reduce infrastructure
complexity. Concurrently, the existing IBM PowerVC experience is preserved, enabling
administrators to take advantage of these benefits quickly.

1.2 IBM PowerVC Editions

IBM offers two different editions for this product:
» IBM PowerVC Standard Edition
» IBM Cloud PowerVC Manager

1.2.1 IBM PowerVC Standard Edition

IBM PowerVC Standard Edition manages PowerVM systems that run either IBM POWERG®,
POWER?7, or POWERS processors that are controlled by an HMC. In addition, IBM PowerVC
can manage PowerKVM Linux scale-out servers.

During installation, IBM PowerVC Standard Edition can be configured to manage VMs that
are virtualized on top of either PowerVM or PowerKVM.

On PowerVM, dual VIOSs for each host are supported to access storage and the network.
VMs can be either N_Port ID Virtualization (NPIV)-attached storage or shared storage pool
(SSP) back-end storage and virtual SCSI (vSCSI), which were introduced in IBM PowerVC
V1.2.2. The following hardware products are supported for NPIV:

EMC (VNX and VMAX)

Hitachi storage (VSP G1000, VSP G series, VSP)
IBM XIV® Storage System

IBM Storwize® family

IBM FlashSystem® A9000

IBM SAN Volume Controller

IBM System Storage® DS8000®

v

vVvyyvyvyYYyy
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For storage on an SSP, any VIOS-supported storage area network (SAN) storage devices are
supported by the SSP and supported by IBM PowerVC.

For more information, see 2.1, “IBM PowerVC requirements” on page 14.

For the latest list of requirements, see the following website:

https://www.ibm.com/support/knowledgecenter/en/SSXK2N_1.3.2/com.ibm.powervc.standa
rd.help.doc/powervc_hwandsw_reqs_hmc.html

1.2.2 IBM Cloud PowerVC Manager

IBM Cloud PowerVC Manager has all the functions of IBM PowerVC Standard plus the new
self-service portal functions in the familiar IBM PowerVC user interface.

A key component of the new cloud self-service portal is the deploy template. Deploy
templates allow a cloud administrator to determine a set of fixed VM options that the
self-service users can select to deploy repeatedly to a VM with just a few clicks.

These templates include all the deployment details, such as the target host, storage template,
and storage connectivity group, so that users do not need to worry about any of that (and
administrators do not need to worry about VMs being created with incorrect settings).

The Cloud administrator can create a project to group resources and to allow access only by
users who need it.

IBM Cloud PowerVC Manager also gives administrators the ability to set policies on projects.
These policies specify what self-service users can do without additional approval and what
actions require administrator approval. When a self-service user tries to perform an action

that requires administrator approval, such as extending the expiration date of a VM, a request
is created. If the administrator approves that request, then the action completes.

1.3 PowerVC versions and releases

This section describes the updates that have been introduced since IBM Power Virtualization
Center (IBM PowerVC) Version 1.3.0, with special focus on Version 1.3.2.

1.3.1 IBM PowerVC release to OpenStack edition cross-reference

Table 1-1 cross-references the IBM PowerVC releases to editions of OpenStack.

Table 1-1 IBM PowerVC releases cross-referenced to OpenStack versions

IBM PowerVC release PowerVC announcement OpenStack edition
V1.3.0 October 2015 Liberty

V1.3.1 April 2016 Mitaka

V1.3.2 October 2016 Newton
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1.3.2 IBM PowerVC Version 1.3.0

IBM PowerVC Version 1.3.0, available in December 2015, introduces a long list of
enhancements and new features:

Dynamic Resource Optimizer (DRO)

IBM PowerVM Novalink support

Enhanced fabric management through storage connectivity groups
Manage up to 25 fabrics

IBM System Storage DS8000 support

Manage up to 5000 VMs

New supported guest operating systems

Functional enhancements

YyVyVYyYVYVYYVYYY

1.3.3 IBM PowerVC Version 1.3.1

IBM PowerVC Version 1.3.1, available in June 2016, bring several key additions to the
PowerVC experience:

IBM Cloud PowerVC Manager
Self-service portal

Access roles

Viewing usage information (metering data)
IBM Cloud PowerVC Manager capabilities
DRO enhancement

Improved lifecycle control of data volumes
Expanded PowerVM Novalink support
Projects

YyVVYyVYVYVYVYYVYYY

1.3.4 IBM PowerVC Version 1.3.2

The new version of IBM Power Virtualization Center Version 1.3.2 provides many new
features and enhancements.

Additional LDAP servers

IBM Tivoli® Directory Server V6.3 and its replacements, IBM Security Directory Server and
IBM Security Directory Suite, are now supported. For more information, see 4.16.6,
“Lightweight Directory Access Protocol” on page 187.

Virtual machines with vSCSI connections to Hitachi volumes

Existing VMs with vSCSI volume connections to the Hitachi array are now supported for
management in IBM PowerVC. HDS storage now supports NPIV.

Software-defined networking (technical preview)

Software-defined networking (SDN) virtualizes your network in a similar way that compute
resources are virtualized. It allows you to change VM communication without changing your
physical network. IBM PowerVC supports SDN on PowerVM NovaLink managed systems
when IBM PowerVC is installed in Technical Preview mode. For more information, see
Appendix A, “Software-Defined Networking (technical preview)” on page 245.
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Single Root I/O Virtualization support

IBM PowerVC supports Single Root I/O Virtualization (SR-IOV) network interface connectivity
for VMs with NovaLink managed hosts. This support includes the ability to set the Virtual
network interface card (NIC) capacity, which is the first quality of service (QoS) setting that is
available for IBM PowerVC. However, this support does not yet include Live Partition Mobility
and remote restart functions for SR-IOV backed networks at the time of writing. For more
information, see 2.7.4, “Planning Single Root I/O Virtualization networks” on page 56 and
4.12.2, “SR-I0OV network setup” on page 126.

Virtual console

IBM PowerVC supports access to a virtual console for NovaLink-managed VMs. To access a
virtual console for your VM, go to the Virtual Machine Details page and select the Console
tab to start a VNC session. For more information, see 4.15.5, “Opening a console window” on
page 145.

Consistency group API support on additional storage devices

The Cinder consistency group and consistency group snapshot APIs are supported on EMC
VMAX, EMC VNX, Hitachi Data Systems, and IBM DS8000 storage devices. For more
information, see “REST APIls example” on page 271.

Note: The create_from_src API is not supported on EMC VMAX storage devices.

Snapshot support on additional storage devices

The Cinder snapshot APIs are supported on EMC VMAX, EMC VNX, Hitachi Data Systems,
IBM DS8000, and IBM XIV storage devices.

Host memory rebalancing

IBM PowerVC DRO rebalances overburdened hosts by reducing the host's memory utilization
for NovaLink-managed VMs. For more information, see 4.5.2, “Host Groups” on page 104.

Automated remote restart

Automated remote restart monitors hosts for failure by using the Platform Resource
Scheduler (PRS) HA service. If a host fails, IBM PowerVC automatically remote restarts the
VMs from the failed host to another host within a host group.

Shared storage pool provider support on NovaLink

IBM PowerVC can use the NovalLink shared storage pool management capability in these
new ways:

» To automatically discover and use shared storage pool storage providers through
Novalink cluster members

» To support volume connectivity from shared storage pools to VMs that are hosted by
NovalLink partitions

Initiator zoning

Initiator zoning is a mode of Fibre Channel (FC) zoning. With initiator zoning, a zone is
created for each initiator and includes all of the controller targets that are supplied by the
volume driver in the initiator target map. This results in fewer zones being created. You can
choose whether to use initiator target zoning or initiator zoning when registering a fabric
through the user interface or the Register a SAN fabric or switch API.
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User and group filtering

You now control which users and groups are visible to IBM PowerVC when using the local
operating system as the identity repository. Previously, user and group filtering was available
only when using LDAP. For more information, see 4.16.7, “User and Group filtering” on

page 187.

Injecting an SSH key
When deploying a VM from IBM PowerVC, you can inject an SSH public key into the deployed
VM. Users can then use the corresponding private key to connect to the deployed VM.

Replacing messaging certificates

You can now replace the certificates that are used to secure the Advanced Message Queuing
Protocol (AMQP). This task is useful if you believe that a certificate is compromised or if you
need to change a property.

Dependency prerequisite check

The prerequisite checks are enhanced to check for any packages that are not installed or
available through any yum repositories. Running the installation with the -t option displays
any missing packages along with any other failed prerequisite checks.

APl and CLI command updates
A new API called host-sriov is added to configure SR-IOV adapters during deployment.

A new command is added into the CLI that is called powervc-services, which allows you to
control services for NovaLink managed hosts.

1.4 IBM PowerVC adoption

Two features are useful for a smooth adoption of IBM PowerVC in an existing environment:

» When IBM PowerVC manages a physical server, it can manage the full set or only a
subset of the partitions that are hosted on that server.

» When IBM PowerVC is adopted in an environment where partitions are already in
production, IBM PowerVC can discover the existing partitions and selectively start to
manage them.

Therefore, the adoption of IBM PowerVC in an existing environment does not require a major
change. It can be a smooth transition that is planned over several days or more.

IBM PowerVC provides a way to check a system to ensure all the prerequisites are met before
an installation by running a script. For more information, see 3.2, “Installing IBM PowerVC” on
page 71.
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IBM PowerVC planning

This chapter describes the key aspects of IBM® Power Virtualization Center (IBM PowerVC)
installation planning:

» Section 2.1, “IBM PowerVC requirements” on page 14 presents the hardware and
software requirements for the various components of an IBM PowerVC environment:
management station, managed hosts, network, storage area network (SAN), and storage
devices.

» Sections 2.3, “Host and partition management planning” on page 22 through 2.10,
“Product information” on page 65 provide detailed planning information for various aspects
of the environment’s setup:

— Hosts

— Partitions

— Placement policies

— Templates

— Storage and SAN

— Storage connectivity groups and tags
— Networks

— User and group

— Security

It covers the following topics:

v

2.1, “IBM PowerVC requirements” on page 14

2.2, “IBM PowerVM Novalink requirements” on page 20

2.3, “Host and partition management planning” on page 22
2.4, “Placement policies and templates” on page 25

2.5, “IBM PowerVC storage access SAN planning” on page 35
2.6, “Storage management planning” on page 40

2.7, “Network management planning” on page 52

2.8, “Planning users and groups” on page 60

2.9, “Security management planning” on page 63

2.10, “Product information” on page 65

vyVVyVYyVYVYVYYVYYY
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2.1 IBM PowerVC requirements

This section describes the necessary software and hardware components to implement
IBM PowerVC to manage AlX, IBM i, and Linux platforms.

IBM Cloud PowerVC Manager continues to be included along with IBM PowerVC Standard in
the IBM PowerVC 1.3.2 installation media. For information about available releases, see this
website:

http://www.ibm.com/software/support/1ifecycle/
IBM Cloud PowerVC Manager provides a self-service portal that allows for the provisioning of

new virtual machines (VMs) in a PowerVM-based private cloud without direct system
administrator intervention.

2.1.1 Hardware and software requirements

The following sections describe the hardware, software, and minimum resource requirements
at the time of writing for Version 1.3.2 of IBM Cloud PowerVC Manager and IBM PowerVC
Standard Edition. For the complete requirements, see IBM Knowledge Center:

» IBM Cloud PowerVC Manager:

http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.standar
d.help.doc/powervc_planning_hmc.html

Click IBM Cloud PowerVC Manager 1.3.2 — Planning.
» IBM PowerVC managing PowerVM:

http://www.ibm.com/support/knowledgecenter/SSXK2N 1.3.2/com.ibm.powervc.standar
d.help.doc/powervc_planning _hmc.htm]

Click IBM PowerVC Standard Edition 1.3.2 —» Managing PowerVM — Planning for
IBM PowerVC standard Managing PowerVM.

» IBM PowerVC managing PowerKVM:

http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.standar
d.help.doc/powervc_planning_hmc.html

Click IBM PowerVC Standard Edition 1.3.2 —» Managing PowerKVM — Planning for
IBM Virtualization Center.

2.1.2 Hardware and software requirements for IBM PowerVC

The following information provides a consolidated view of the hardware and software
requirements for both IBM PowerVC Standard Edition and IBM Cloud PowerVC Manager.

IBM PowerVC management and managed hosts

The IBM PowerVC architecture supports a single management host for each managed
domain. It is not possible to configure redundant IBM PowerVC management hosts that
control the same objects.
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The VM that hosts the IBM PowerVC management host must be dedicated to this function.
No other software or application can be installed on this VM. However, you can install
software for the management of this VM, such as monitoring agents and data collection tools
for audit or security. Table 2-1 lists the IBM PowerVC Standard Edition hardware and software

requirements.

Table 2-1 Hardware and OS requirements

Host type

Supported hardware

Supported operating
systems

server

IBM PowerVC management

IBM POWER6, POWER?,
POWER7+, or POWERS8
processor-based server
models, or any x86_64 server
meeting the recommended
CPU, memory, and
requirements

Red Hat Enterprise Linux
(RHEL) Version 7.1 or later for
IBM Power ppc64be (Big
Endian) and ppc64le (Little
Endian)

Red Hat Enterprise linux
(RHEL) Version 7.1 or later for
x86_64

Managed hosts

PowerVM:

IBM Power processor-based
servers:

IBM POWER6, POWER?7,
POWER7+, and POWERS8
servers

PowerKVM:

POWERS servers with IBM
PowerKVM V2.1.1.2 or later

See Table 2-3 on page 16.

Note: The management server should have a minimum of four cores and 8 GB of memory.

Table 2-2 describes the minimum and recommended resources that are required for IBM
PowerVC VMs. In the table, the meaning of the processor capacity row depends on the type

of host that is used as the IBM PowerVC management host:

» If the IBM PowerVC management host is PowerVM, processor capacity refers to either the
number of processor units of entitled capacity or the number of dedicated processors.

» If the IBM PowerVC management host is PowerKVM or x86, processor capacity refers to
the number of physical cores.

Table 2-2 Minimum resource requirements for the IBM PowerVC VMs

Item Minimum Preferred

Number of Up to 100 Up to 400 401 - 1000 1001 - 2000 2001 - 3000 3001-5000
VMs

Processor 1 2 4 8 8 12
capacity

Virtual CPUs 2 2 4 8 8 12
Memory (GB) 10 10 12 20 28 44
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Item Minimum Preferred

Swap space 10 10 12 20 28 44
(GB)

Disk space 40 43 60 80 100 140
(GB)

The installer has the following space requirements:

>

>

>

/tmp: 250 MB.
/usr: 250 MB.
/opt: 2.5 GB.

/home: 3 GB (minimum). As a preferred practice, assign 20% of the space to /home. For
example, for 400 VMs, 8 GB are preferable. For 1,000 VMs, 20 GB are preferable. For

2,000 VMs, 30 GB are preferable.
/var: 40 GB.
The remaining space is used for swap space.

Supported activation methods
Table 2-3 lists the supported activation methods for VMs on managed hosts.

Virtual Solutions Activation Engine (VSAE) is deprecated, and it might be withdrawn from
support in subsequent releases. As a preferred practice, construct images with cloud-init,
which is the strategic image activation technology of IBM. It offers a rich set of system
initialization features and a high degree of interoperability.

Table 2-3 Supported activation methods for managed hosts

Operating Little Endian (LE) or | Version Initialization
system Big Endian (BE)
AIX BE 6.1 TLO SPO or later
7.1 TLO SPO or later cloud-init
7.2 TLO SPO or later
Note: AIX 5.3 is not supported.
IBM i BE 7.1 TR8 or later
7.2 TR1 or later cloud-init
7.3 or later IBM i AE (deprecated)
RHEL BE 6.4 or later cloud-init?@
7.1 or later
RHEL LE 7.1 or later cloud-init

SUSE Linux BE
Enterprise
Server

11 SP3 or later

cloud-init?

SUSE Linux LE
Enterprise
Server

12 SPO or later

cloud-init

Ubuntu LE 14.04.1 or later

16.04.1 or later

cloud-init

a. VSAE is no longer available for these releases.
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Hardware Management Console

Table 2-4 shows the Hardware Management Console (HMC) version and release
requirements to support IBM PowerVC managing PowerVM. This section does not apply for
managing systems that are controlled by PowerKVM.

Table 2-4 HMC requirements

ltem Requirement

Software level » HMC:8.5.0,8.6.00r8.7
» vHMC: 8.5.0, 8.6.0 or 8.7

Hardware-level requirements Requirements:

» Up to 300 VMs: CR5 with 4 GB memory

» More than 300 VMs: CR6, CR7, or CR8 with
8 GB memory

Recommendations:

» Upto 300 VMs: CR6, CR7, or CR8 with 8 GB
memory

» More than 300 VMs: CR6, CR7, or CR8 with
16 GB memory

As a preferred practice, update to the latest HMC fix pack for the specific HMC release. You
can check the fixes for HMC by using the IBM Fix Level Recommendation Tool: at the
following website:

https://www.software.ibm.com/webapp/set2/f1rt/home
You can get the latest fix packages from IBM Fix Central at the following website:

http://www.ibm.com/support/fixcentral/

Virtualization platform

Table 2-5 includes the Virtual 1/0O Server (VIOS) version requirements for IBM PowerVC
managing PowerVM.

Table 2-5 Supported virtualization platforms

Platform Supported versions

VIOS for POWERS hosts and earlier Version 2.2.4.22 or later
Version 2.2.5.0 or later

Tip: Set the Maximum Virtual Adapters value to at least 200 on the VIOS because

IBM PowerVC gives you warning messages below 200. However, VIOSs that are managed
by IBM PowerVC can serve more than 100 VMs, and each VM can require four or more
virtual 1/O devices from the VIOS. When you plan the VIOS configuration, base the size of
the Maximum Virtual Adapters value on real workload requirements.

Note: The version of RSCT (Remote Management and Control) that is installed on the
VIOS should have the latest fix.
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Network resources
Table 2-6 lists the network infrastructure that is supported by IBM PowerVC.

Table 2-6 Supported network hardware and software

ltem Requirement

Network switches IBM PowerVC does not manage network switches, but it supports
network configurations that use virtual LAN (VLAN)-capable switches.

Virtual networks » PowerVM: Shared Ethernet adapters (SEAs) for VM networking.

» PowerKVM: Supports Open vSwitch (OVS) 2.0. The backing
adapters for the virtual switch can be physical Ethernet adapters,
bonded adapters (OVS also supports bonding), or Linux bridges
(not preferred).

» Supports SR-IOV based vNICs (NovaLink only).

» When using the software-defined networking (SDN) technical
preview, flat, VLAN, or Virtual Extensible LAN (VXLAN) overlays
are supported.

Storage providers
Table 2-7 lists the hardware that is supported by IBM PowerVC.

Table 2-7 Supported storage hardware for PowerVM

Item Requirement

IBM Storwize family of controllers.

IBM Flash System 9000.

IBM SAN Volume Controller.

IBM XIV Storage System.

DS8000 7.5.0 and 8.0.0.

Hitachi VSP, VSP G1000, VSP G Series (G200, G400, G600, and

800).

» EMC VNX Series is supported on RHEL Server for x86_64
management hosts only due to EMC limitations.

» EMC VMAX.

Storage systems

vyvVyVvYyVvYYVvYyYy

SAN switches » Brocade Fibre Channel (FC) switches are supported by the
Brocade OpenStack Cinder zone manager driver.

» Cisco SAN FC switches are supported by the Cisco Cinder zone
manager driver.

Storage connectivity » FC attachment through at least one N_Port ID Virtualization
(NPIV)-capable host bus adapter (HBA) on each host.

» Virtual SCSI (vSCSI).

» Shared Storage Pools.

Note:

» IBM i hosts on IBM XIV Storage Systems must be attached by vSCSI due to IBM i and
IBM XIV storage limitations.

» IBM i hosts on EMC VNX and VMAX storage systems must be attached by vSCSI due
to IBM i and EMC storage limitations.
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Storage Drivers

Some storage drivers support different devices depending on the OpenStack release.
PowerVC Version 1.3.2 supports the OpenStack Newton release. For extended information

and guidelines on storage drivers, go to the following website:

http://docs.openstack.org/newton/config-reference/block-storage/volume-drivers.html

Table 2-8 lists the hardware that is supported by IBM PowerVC Standard Edition managing

PowerKVM.

Table 2-8 Supported storage hardware for PowerKVM.

Item

Use Requirement

Storage systems

Boot volumes File-level storage.

Network File System (NFS) V3 or V4 is required for
migration. It must be manually configured on the
kernel-based VM (KVM) host before it is registered on IBM
PowerVC.

Data volumes IBM Storwize family and SVC controllers only.

Storage connectivity

Boot volumes Local NFS.

Data volumes Internet Small Computer System Interface (iISCSI).

Supported storage connectivity options

Table 2-9 shows the supported storage connectivity options.

Table 2-9 Supported storage connectivity options

Boot volume / Shared storage pool NPIV vSCSI
Data volume

Shared storage pool X X

(SSP)

NPIV X

vSCSI X X

Note: Both NPIV and vSCSI data volumes are supported for a VM with a vSCSI boot
volume, but because storage connectivity groups support only one type of connectivity, if
you have a vSCSI boot volume, you can have either NPIV or vSCSI data volumes, but not

both.
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Security
Table 2-10 includes the supported security features.

Table 2-10 Supported security software

Item Requirement

OpenLDAP version 2.0 or later
Microsoft Active Directory 2003 or later
IBM Tivoli Directory Server 6.3

IBM Security Directory Server

IBM Security Directory Suite

Lightweight Directory Access Protocol (LDAP)
server (optional)

vyvyvyYyy

2.1.3 Other hardware compatibility

IBM PowerVC is based on OpenStack, so rather than being compatible with specific
hardware devices, IBM PowerVC is compatible with drivers that conform to OpenStack
standards. They are called pluggable devices in IBM PowerVC. Therefore, IBM PowerVC can
take advantage of hardware devices that are available from vendors that provide
OpenStack-compatible drivers for their products. IBM cannot state the support of other
hardware vendors for their specific devices and drivers that are supported by IBM PowerVC,
so check with the vendors to learn about their drivers. For more information about pluggable
devices, see IBM Knowledge Center:

http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.standard.h
elp.doc/powervc_planning_storage_hmc.html

2.1.4 Web browsers

IBM PowerVC works on many web browsers:
» Mozilla Firefox ESR 38 and 45

IBM PowerVC does not load if Ask me every time is selected as the custom history
setting.

» Google Chrome, Version 50 or later
IBM PowerVC does not load if Block all cookies is selected.

» Microsoft Internet Explorer, Version 11.0

2.2 IBM PowerVM NovalLink requirements

PowerVM Novalink is a software interface that is used for virtualization management. You
can install PowerVM NovalLink on a PowerVM server. PowerVM Novalink enables highly
scalable modern cloud management and deployment of critical enterprise workloads. You can
use PowerVM Novalink to provision large numbers of VMs on PowerVM servers quickly and
at a reduced cost.

2.2.1 PowerVM NovalLink system requirements

For successful operation, PowerVM Novalink requires hardware and software to meet
specific criteria.
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POWERS server requirements

PowerVM Novalink can be installed only on POWERS processor-based servers with
firmware level FW840 or later. If the server does not have firmware level FW840 or later, you
must update the server firmware before installing PowerVM NovalLink.

PowerVM NovalLink partition requirements
PowerVM Novalink requires its own partition on the managed system. The PowerVM
NovalLink partition requires the following system resources:

» 0.5 shared processors that are uncapped with a non-zero weight and two virtual
processors.

» 4.5 GB of memory, which you can adjust to 2.5 GB after installation. See Table 2-11 for the
memory requirements for scaling VMs.

» Atleast 30 GB of storage.
» A virtualized network that is bridged through the SEA.
» Maximum virtual slots that are set to 200 or higher.

Table 2-11  PowerVM Novalink memory requirement for scaling
Number of VMs Up to 250 251 - 500 More than 500

Memory need (GB) 25 5 10

If you install the PowerVM NovalLink environment on a new managed system, the PowerVM
NovalLink installer creates the PowerVM NovalLink partition automatically. When the PowerVM
Novalink installer creates the PowerVM Novalink partition on a new managed system, the
PowerVM NovalLink installer always uses storage that is virtualized from the VIOS. You can
set the installer to use either physical volume vSCSI or logical volumes for the PowerVM
NovalLink partition. If you set the PowerVM Novalink installer to use 1/0 redundancy, the
storage for the PowerVM Novalink partition is automatically mirrored for redundancy by using
RAID 1.

If you install the PowerVM NovalLink software on a system that is managed by an HMC, use
the HMC to create a Linux logical partition (LPAR) with the required resources. When you use
the HMC to create the Linux LPAR, set the powervm_mgmt_capable flag to true.

RHEL 7.2 (LE), RHEL 7.3 (LE), or Ubuntu 15.10 or 16.04 LTS (recommended) is supported
on the PowerVM Novalink partition.

If you are using NovaLink with the SDN technical preview, RHEL 7.3 ppc64le or Ubuntu 16.04
is required (see Appendix A, “Software-Defined Networking (technical preview)” on page 245
for more information about SDN).

Supported operating systems for hosted logical partitions

PowerVM Novalink supports all operating systems that are supported on the machine type
and model of the managed system.
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Virtual I/O Server partition requirements
PowerVM NovalLink requires VIOS Version 2.2.4 or later.

If you install the PowerVM NovaLink environment on a new managed system, configure one
disk with at least 60 GB of storage for each VIOS instance that you plan to create on the
server. You can configure the disks in your local serial-attached Small Computer System
Interface (SAS) storage or on your SAN. If you create two instances of VIOS, create each disk
on a separate SAS controller or FC card for redundancy. Otherwise, the resource
requirements for VIOSs that are installed by the PowerVM Novalink installer are the same as
the resource requirements for VIOSs that are not installed by the PowerVM Novalink.

Reliable Scalable Cluster Technology for Resource Monitoring and
Control connections
To enable IPv6 link-local address support for Resource Monitoring and Control (RMC)

connections, update the Reliable Scalable Cluster Technology (RSCT) packages on AIX and
Linux LPARs to be at Version 3.2.1.0 or later.

IBM PowerVC requirement

IBM PowerVC Version 1.3 or later is required to manage a PowerVM NovaLink host with IBM
PowerVC. Specifically for IBM PowerVC 1.3.2, your NovalLink partitions (pvm-novalink
package) must be, at a minimum, Version 1.0.0.4, or it cannot be added as a managed host.
Also, make sure that your native Linux OS meets the following levels:

» Ubuntu 15.10 or 16.04 LTS (recommended) or later
» RHEL 7.2 (LE) and RHEL 7.3 (LE) or later

Note: If you are using NovaLink with the SDN technical preview, RHEL 7.3 ppc64le or
Ubuntu 16.04 is required. Run the dpkg -1 pvm-novalink command to determine the
version that is installed on a NovaLink partition.

Hardware Management Console requirement
HMC Version 8.5.0 or later is required to co-manage a system with PowerVM NovalLink.

2.3 Host and partition management planning

When you plan for the hosts in your IBM PowerVC managing PowerVM, you must consider
the limitations in the number of hosts and VMs that can be managed by IBM PowerVC, and
the benefits of using multiple VIOSs.

2.3.1 Physical server configuration
If you plan to use Live Partition Mobility (LPM), you must ensure that all servers are

configured with the same logical-memory block size. This logical-memory block size can be
changed from the Advanced System Management Interface (ASMI) interface.
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2.3.2 HMC or PowerKVM planning

Data centers can contain hundreds of hosts and thousands of VMs. For IBM PowerVC
Version 1.3.2, the following maximums are suggested:

» IBM PowerVC V1.3.2 managing PowerVM:
A maximum of 30 managed hosts is supported.

Each host can have a maximum of 500 VMs on it.

A maximum of 3,000 VMs can be on all of the combined hosts.
Each HMC can have a maximum of 500 VMs on it.

» IBM PowerVC V1.3.2 managing PowerVM by using PowerVM NovaLink:
— A maximum of 200 PowerVM NovalLink-managed hosts is supported.

— A maximum of 1000 VMs (PowerVM Noval.ink, VIOSs, or client workloads) per
PowerVM host are supported. This limit is determined by the PowerVM platform
firmware versions that are available when IBM PowerVC Version 1.3.2 was released.
For information about configuring your system for scale, see IBM PowerVM Best
Practices, SG24-8062.

— A maximum of 5000 VMs can be on all of the PowerVM NovaLink-managed hosts
combined.

» IBM PowerVC Standard Edition V1.3.2 managing PowerKVM:
— A maximum of 30 managed hosts is supported.
— Each host can have a maximum of 225 VMs on it.
— A maximum of 3,000 VMs can be on all of the combined hosts.

Note: No hard limitations exist in IBM PowerVC. These maximums are suggested from a
performance perspective only.

Therefore, you must consider how to partition your HMC, and KVM in subsets, where each is
managed by a IBM PowerVC management host.

Advanced installations typically use redundant HMCs to manage the hosts. Since Version
1.2.3, redundant HMCs are supported. If one HMC that you selected for IBM PowerVC
becomes unavailable, change to the working HMC through the IBM PowerVC graphical user
interface (GUI).

Note: With redundant HMCs, IBM PowerVC uses only one HMC to manage each specific
host. If the original HMC is unavailable, manually switch to the other HMC on the IBM
PowerVC GUI.

2.3.3 Virtual I/O Server planning

IBM PowerVC supports more than one VIOS server.

Consider a second VIOS to provide redundancy and I/O connectivity resilience to the hosts.
Use two VIOSs to avoid outages to the hosts when you must perform maintenance, updates,
or changes in the VIOS configuration.
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If you plan to make partitions mobile, define the VIOS that provides the mover service on all
hosts, and ensure that the Mover service partition option is enabled in the profile of these
VIOSs.

The VIOS must be configured with “Sync current configuration Capability” turned ON. On the
HMC, verify the settings of the VIOSs, as shown in Figure 2-1.

Partition Properties - P8_9_viosl

General | Hardware Virtual Adapters = Settings = Other

Mame: +P8_o_vios1

ID: 1

Environment: Virtual I/O Server
State: Running

Attention LED: Off

Resource configuration: Configured

0S5 version: VIDS 2.2.3.52
Current profile: default

System: 8286-42A7 10D6DAT

[¥] Mover service partition

& allow performance information collection

[T virtual Trusted Platform Module (VTPM)

Warning: VTPM Trusted Key is the default key.

Sync current configuration Capability Sync turned ON j

0K | Cancel | Help |

Figure 2-1 VIOS settings that must be managed by IBM PowerVC

Important: Configure the maximum number of virtual resources (virtual adapters) for the
VIOS to at least 200. This setting provides sufficient resources on your hosts while you
create and migrate VMs throughout your environment. Otherwise, IBM PowerVC indicates
a warning during the verification process.

Changing the maximum virtual adapters in a Virtual /O Server

From the HMC, in the left pane, click Server Management — Servers — managed_server,
select the VIOS, and then click Configuration — Manage Profiles from the drop-down
menu.

Select the profile that you want to use, and click Actions — Edit. Then, select the Virtual
Adapters tab.
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Replace the value in the Maximum virtual adapters field with a new value. See Figure 2-2.

Logical Partition Profile Properties: default @ P8_10_vios1l @ P8_10 - P8_10_vios1

General = Processors = Memory 1/O | Virtual Adapters | Power Controlling = Settings
Actionsw

Virtual resources allow for the sharing of physical hardware between logical partitions. The current virtual adapter settings are list|

below.

Maximum virtual adapters : G 200 )

Number of virtual adapters : 57
0O % P F £  —SelectAction— ~

Select ~ Type ~ Adapter ID ~ Server/Client Partition | Partner Adapter ~ Required *
[T Ethemet 2 N/A N/A No
[T Ethemet 5 N/A N/A No
[0 Server Fibre Channel 11 (13) 3 No
[ Server Fibre Channel 14 (10) 3 No
I Server Fibre Channel 15 (14) 4 No
[ Server Fibre Channel 16 (15) 4 No
[ Server Fibre Channel 18 (11) 4 No
[¥} Server Fibre Channel 39 (27) 3 No
[] Server Fibre Channel 40 TestScriptDep-291f34ea-00000004(33) 4 No
[T Server Fibre Channel 52 (36) 2 No
[0 Server Fibre Channel 54 (37) 3 No
] Server Fibre Channel 55 (38) 2 No
] Server Fibre Channel 57 (39) 3 No
I Server Fibre Channel 6 divya_root-bb3dda65-00000007(1) 4 No

Figure 2-2 Modify the maximum virtual adapters

2.4 Placement policies and templates

One goal of IBM PowerVC is to simplify the management of VMs and storage by providing the
automated creation of partitions and virtual storage disks and the automated placement of
partitions on physical hosts. This automation replaces the manual steps that are needed
when you use PowerVM directly. In the manual steps, you must create disks, select all
parameters that define each partition to deploy, and configure the mapping between the
storage units and the partitions in the VIOSs.

This automation is performed by using deploy templates and placement policies.

2.4.1 Host groups

Use host groups to group hosts logically regardless of any features that they might share. For
example, the hosts do not need the same architecture, network configuration, or storage.
Host groups have these important features:

» Every host must be in a host group.

Any hosts that do not belong to a user-defined host group are members of the default host
group. The default host group cannot be deleted.

» VMs are kept within the host group.

A VM can be deployed to a specific host or to a host group. After deployment, if that VM is
migrated, it must always be migrated within the host group.
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» Placement policies are associated with host groups.
Every host within a host group is subject to the host group’s placement policy. The default
placement policy is striping.

An enterprise client can group its hosts to meet different business needs, for example, for
test, development, and production, as shown in Figure 2-3. With different placement
policies, even with different hardware, the client can archive at different service levels.

Host Group Production Host Group Test
Policy: CPU allocation balance Policy: Packing

Host 1
Host 2
Host 3

Figure 2-3 Host group sample

2.4.2 Placement policies
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When you want to deploy a new partition, you can indicate to IBM PowerVC the host on which
you want to create this partition. You can also ask IBM PowerVC to identify the hosts on which
the partitions will best fit in a host group, based on a policy that matches your business needs.
If you ask IBM PowerVC to identify the hosts on which the partitions will best fit in a host
group, IBM PowerVC compares the requirements of the partitions with the availability of
resources on the possible set of target hosts. IBM PowerVC considers the selected
placement policy to make a choice.

IBM PowerVC offers five policies to deploy VMs:
» Striping placement policy

The striping placement policy distributes your VMs evenly across all of your hosts. For
each deployment, IBM PowerVC determines the hosts with enough processing units and
memory to meet the requirements of the VM. Other factors for determining eligible hosts
include the storage and network connectivity that are required by the VM. From the group
of eligible hosts, IBM PowerVC chooses the host that contains the fewest number of VMs
and places the VM on that host.

» Packing placement policy

The packing placement policy places VMs on a single host until its resources are fully
used, and then it moves on to the next host. For each deployment, IBM PowerVC
determines the hosts with enough processing units and memory to meet the requirements
of the VM. Other factors for determining eligible hosts include the storage and network
connectivity that are required by the VM. From the group of eligible hosts, IBM PowerVC
chooses the host that contains the most VMs and places the VM on that host. After the
resources on this host are fully used, IBM PowerVC moves on to the next eligible host that
contains the most VMs.
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This policy can be useful when you deploy large partitions on small servers. For example,
you must deploy four partitions that require eight, nine, and seven cores on two servers,
each with 16 cores. If you use the striping policy, the first two partitions are deployed on
the two servers, which leaves only eight free cores on each. IBM PowerVC cannot deploy
the 9-core partition because an LPM operation must be performed before the 9-core
partition can be deployed.

By using the packing policy, the first two 8-core partitions are deployed on the first hosts,
and IBM PowerVC can then deploy the 9-core and 7-core partitions on the second host.
This example is simplistic, but it illustrates the difference between the two policies: The
striping policy optimizes performance, and the packing policy optimizes human operations.

CPU utilization balance placement policy

This placement policy places VMs on the host with the lowest CPU utilization in the host
group. The CPU utilization is computed as a running average over the last 15 minutes.

CPU allocation balance placement policy

This placement policy places VMs on the host with the lowest percentage of its CPU that
is allocated post-deployment or after relocation.

For example, consider an environment with two hosts:
— Host 1 has 16 total processors, four of which are assigned to VMs.
— Host 2 has four total processors, two of which are assigned to VMs.

Assume that the user deploys a VM that requires one processor. Host 1 has (4+1)/16, or
5/16 of its processors that are allocated. Host 2 has (2+1)/4, or 3/4 of its processors that
are allocated. Therefore, the VM is scheduled to Host 1.

Memory utilization balanced

This placement policy places virtual machines on the host that has the lowest memory
utilization in the host group. The memory utilization is computed as a running average over
the last 15 minutes.

— HMC managed hosts do not accurately report their memory utilization. Therefore, host
groups that use this policy should not contain HMC managed hosts. If there are any
HMC managed hosts in the host group, PowerVC always targets the HMC hosts for
placement because their utilization is recorded as 0.

— All virtual machines on a PowerVC host should have RMC running for the most
accurate memory utilization estimates.

Memory allocation balance placement policy

This placement policy places VMs on the host with the lowest percentage of its memory
that is allocated post-deployment or after relocation.

For example, consider an environment with two hosts:
— Host 1 has 24 GB total memory, 11 GB of which are assigned to VMs.
— Host 2 has 8 GB total memory, 2 GB of which are assigned to VMs.

Assume that the user deploys a VM that requires 1 GB of total memory. Host 1 has
(11+1)/24, or 1/2 of its memory that is allocated. Host 2 has (2+1)/8, or 3/8 of its memory
that is allocated. Therefore, the VM is scheduled to Host 2.
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Note: A default placement policy change does not affect existing VMs. It affects only new
VMs that are deployed after the policy setting is changed. Therefore, changing the
placement policy for an existing environment does not result in moving existing partitions.

Tip: The following settings might increase the throughput and decrease the duration of
deployments:

» Use the striping policy rather than the packing policy.
» Limit the number of concurrent deployments to match the number of hosts.

When a new host is added to the host group that is managed by IBM PowerVC, if the
placement policy is set to the striping mode, new VMs are deployed on the new host until it
catches up with the existing hosts. IBM PowerVC allocates partitions only on this new host
until the resources use of this host is about the same as on the previously installed hosts.
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When a new partition is deployed, the placement algorithm uses several criteria to select the
target server for the deployment, such as availability of resources and access to the storage
that is needed by the new partitions. By design, the IBM PowerVC placement policy is
deterministic. Therefore, the considered resources are the amounts of processing power and
memory that are needed by the partition, as defined in the partition profile (virtual processors,
entittement, and memory). Dynamic resources, such as 1/O bandwidth, are not considered,
because they result in a non-deterministic placement algorithm.

Note: The placement policies are predefined. You cannot create your own policies.

The placement policy can also be used when you migrate a VM. Figure 2-4 shows the IBM
PowerVC user interface for migrating a partition. Use this interface to select between
specifying a specific target or letting IBM PowerVC select a target according to the current
placement policy.

Migrate

To perform a hot migration of vitual machine aix02, select the destination host.

(?) Learn more about migrating

Host | selected by placement policy | =

Figure 2-4 Migration of a partition by using a placement policy

2.4.3 Template types

Rather than define all characteristics for each partition or each storage unit that must be
created, the usual way to create them in IBM PowerVC is to instantiate these objects from a
template that was previously defined. The amount of effort that is needed to define a template
is similar to the effort that is needed to define a partition or storage unit. Therefore, reusing
templates saves significant effort for the system administrator, who must deploy many
objects.

IBM PowerVC provides a GUI to help you create or customize templates. Templates can be
easily defined to accommodate your business needs and your IT environment.

Chapter 2. IBM PowerVC planning 29



Three types of templates are available:

Compute templates These templates are used to define processing units, memory, and
disk space that are needed by a partition. They are described in 2.4.4,
“Information that is required for compute template planning” on
page 30.

Deploy templates These templates are used to allow authorized self-service users to
quickly, easily, and reliably deploy an image. They are described in
2.4.5, “Information that is required for deploy template planning” on
page 35.

Storage templates These templates are used to define storage settings, such as a
specific volume type, storage pool, and storage provider. They are
described in 2.6.2, “Storage templates” on page 43.

Use the templates to deploy new VMs. This approach propagates the values for all of the
resources into the VMs. The templates accelerate the deployment process and create a
baseline for standardization.

Templates can be defined by using the Standard view or, for a more detailed and specific
configuration, you can use the Advanced view, which is shown in “Advanced compute
templates” on page 32.

2.4.4 Information that is required for compute template planning
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The IBM PowerVC management host provides 11 predefined compute templates. Your
redefined templates can be edited and removed. You can create your own templates.

Before you create templates, plan for the amount of resources that you need for the classes of
partitions that you need. For example, different templates can be used for partitions that are
used for development, test, and production, or you can have different templates for database
servers, application servers, and web servers.

IBM PowerVC offers two template options:

Basic Create micropartitions (shared partitions) by specifying the minimum
amount of information.

Advanced Create dedicated partitions or micropartitions, with the level of detail
that is available on the HMC.

Basic compute templates
The following information helps your planning efforts regarding basic compute templates:

Template name The name to use for the template.

Virtual processors Number of virtual processors. A VM usually performs best if the
number of virtual processors is close to the number of processing
units that is available to the VM.

Memory (MB) Amount of memory, in MB. The value for memory must be a multiple of
the memory region size that is configured on your host. You can also
specify IBM Active Memory™ Expansion (AME) Factor. To see the
region size for your host, open the Properties window for the selected
host in the HMC, and then open the Memory tab and record the
“memory region size” value. Figure 2-5 on page 33 shows an example.
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Processing units

Number of entitled processing units. A processing unit is the minimum

amount of processing resource that the VM can use. For example, a
value of 1 (one) processing unit corresponds to 100% use of a single
physical processor. Processing units are split between virtual
processors, so a VM with two virtual processors and one processing
unit appears to the VM user as a system with two processors, each
running at 50% speed.

Disk (GB)
Compatibility mode

Disk space that is needed, in GB.

Select the processor compatibility that you need for your VM.

Table 2-12 describes each compatibility mode and the servers on
which the VMs that use each mode can operate.

Table 2-12 Processor compatibility modes

Processor compatibility
mode

Description

Supported servers

POWER6 Use the POWERSG processor VMs that use the POWERG6
compatibility mode to run operating | processor compatibility mode
system versions that use all of the can run servers that are based
standard features of the POWER6 on POWERS®, IBM
processor. POWER6+™, POWER?7, or

POWERS processors.

POWERG6+ Use the POWERG6+ processor VMs that use the POWERG+

compatibility mode to run operating
system versions that use all of the
standard features of the POWERG+
processor.

processor compatibility mode
can run on servers that are
based on POWERG6+,
POWER?7, or POWERS
processors.

POWER?7, including

Use the POWER?7 processor

VMs that use the POWER7

POWER7+ compatibility mode to run operating | processor compatibility mode
system versions that use all of the can run servers that are based
standard features of the POWER7 on POWER7 or POWERS
processor. processors.

POWERS Use the POWERS processor VMs that use the POWERS8

compatibility mode to run operating
system versions that use all of the

standard features of the POWERS8

processor.

processor compatibility mode
can run servers that are based
on POWERS processors.
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Processor compatibility Description Supported servers
mode
Default The default processor compatibility | The servers on which VMs with

mode is a preferred processor the preferred processor
compatibility mode that enables the | compatibility mode of Default
hypervisor to determine the current | can run depend on the current
mode for the VM. When the processor compatibility mode of
preferred mode is set to Default, the | the VM. For example, if the
hypervisor sets the current mode to | hypervisor determines that the
the most fully featured mode thatis | current mode is POWERS, the
supported by the operating VM can run on servers that are
environment. In most cases, this based on POWERS processors.
mode is the processor type of the
server on which the VM is activated.
For example, assume that the
preferred mode is set to Default and
the VM is running on a POWERS
processor-based server. The
operating environment supports the
POWERS processor capabilities, so
the hypervisor sets the current
processor compatibility mode to
POWERS.

Note: For a detailed explanation of processor compatibility modes, see IBM PowerVM
Virtualization Introduction and Configuration, SG24-7940.

Advanced compute templates
The following information about advanced compute templates helps you plan for their use:

Template name The name for the template.

Virtual processors The number of virtual processors. A VM usually performs best if the
number of virtual processors is close to the number of processing
units that is available to the VM. You can specify the following values:

Minimum

Desired

Maximum

The smallest number of virtual processors that you accept for
deploying a VM.

The number of virtual processors that you want for deploying a VM.

The largest number of virtual processors that you allow when you
resize a VM. This value is the upper limit to resize a VM
dynamically. When it is reached, you need to power off the VM, edit
the profile, change the maximum to a new value, and restart the
VM.

Memory (MB) Amount of memory, expressed in MB. The value for memory must be a
multiple of the memory region size that is configured on your host. The
minimum value is 16 MB. To see the region size for your host, open the
Properties window for the selected host on the HMC, and then open
the Memory tab to view the memory region size. Figure 2-5 on
page 33 shows an example. You can specify the following values:

Minimum

The smallest amount of memory that you want for deploying a VM.
If the value is not available, the deployment does not occur.
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Desired

Maximum

The total memory that you want in the VM. The deployment occurs
with an amount of memory less than or equal to the wanted amount
and greater than or equal to the minimum amount that is specified.

The largest amount of memory that you allow when you resize a
VM. This value is the upper limit to resize a VM dynamically. When
it is reached, you must power off the VM, edit the profile, change
the maximum to a new value, and restart the VM.

P8_10

General Processors

Memory ‘ I/O  Migration

Available:

Assigned to partitions:
Reserved:
Configurable:

Installed:

Memory region size:

Details of the managed system's memory are listed below.

Active memory sharing support: Yes

Power-0n

Parameters Capabilities = Advanced

81.25 GB (83200 MB)
40.50 GB (41472 MB)
6.25 GB (6400 MB)
128.00 GB (131072 MB)
128.00 GB (131072 MB)

0.25 GB (256 MB)

0K | Cancel | Help |

Figure 2-5 Memory region size view on the HMC

Processing units

Minimum

Desired

Maximum

Number of entitled processing units. A processing unit is the minimum
amount of processing resource that the VM can use. For example, a
value of 1 (one) processing unit corresponds to 100% use of a single
physical processor. The setting of processing units is available only for
shared partitions, not for dedicated partitions. You can specify the
following values:

The smallest number of processing units that you accept for
deploying a VM. If this value is not available, the deployment does
not occur.

The number of processing units that you want for deploying a VM.
The deployment occurs with a number of processing units that is
less than or equal to the wanted value and greater than or equal to
the minimum value.

The largest number of processing units that you allow when you
resize a VM. This value is the upper limit to which you can resize
dynamically. When it is reached, you must power off the VM, edit
the profile, change the maximum value to a new value, and restart
the VM.

Important: Processing units and virtual processor are values that work closely and must
be calculated carefully. For more information about virtual processor and processing units,
see IBM PowerVM Virtualization Managing and Monitoring, SG24-7590.
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Disk (GB) Disk space that is needed in GB.

Note: Use the advanced template to define only the amount of storage that you need. You
cannot use the advanced template to specify a number of volumes to create.

Compatibility mode Select the compatibility that is needed for your VM. Table 2-12 on
page 31 lists each processor compatibility mode and the servers on
which the VMs that use each processor compatibility mode can
successfully operate.

Enable virtual machine remote restart
Users can remote restart a VM on another host easily if the current
host fails. This feature enhanced the availability of applications in
addition to the solutions that are based on IBM PowerHA and LPM.

Note: This function is based on the PowerVM simplified remote restart function and is
supported only by POWERS servers at the time of writing. For the requirements of remote
restart, see IBM Knowledge Center:

http://www.ibm.com/support/knowledgecenter/SSXK2N 1.3.2/com.ibm.powervc.standar
d.help.doc/powervc_planning_storage_hmc.html

Shared processors or dedicated processor
Decide whether the VM uses processing resources from a shared
processor pool or dedicated processor resources.

Option A: Shared processors settings
The following values are available for option A:

Uncapped Uncapped VMs can use processing units that are not being used by
other VMs, up to the number of virtual processors that is assigned to
the uncapped VM. You can also specify the shared processor pool.

Capped Capped VMs can use only the number of processing units that are
assigned to them.

Weight (0 - 255) If multiple uncapped VMs require unused processing units, the
uncapped weights of the uncapped VMs determine the ratio of unused
processing units that are assigned to each VM. For example, an
uncapped VM with an uncapped weight of 200 receives two
processing units for every processing unit that is received by an
uncapped VM with an uncapped weight of 100.

Option B: Dedicated processor settings
The following values are available for option B:

Idle sharing This setting enables this VM to share its dedicated processors with
other VMs when this VM is powered on and idle (also known as a
dedicated donating partition).

Availability priority To avoid shutting down mission-critical workloads when your server
firmware unconfigures a failing processor, set availability priorities for
the VMs (0 - 255). A VM with a failing processor can acquire a
replacement processor from a VM with a lower availability priority. The
acquisition of a replacement processor allows the VM with the higher
availability priority to continue running after a processor failure.
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2.4.5 Information that is required for deploy template planning

Administrators can configure image deployment properties and save them as a deploy template.
A deploy template includes everything necessary to create quickly and easily a VM, including
the deployment target, storage connectivity group, compute template, and so on.

To create a deploy template, complete the following steps:

1. From the Images window, select the image that you want to use to create a deploy template
and click Create Template from Image.

2. Fill out the information in the window that opens, then click Create Deploy Template.

3. The deploy template is now listed on the Deploy Templates tab of the Images window.

After creation, you can edit a deploy template by selecting the template and clicking Edit.

2.5 IBM PowerVC storage access SAN planning

In IBM PowerVC Standard and Cloud editions, VMs can access their storage by using either of
three protocols:

» Classical vSCSI, as described in “vSCSI storage access” on page 36

» NPIV, as described in “NPIV storage access” on page 37

» VvSCSI to SSP, as described in “Shared storage pool: vSCSI” on page 39

A minimum configuration of the SAN and storage is necessary before IBM PowerVC can use

them. For example, IBM PowerVC creates virtual disks on storage devices, but these devices
must be set up first. You must perform the following actions before you use IBM PowerVC:

» Configuration of the FC fabric for the IBM PowerVC environment must be planned first: cable
attachments, SAN fabrics, and redundancy. It is common to create at least two independent
fabrics to provide SAN redundancy. IBM PowerVC supports adding up to
25 fabrics.

» IBM PowerVC provides storage for VMs through the VIOS.

With IBM PowerVC, the storage is accessed by using NPIV, vSCSI, or an SSP that uses
vSCSI. The VIOS and SSP must be configured before IBM PowerVC can manage them.

Important: There are special considerations to have in mind when using DS8870
storage with IBM i VMs that are managed by PowerVC. For more information, see the
following website:

https://ibm.biz/BdsY5H
» The SAN switch administrator user ID and password must be set up. They are used by IBM

PowerVC.
» The storage controller administrator user ID and password must be set up.
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In IBM PowerVC, you must create a VM manually to capture your first image. Prepare by
performing these tasks:

— VIOS must be set up for NPIV or vSCSI to provide access from the VM to the SAN.
— For NPIV, SAN zoning must be configured to provide access from virtual FC ports in
VM to storage controllers.

— The OS must be installed in the first VM, and the cloud-init must be installed and
used.

After IBM PowerVC can access storage controllers and switches, it can perform these tasks:

vVvyYvyvyYYyvyy

Collect inventory on the FC fabric

Collect inventory on storage devices (pools and volumes)
Monitor health

Detect misconfigurations

Manage zoning

Manage LUNs on storage devices

2.5.1 vSCSI storage access

36

With IBM PowerVC Standard Edition Version 1.2.2 or later and IBM Cloud PowerVC Manager,
you can use vSCSI to access SAN storage in the IBM PowerVC environment.

Before you use vSCSl-attached storage in IBM PowerVC, you must complete the following
steps:

1

. Turn off SCSI reserves for volumes that are being discovered on all the VIOSs that are
used for vSCSI connections. This step is required for LPM operations and for dual VIOSs.

For the IBM Storwize family, X1V, and EMC that use the AIX Platform Cluster Manager
(PCM) model, you must run the following command on every VIOS where vSCSI
operations are run:

chdef -a reserve _policy=no_reserve -c disk -s fcp -t mpioosdisk

Support for IBM System Storage DS8000 was introduced in IBM PowerVC Version 1.3.0.
For IBM System Storage DS8000 systems, you must run the following command on every
VIOS where vSCSI operations are run:

chdef -a reserve_policy=no_reserve -c disk -s fcp -t aixmpiods8k

Note: On the DS8000, if the host entry type for a VIOS is AlX, then that VIOS supports
more than 256 vSCSI attached volumes. If the host entry type is Linux or another host type
that supports LUNPolling instead of reportLUN, then at most 255 vSCSI attached volumes
are supported on that VIOS. Therefore, as preferred practice, set the host entry type for a
VIOS to AlX.

Note: You must use the chdef command, not the chdev command.
Important: This step is mandatory. Different commands exist for other multipath I/O

(MPIO) drivers. See the documentation of the drivers to learn how to turn off SCSI
reserves.

2. You must configure all zoning between the VIOS and the storage device ports so that you

can import vSCSI environments easily and use any number of fabrics with vSCSI.
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Figure 2-6 shows how VMs in IBM PowerVC access storage by using vSCSI.
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Figure 2-6 IBM PowerVC storage access by using vSCSI

The flow of storage management from physical storage LUNs to VMs in IBM PowerVC with
vSCSl is described:

» LUNSs are provisioned on a supported storage controller.
» LUNSs are masked to VIOS FC ports and are discovered as hdisk logical devices in VIOS.
» LUNSs are mapped (by using mkvdev) from VIOS to VMs over an vSCSI virtual adapter pair.

These steps are completed automatically by IBM PowerVC. No zoning is involved because
individual VMs do not access physical LUNs directly over the SAN.

2.5.2 NPIV storage access

Figure 2-7 on page 38 shows how VMs access storage through NPIV with IBM PowerVC.
The following list describes the actions that are performed by IBM PowerVC to manage the
flow of storage from physical storage LUNs to VMs:

» Access to SAN from VMs is configured on VIOSs by using an FC adapter pair and NPIV
(by running the vfcmap command).

» LUNSs are provisioned on a supported storage controller.
» LUNSs are masked to VM virtual FC ports.

» SAN zoning is adjusted so that VMs have access from their virtual FC ports to storage
controller host ports. Changes in zoning are performed automatically by IBM PowerVC.

» LUNSs are viewed as logical devices in VMs.
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These actions are completed automatically by IBM PowerVC.

IBM PowerVC
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masking on storage,
LUNs are masked directly
toVM

Figure 2-7 IBM PowerVC storage access by using NPIV
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2.5.3 Shared storage pool: vSCSI

Figure 2-8 shows how VMs access storage in an SSP with IBM PowerVC.

Here is the flow of storage management from physical storage LUNs to VMs in IBM PowerVC:

» The SSP is configured manually: Creation of a cluster, inclusion of VIOSs in the cluster,

and additions of disk to the pool.
» IBM PowerVC discovers the SSP when it discovers the VIOSs.
» IBM PowerVC can create logical units (LUs) in the SSP when it creates a VM.
» IBM PowerVC instructs the VIOS to map the SSP LUs to LUNs for the VIO clients’

partitions that access them through vSCSI devices.

» SSPs are supported on hosts that are managed either by HMC or NovaLink.

IBM PowerVC
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_’__,

I
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Server

[ AIX/IBM i/Linux ]

Y

SAN Switch or SVC

» Shared Storage Pool: LUs

PowerVvVC
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Dual VIOS configuration
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Zoning must be
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Zones contains storage
Devices or SVC ports
and VIOS FC ports

PowerVC
manages SSP Lus.

Figure 2-8 IBM PowerVC storage access by using an SSP
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2.5.4 Storage access in IBM PowerVC Standard Edition managing PowerKVM

Figure 2-9 shows how VMs access storage with IBM PowerVC Standard Edition managing
PowerKVM.

The following list is a description of the flow of storage management from host internal
storage to VMs in IBM PowerVC Standard Edition managing PowerKVM:
» PowerKVM accesses the internal storage on the host.

» IBM PowerVC manages the internal storage when a PowerKVM host is added for
management.

» LUN requests are created automatically by IBM PowerVC and mapped to the VMs.
Here is the flow of storage management from SAN storage to VMs in IBM PowerVC
managing PowerKVM by using iSCSI:

» SAN storage is available through the Ethernet network by configuring access over the
iISCSI protocol.

» IBM PowerVC manages the SAN storage when the storage provider is added.
» LUN requests are created automatically by IBM PowerVC and mapped to VMs.

(e )

KVM-171
PowerkKVM

\ /) PowerVC
SR
KVM-175
PowerKVM

linux21

K\_/ J
Virtual Resource Power
ﬁ(ey [Machines] [Manager} [Systems] [Slorage] {Network} ]

Figure 2-9 IBM PowerVC managing PowerKVM storage access

iSCsI
connections

Ethernet Network

NFS
connections

2.6 Storage management planning

IBM PowerVC manages storage volumes, which can be attached to VMs. These storage
volumes can be backed by IBM Storwize storage devices, SAN Volume Controller devices,
IBM XIV storage devices, IBM DS8000 system, EMC VMAX storage devices, EMC VNX
storage devices, or SSP files.

IBM PowerVC requires IP connectivity to the storage providers to manage the storage
volumes.
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2.6.1 IBM PowerVC terminology

IBM PowerVC uses a few terms and concepts that differ from terms that are used in
PowerVM:

Storage provider Any system that provides storage volumes. Storage providers can be
an IBM Storwize system, SAN Volume Controller, IBM XIV system,
IBM DS8000 system, EMC VMAX, EMC VNX, Hitachi storage, or SSP
storage. Figure 2-10 shows a IBM PowerVC environment that
manages one IBM SAN Volume Controller. Depending on the storage
type, IBM PowerVC may refer to storage providers as storage

controllers.
IBM Powervec Configuration Messages DRO Events Requests o]
& ﬂ Storage
I
Data Volumes Boot Volumes Storage Providers Fabrics
l! «® Refresh | cJa Add Storage
2 %s Nojfilter applied
Name ~  Available Capacity State Health Type
ol sve_Pi 7405 GB @ Running oK Storwize

Figure 2-10 IBM PowerVC storage providers

Fabric The name for a collection of SAN switches. Figure 2-11 shows a IBM
PowerVC Fabrics window that displays information for a switch that is
named FABO, with IP address 9.114.62.197. Click this address on the
Fabrics window to open the graphical view of the switch, which is
shown as an overlay in the figure.
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Figure 2-11 Fabrics window that shows an embedded switch GU/
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Storage pool A storage resource that is defined on the storage provider in which
IBM PowerVC can create volumes. IBM PowerVC cannot create or
modify storage pools; it can only discover them. The storage pools
must be managed directly from the storage providers. Figure 2-12
shows the detail of an IBM Storwize V7000 storage provider that is
configured with two storage pools for different purposes.

IBM PowervVc Configuration Messages DRO Events Requests root (ibm|
% Storage » Storage Provider: SVC_P1
=i lﬂ Storage Provider: SVC_P1
] State: @ Running
&
Health: OK
5 Available capacity: 7405 GB
Total capacity: 3720GB
E Type: Storwize
15  Volumes
. » Storage Templates
+ Storage Pools
3
Name Capacity (GB}) Available (GB)

@ PowerVC_Infrastr 1669.12 5445

g PowerVC_ds8800 2,048 196

Figure 2-12 Storage pools

Shared storage pool In IBM PowerVC, shared storage resource refers to the PowerVM
shared storage pool (SSP) feature. The SSP cannot be created or
modified by IBM PowerVC. You must create the SSP on the VIOS
before IBM PowerVC can create volumes on the SSP.

Volume Volumes are also referred to as a disk or a LUN. They are carved from
the storage pools and presented as virtual disks to the partitions that
are managed by IBM PowerVC.
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Storage template This template defines the properties of a storage volume, such as
location, thin provisioning, and compression. For example, by using
the templates that are shown in Figure 2-13, you can create volumes
that are either a normal thin-provisioned volume or a mirrored volume.
For more information, see 2.6.2, “Storage templates” on page 43.

IBM PowerVcC Configuration Messages DRO Events Requests root (]
- Storage »  Storage Provider: SVC_P1
S [ﬂ Storage Provider: SVC_P1
! — State: B Running
‘ﬁ Health: B ok

5 Available capacity: 740.5GB
Total capacity: 3720GB

@ Type: Storwize

15 » Volumes

' ~ Storage Templates

Name - Type Storage Pool Default

@ G PowerVC_SVC(DSBK] Thin Provisioned PowerVC_ds8800

g G PowerVC_v7000 Thin Provisioned PowerVC_Infrastr MNo

Figure 2-13 Storage templates

Storage connectivity group
A set of VIOSs with access to the same storage controllers. For more
information, see 2.6.3, “Storage connectivity groups and tags” on
page 46.

Tags Tags are a way to partition the FC ports of a host in sets that can be
associated with sets of VIOSs. For more information, see 2.6.3,
“Storage connectivity groups and tags” on page 46.

2.6.2 Storage templates

Storage templates are used to speed up the creation of a disk. A storage template defines
several properties of the disk unit. Disk size is not part of the template. For different types of
storage devices, the information that is defined in a template differs. This section introduces
the IBM Storwize storage template only, which is a common type of storage that is used in the
IBM PowerVC environment.

IBM Storwize storage template definition
The following information is defined in a template:

» Name of the storage template.

» Storage provider. The template is associated with a single storage provider. It cannot be
used to instantiate disks from multiple storage providers.

» Storage pool within a storage provider. The template is associated with a single storage
pool. You can add another pool to support volume mirroring in the Advanced settings area.

» Thin or thick (full) provisioning. To choose thick provisioning, select the Generic type of
volume.
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» Advanced Settings area:

The following information is defined in the Advanced Settings area:

I/O group: The I/O group to which to add the volume. For the SAN Volume Controller,
the maximum I/O groups that are supported is four.

% of virtual capacity: Determines how much real storage capacity is allocated to the
volume at creation time, as a percentage of the maximum size that the volume can
reach.

Automatically expand: Select Yes or No. This setting prevents the volume from using
all of its capacity and going offline. As a thin-provisioned volume uses more of its
capacity, this feature maintains a fixed amount of unused real capacity, which is called
the contingency capacity.

Warning threshold: When real capacity reaches a specific percentage of virtual
capacity, a warning alert is sent.

Grain size: A thin-provisioned grain size can be selected in the range 32 KB - 256 KB.
A grain is a chunk that is used for allocating space. The grain size affects the maximum
virtual capacity for the volume. Generally, smaller grain sizes save space but require
more metadata access, which can affect performance adversely. The default grain size
is 256 KB, which is the preferred option. The grain size cannot be changed after the
thin-provisioned volume is created.

Use all available WWPNs for attachment: Specifies whether to enable multipath
zoning. When this setting is enabled, IBM PowerVC uses all available WWPNs from all
of the 1/0 groups in the storage controller to attach the volume to the VM. Enabling
multipath causes each WWPN that is visible on the fabric to be zoned to the VM.

Enable mirroring: When checked, you must select another pool for volume mirroring.
The volume that is created has one more copy in the mirroring pool. IBM Storwize
clients can use two pools based on two different back-end storage devices to provide
high availability.

A storage template can then be selected during volume creation operations.
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Figure 2-14 shows a window that is presented to an IBM PowerVC administrator when the
administrator defines the advanced settings for a thin-provisioned storage template definition.

IBM PowervVC Configuration Messages DRO Events Reguests

» Storage Templates »  Create Storage Template

S L %" create Storage Template
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Pool P * Real capacity (% of virtual capacity): | 2

= Sio abie C city: 196 G
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Restore Defaults
89 CararE Thin Proy
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Figure 2-14 Storage template definition: Advanced settings, thin-provisioned

Storage template planning

When you register a storage provider with IBM PowerVC, a default storage template is
created for that provider. Edit this default template to suit your needs immediately after IBM
PowerVC discovers the service provider.

Note: After a disk is created and uses a template, you cannot modify the template settings.

You can define several storage templates for one storage provider. If the storage provider
contains several storage pools, at least one storage template is needed for each pool before
those pools can be used to create volumes.
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When you create a storage volume, you must select a storage template. All of the properties
that are specified in the storage template are applied to the new volume, which is created on
the storage provider that is specified in the storage template. To create a disk, you must enter
the name of the template to use, volume name, and size only. Decide whether to select the
Enable sharing check box. See Figure 2-15.

Create Volume
Specify the details for this storage volume.

“ Storage template: (7) Learn about storage templates
FowervC_sVC(DSEK) | ~ Current Storage Used

" Volume name: Storage (1,552 GB) 2,048 GB Total
DBVolont i 80%

Description: The projected storage use based on the selected

Database valume D01 vaolume size is shown in this color.

* Size (GB): () Storage Provider, SWVC_P1
—= 5 “olume Type: Thin Provisioned
75 Storage Pool: PowervVC_ds8800

Available Capacity: 196 GB

[T g’
Heakmcl G Real Capacity: 2% of virtual capacity

[T] Enable sharing

Figure 2-15 Volume creation

A storage template must also be specified when you deploy a new VM to control the
properties of the virtual server’s boot volumes and data volumes. IBM PowerVC can manage
pre-existing storage volumes. You can select them when you register the storage device or at
any later time. Preexisting storage volumes do not have an associated storage template.

2.6.3 Storage connectivity groups and tags

46

IBM PowerVC uses storage connectivity groups and tags.

Storage connectivity groups

When you create a VM, IBM PowerVC needs a way to identify on which host it has to deploy
this machine. One of the requirements is that from this host, the VM connects to its storage.

Also, when you request IBM PowerVC to migrate a VM, IBM PowerVC must ensure that the

target host also provides the VM with connectivity to its volume.

The purpose of a storage connectivity group is to define settings that control how volumes are
attached to VMs, including the connectivity type for boot and data volumes, physical FC port
restrictions, fabrics, and redundancy requirements for VIOSs, ports, and fabrics. A storage
connectivity group contains a set of VIOSs that are allowed to participate in volume
connectivity.
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Custom storage connectivity groups provide flexibility when different policies are needed for
different types of VMs. For example, an IBM PowerVC administrator might define storage
connectivity groups that direct storage connectivity to use VIOS_1 and VIOS_2 for production
VMs and VIOS_3 for development VMs. Many other connectivity policies are available with
storage connectivity groups.

When you deploy a new VM with IBM PowerVC, a storage connectivity group must be
specified. The VM is associated with that storage connectivity group during the VM's
existence. A VM can be deployed only on Power Systems hosts that satisfy the storage
connectivity group settings.

The VM can be migrated only within its associated storage connectivity group and host group.

The default storage connectivity group for NPIV connectivity is created when IBM PowerVC
first starts, and as resources are managed in the environment, they are added to this group
when applicable. Default groups that allow vSCSI connectivity are created only when an
existing VM with vSCSI connectivity is managed in the environment. A default storage
connectivity group that is specific for an SSP is created when the SSP is first automatically
managed into the environment. When creating custom storage connectivity groups, group
VIOSs that have access to the same storage providers or associate specific fabrics that filter
out VIOSs that do not have storage provider connectivity.

Figure 2-16 shows the result of the discovery by IBM PowerVC of an environment with the
following conditions:

Three POWER servers exist.

Each server hosts two VIOSs.

Each VIOS has two FC ports.

Four VIOSs connect to an IBM SAN Volume Controller.

v

vYyy

IBM PowerVC automatically created the storage connectivity groups. Only one storage
connectivity group for NPIV storage access was created because no other connectivity types
are defined by default. This storage connectivity group corresponds to the way that partitions
can access storage from these hosts.

IBM Powerve Configuration | Messages  DROEvents  Requests root (bm defautt) -

| Confguraton » Storage Comnectivity Groups
& e
Sl }l Storage Connectivity Groups

| ==

~ Storage Controller-Backed Groups
& Refresh | [ Create Filte 1
@ Name . Enabled Boot Health Data Health Auto-add Members Boot Volume Connectivity Type Ready Members

oK Box Yes NPV Boot 4, Data- 4

Figure 2-16 List of storage connectivity groups

The default storage connectivity groups can be disabled but not deleted. For more
information, see 4.9, “Storage connectivity group setup” on page 115.

The system administrator can define additional storage connectivity groups to further
constrain the selection of host systems. You can use storage connectivity group to group host
systems together in, for example, production and development groups. On large servers that
are hosting several VIOSs, you can use storage connectivity groups to direct partitions to use
a specific pair of VIOSs on each host.
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Tip: A storage connectivity group can be modified after its creation to, for example, add or
remove VIOSs. Therefore, when your environment changes, you can add new hosts and
include their VIOSs in existing storage connectivity groups.

Figure 2-17 shows a diagram of storage connectivity group technology. It includes two Power
Systems servers, each with three VIOSs. Two VIOSs from each server are part of the
production storage connectivity group (called Production SCG in the figure) and one VIOS
from each server is part of the development storage connectivity group (Development SCG).
The VMs that are named VM1, VM2, VM4, and VM5 are associated with the production
storage connectivity group, and their I/O traffic passes through the FC ports of A1, A2, B1,
and B2 VIOSs. The development partitions VM3 and VM6 are associated with the
development storage connectivity group, and their traffic is limited to using the FC ports that
are attached to VIOSs A3 and B3.

IBM Power Systems Server A ) ( IBM Power Systems Server B

A o / N\ 1 = /
\Production""..‘ Dev 1 \Production\.“ Dev 1
VIOS A1| | VIOS A2 VIOS A3 VIOS B1| | VIOS B2 VIOS B3
] & &
I\ 1 \ z /
N )
\/ Production SCG
N

Development
SCG

Redundant
production SAN Development SAN

Figure 2-17 Storage connectivity groups
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Figure 2-18 shows how IBM PowerVC presents the detail of a storage connectivity group.
This storage connectivity group contains three hosts, each with two VIO servers and two FC
ports. Only four VIO servers have connectivity to the defined fabric.

Configuration » Storage Connectivity Groups  »  Storage Connectivity Group: Any host, all VIOS
4 i .
) Storage Connectivity Group: Any host, all VIOS
Overview | Health
Boot health: oK
Data health: Bok
Enabled: Y
Auto-add members: Yes
Ready members: Boot: 4, Data: 4
Readiness: Requirements met
Ports per fabric, per VIOS:
Dynamically associate all fabrics: True
VIOS redundancy for volume connectivity: At least 1
NPIV fabric access requirement: Atleast one fabric per VIOS
Boot connectivity: NPV
Data connectivity: NPV
Fibre channel ports ready: NPIV: 4
~ Members
vios 2. Host 1. | state RMC State Total FC Ports FC Ports Ready Connectivity
c566MTvs1el c566T1T [ Running [ Active 2 NPIV: 1 NP
5661 20 66 B Running B Active 2 NPIV: 1 NP
566722vs1e0 566722 @ Running B Active 2 NPIV: 1 NP
566722vs2e0 566122 B Running B Acti NPIV: 0
c566723vs1e0 c566723 [ Running [ Active 2 NPIV: 1 NPV

Figure 2-18 Content of a storage connectivity group

Storage connectivity group redundancy

During the creation of a new storage connectivity group, the group is assigned to VIOSs that
belong to this storage connectivity group, and follow the redundancy requirements regarding
the number of VIOSs per host and VIOSs’ connectivity to fabrics. IBM PowerVC V1.3.2
supports the following requirements for VIOSs per host in storage connectivity group:

One VIOS
Two VIOSs
Three VIOSs
Four VIOSs

vyvyyy

In addition to the number of VIO servers per host in the storage connectivity group, the fabric
access requirement for storage connectivity group must be defined on a VIOS level or on the
host level. IBM PowerVC V1.3.2 supports the following fabric access requirements for a
storage connectivity group:

» Every fabric per VIOS
Every fabric per host

At least one fabric per VIOS
Exactly one fabric per VIOS

vyvyy

Storage connectivity group definitions for redundancy and fabric connectivity can be modified
after the storage connectivity group is created. To modify the properties of the storage
connectivity group, click Configuration — Storage Connectivity Groups —

Group_Name — Edit.

Chapter 2. IBM PowerVC planning 49



50

Figure 2-19 shows the storage connectivity group redundancy requirements that can be
defined for the group.

}’ Storage Connectivity Group: DualVIO-EveryFabric
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Fabrics

NPV Fabric Access Requirement:
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Figure 2-19 Storage connectivity group redundancy

The Health tab of the storage connectivity group definition provides information of storage
connectivity group health and possible problems. An IBM PowerVC administrator may use the
Health tab to check detailed status of storage connectivity group at any time.

Storage port tags

IBM PowerVC introduces a concept that does not exist within PowerVM: storage port tags.
IBM PowerVC allows arbitrary tags to be placed on FC ports.

Note: An FC port can have no tag or one tag. This tag can change over time, but a port
cannot have two or more tags simultaneously.

A storage connectivity group can be configured to connect only through FC ports with a
specific tag. Storage connectivity groups that share a VIOS can use different physical FC
ports on the VIOS. The IBM PowerVC administrator handles this function by assigning
different port tags to the physical FC ports of the VIOS. These tags are labels that can be
assigned to specific FC ports across your hosts. A storage connectivity group can be
configured to connect only through FC ports that have the same tags when you deploy with
NPIV direct connectivity. Port tagging is not effective when you use SSP.
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Combining a storage connectivity group and tags

By using both the storage connectivity group and tag functions, you can easily manage
different configurations of SAN topology that fit your business needs for partitioning the SAN
and restricting disk 1/O traffic to part of the SAN.

Figure 2-20 shows an example of possible tag usage. The example consists of two IBM
Power Systems servers, each with two VIOSs. Each VIOS has three FC ports. The first two
FC ports are tagged ProductionSCG and connect to a redundant production SAN. The third
port is tagged DevelopmentSCG and connects to a development SAN. Client VMs that
belong to either storage connectivity groups (ProductionSCG or DevelopmentSCG) share
VIOSs but do not share FC ports.

IBM Power Systems Server A IBM Power Systems Server B

VIOS A1 VIOS A2 VIOS B1 VIOS B2

ro e el el HH <
\ NS

I W Y NC I 1 I

Redundant

production SAN Development SAN

Figure 2-20 Storage connectivity groups and tags
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The VIOSs in a storage connectivity group provide storage connectivity to a set of VMs with
common requirements. An administrator can use several approaches to configure storage
connectivity groups. Figure 2-21 shows these possible scenarios:

Uniform All VMs use all VIOSs and all FC ports.

Virtual I/O Server segregation
Different groups of different VMs use different sets of VIOSs but all FC
ports on each VIOS.

Port segregation Different groups of different VMs use all VIOSs but different FC ports
according to tags on those ports.

Combination In a combination of VIOS and port segregation, different groups of
different VMs use different sets of VIOSs and different FC ports
according to tags on those ports.

Uniform VIOS Segregated

IBM Power Systems Server IBM Power Systems Server

VM3 VM1

VM3

Production SCG Production SCG Dev SCG
Port Segregated VIOS And Port Segregated
IBM Power Systems Server IBM Power Systems Server
‘ VM1 VM2 VM3 VM1 VM2 VM3
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Production SCG Production 1 SCG Dev SCG

— |
Dev SCG l Production 2 SCG

Figure 2-21 Examples of storage connectivity group deployments

2.7 Network management planning

A network represents a set of Layer 2 and Layer 3 network specifications, such as how your
network is subdivided by using VLANS, and information about the subnet mask, gateway, and
other characteristics. When you deploy an image, you choose one or more existing networks
to apply to the new VM.

Setting up networks in advance reduces the amount of information that you must enter during
each deployment and helps to ensure a successful deployment.
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The first selected network is the management network that provides the primary system
default gateway address. You can add additional networks to divide the traffic and provide
more functions.

IBM PowerVC supports IP addresses by using hardcoded (/etc/hosts) or Domain Name
Server (DNS)-based host name resolution. IBM PowerVC also supports Dynamic Host
Configuration Protocol (DHCP) or static IP address assignment. For DHCP, an external
DHCP server is required to provide the address on the VLANs of the objects that are
managed by IBM PowerVC.

Note: When you use DHCP, IBM PowerVC is not aware of the IP addresses of the VMs
that it manages.

2.7.1 Infoblox support

New in IBM PowerVC 1.3.1.2 is support to automatically update DNS records.

Typically, when a VM is deployed or deleted, you must manually create or delete the DNS
record. With Fix Pack 2, you can register an Infoblox vNIOS server in IBM PowerVC. Infoblox
then automatically updates the DNS records when VMs are deployed or deleted, including
details such as the IP address and VM name.

You can register an Infoblox server on the IBM PowerVC user interface on the Network page.
Click Configure DNS Authority and add network details. These details are then saved as a
zone name in the Infoblox appliance.

For more information about using an Infoblox vNIOS server with IBM PowerVC, see
IBM Knowledge Center:

https://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.1/com.ibm.powervc.standard.
help.doc/powervc_configuring_dns_authority_hmc.html

2.7.2 Multiple network planning

Each VM that you deploy must be connected to one or more networks. By using multiple
networks, you can split traffic. The IBM PowerVC management host uses three common
types of networks when it deploys VMs:

Data network This network provides the route over which workload traffic is sent. At
least one data network is required for each VM, and more than one
data network is allowed.

Management network
This type of network is optional but highly suggested to provide a
higher level of function and security to the VMs. A management
network provides the RMC connection between the management
console and the client LPAR. VMs are not required to have a dedicated
management network, but a dedicated management network
simplifies the management of advanced features, such as LPM and
dynamic reconfiguration. IBM PowerVC can connect to a management
network. First, you must set up networking on the switches and the
SEA to support it.
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Live Partition Migration (LPM) network
This optional network provides the route over which migration data is
sent from one host to another host. By separating this data onto its
own network, you can shape that network traffic to specify a higher or
lower priority over data or management traffic. If you do not want to
use a separate network for LPM, you can reuse an existing data or
management network connection for LPM.

Since Version 1.2.2, IBM PowerVC can dynamically add a network interface controller (NIC)
to a VM or remove a NIC from a VM. IBM PowerVC does not set the IP address for new
network interfaces that are created after the machine deployment. Any removal of a NIC
results in freeing the IP address that was set on it.

Tip: Create all of the networks that are needed for future VM creation. Contact your
network administrator to add all of the needed VLANs on the switch ports that are used by
the SEA (PowerVM) or network bridges (PowerKVM). This action drastically reduces the
amount of time that is needed for network management (no more actions for IBM PowerVC
administrators and network teams).

2.7.3 Shared Ethernet Adapter planning
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Set up the SEAs for a registered host before you use the host within IBM PowerVC. The
configuration for each SEA determines how each host treats networks. IBM PowerVC
requires that the SEAs are created before you start to manage the systems.

If you are using SEA in sharing/auto mode with VLAN tagging, create it without any VLANs
that are assigned on the Virtual Ethernet Adapters.

IBM PowerVC adds or removes the VLANs on the SEAs when necessary (at VM deletion and
creation):

» If you deploy a VM on a new network, IBM PowerVC adds the VLAN on the SEA.

» If you delete the last VM of a specific network (for a host), the VLAN is automatically
deleted.

» If the VLAN is the last VLAN that was defined on the Virtual Ethernet Adapter, this VEA is
removed from the SEA.

» If you are using SEA and the following setting is true:

— High availability mode set to sharing: IBM PowerVC ensures that at least two Virtual
Ethernet Adapters are kept in the SEA.

— High availability mode set to auto: IBM PowerVC ensures that at least one Virtual
Ethernet Adapter is kept in the SEA.

IBM PowerVC then connects VMs to that SEA, deploys client-level VLANSs to it, and allows
dynamic reconfiguration of the network to SEA mapping. When you create a network in IBM
PowerVC, a SEA is automatically chosen from each registered host, based on the VLAN that
you specified when you defined the network. If the VLAN does not exist yet on the SEA, IBM
PowerVC deploys that VLAN to the SEA that is specified.

VLANSs are deployed only as VMs need them to reduce the broadcast domains.
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Important: When multiple Ethernet adapters exist on either or both the migration source
host or destination host, IBM PowerVC cannot control which adapter is used during the
migration. To ensure the use of a specific adapter for your migrations, configure an IP
address on the adapter that you want to use.

Note: To manage PowerVM, IBM PowerVC requires that at least one SEA is defined on the
host.

You can dynamically change the SEA to which a network is mapped or you can remove the
mapping, but this assignment is a default automatic assignment when you set up your
networks. It might not match your organization’s naming policies.

The SEA that is chosen as the default adapter has the same network VLAN as the new
network. If a SEA with the same VLAN does not exist, IBM PowerVC chooses as the default
the SEA with the lowest primary VLAN ID Port Virtual LAN Identifier (PVID) that is in an
available state.

Certain configurations might ensure the assignment of a particular SEA to a network. For
example, if the VLAN that you choose when you create a network in IBM PowerVC is the
PVID of the SEA or one of the additional VLANSs of the primary Virtual Ethernet Adapter, that
SEA must back the network. No other options are available. Plan more than one VIOS if you
want a failover VIOS or expanded VIOS functions.

Tip: Systems that use multiple virtual switches are supported. If a network is modified to
use a different SEA and that existing VLAN is deployed by other networks, those other
networks move to the new adapter as well. To split a single VLAN across multiple SEAs,
break those SEAs into separate virtual switches. IBM PowerVC supports the use of virtual
switches in the system. Use multiple virtual switches when you want to separate a single
VLAN across multiple distinct physical networks.

If you create a network, deploy VMs to use it, and then change the SEA to which that
network is mapped (your workloads are affected). The network experience a short outage
while the reconfiguration takes place.

In environments with dual VIOSs, the secondary SEA is not shown except as an attribute
on the primary SEA.

Note: If VLANs are added to SEA adapters and to VIOS profiles after the host is brought
into management of IBM PowerVC, the new VLAN is not automatically discovered by IBM
PowerVC. To discover a newly added VLAN, run the Verify Environment function in the
IBM PowerVC system.
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2.7.4 Planning Single Root I/O Virtualization networks
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Table 2-13 is a table of suggestions for when you create and use SEAs. The use of SEAs is a

preferred practice.

Table 2-13 Preferred practices for Shared Ethernet Adapter

Type of deployment

High availability mode auto

High availability mode sharing

New host

SEA creation with one VEA. Do
not put any VLANs on the VEA.

SEA creation with two VEAs. Do
not put any VLANSs on the VEAs.

Existing host (Keep the
numbering convention.)

Set
automated powervm_vlan_clean
up of nova-*.conf to False.

Set
automated_automated_powervm_vla
n_cleanup of nova-*.conf to False.

Existing host (Let IBM
PowerVC manage the
numbering of the
adapters.)

Do nothing.

Do nothing.

On PowerVM NovaLink managed systems, you can deploy VMs that leverage Single Root
Input / Output Virtualization (SR-10V). SR-IOV supports pass-through of Ethernet data from
guest VMs directly to hardware, which improves performance by allowing data to pass directly
from guest VMs to physical adapters with minimal processing between, allowing a guest VM
to achieve near wire-speed Ethernet performance. SR-IOV also supports some additional
configuration options, such as quality of service (QoS) for enforcing bandwidth allocations to

guest VMs.
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SR-I0V adapters have multiple physical ports, one for each Ethernet cable. Each physical
port is divided into logical ports that are called Virtual Functions. A logical port provides a
connection from a VM to a physical Ethernet port. Each physical port has a set number of
logical ports that is defined by the adapter firmware. For example, the IBM feature code
ENOM SR-IQV cards have four logical ports per 1-GB physical port and 20 logical ports per
10-GB physical port. When all of the logical ports on a physical port are used, no further VMs
can use that physical port. SR-IOV adapters can help improve performance because Ethernet
traffic bypasses the VIOS and hypervisor, which saves CPU cycles.
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Figure 2-22 Standard SR-IOV network design

As shown on Figure 2-22, IBM PowerVC can connect a VM that uses an SR-IOV adapter by
using options 2, 3, or 4, depending on the specified redundancy levels. Users can implement
option 1 outside of IBM PowerVC by carving a virtual function out of a physical port and
assigning it as a backing networking device for a SEA. PowerVC treats that SEA the same as
any other SEA, regardless of the backing device.

SR-IOV versus share Ethernet adapter

It is important to understand the differences between SR-IOV and SEA. In PowerVC, without
SR-I0QV, you have an SEA and a virtual Ethernet adapter on the VIOS. These adapters
connect to a physical network adapter and to a client network adapter on the VM. This setup
allows you to segment your network through VLAN IDs and helps you virtualize your network
hardware, providing migration and failover support. An SEA environment also supports higher
VM density. However, all network traffic is routed through the SEA on the VIOS, which adds
processing cycles.
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SR-10V with vNIC provides a separation of the control plane and data plane for Ethernet
within a host. Therefore, an SR-IOV environment performs better because the VIOS is used
to set up and manage only the communication channel and provide failover and migration
support. SR-IOV does not scale to hundreds or thousands of VMs per host. Instead, it is used
to set up a few very fast VMs.

Note: You can use VLAN IDs to segment your network whether you are using SR-I0V or
SEA, but VMs cannot be migrated in an SR-IOV environment.

Redundancy support

When deploying a VM that uses SR-IOV networks, IBM PowerVC creates a vNIC adapter for
that VM. If you select Redundant adapter when deploying a VM, the vNIC adapter that is
created for the VM includes multiple logical ports. These logical ports are isolated as much as
possible to provide redundancy by using multiple physical ports, multiple SR-IOV adapters (if
possible), and multiple VIOSs (if possible).

Quality of Service

When you create an SR-I0V network, you can use the Virtual NIC capacity field to specify the
minimum bandwidth of the network. If that capacity is not available when deploying a VM, the
deployment is not allowed.

SR-I0V requirements for IBM PowerVC
There are specific requirements to meet to plan and deploy SR-IOV:

» POWERS or later systems, including:
— Power E850 (8408-E8E): Any PCI slot.

— Power S822 or S822L (8284-22A, 8247-22L): Seven slots with both sockets populated
(C2, C3, C5, C6, C7, C10, and C12), four slots if one (C6, C7, C10, and C12).

— Power S824 S824L (8286-42A, 8247-42L): Eight slots with both sockets populated
(C2, C3, C4, C5, C6, C7, C10, and C12), four slots if one (C6, C7, C10, and C12).

— Power S814 or S812L (8286-41A, 8247-21L): Four slots (C6, C7, C10, and C12).
— Power E870 (9119-MME): Any system node slot.
— Power E880 (9119-MHE): Any system node slot.
— PCle Gen3 I/O expansion drawer slots C1, and C4 of the 6-slot Fan-out module.
» PowerVM NovalLink
» SR-IOV capable I/O adapters (see Table 2-14)

Table 2-14 Required adapter models (feature codes) to use in SR-IOV deployments

Adapter Logical ports Low profile | Full high Low profile | Full high

per adapter? multiple multiple Linux only | Linux only
os os

PCle3 4-port (10 Gb FCoE and 1 GbE) | 48 20/20/4/4 #ENOJP #ENOHC #EL38 #EL56

SR optical fiber and RJ45

PCle3 4-port (10 Gb FCoE and 1 GbE) | 48 20/20/4/4 #ENOLP #ENOK® #EL3C #EL57

SFP + copper twinax and RJ45

PCle3 4-port (10 Gb FCoE and 1 GbE) | 48 20/20/4/4 #ENON #ENOM N/A N/A

LR optical fiber and RJ45
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Adapter Logical ports Low profile | Full high Low profile | Full high
per adapter? multiple multiple Linux only | Linux only
os (O]
PCle3 4-port 10 GbE SR optical fiber 64 16/16/16/16 | #EN16¢ #EN15 N/A N/A
PCle3 4-port 10 GbE copper twinax 64 16/16/16/16 | #EN18¢ #EN17 N/A N/A

a. This column provides the total logical ports per adapter followed by the number of logical ports that are available

for each physical port.

b. SR-IOV announced February 2015 for Power E870/E880 system node is now available on all POWER servers.
¢. SR-IOV announced April 2014 for Power 770/780/ESE system node. With April 2015 announcement, it is

available on all POWERS servers.

d. The adapter is only available for Power E870/E880 system node, not a 2U server.

Note: The second column in Table 2-14 on page 58 provides the total logical ports per
adapter followed by the number of logical ports that are available for each physical port.

Tip: The adapter must be in SRIOV mode. Run the pvmct1 sriov command on the
Novalink partition to view and update the adapter mode.

» Here are the minimum operating system supported levels:

— PowerVM 2.2.4:
¢ VIOS Version

2.24.

¢ System Firmware Release 840.

¢ IBM Power System E850 (8408-E8E) requires system firmware 840.10.

— For full function including redundancy, firmware level 850 is recommended.

— Operating systems:

e AIX71TL40

rAIX7.2.

e IBMi7.1 TR10orIBMi7.2 TR3 or IBMi7.3.

Consideration for IBM PowerVC
Consider the following items when you plan to use SR-IOV:

» LPM is not supported at the time of writing. Therefore, functions that rely on migration are
not supported, including the following ones:

Manual migration

Remote restart

Host maintenance mode evacuation

DRO (CoD operations are supported in available environments.)

» HMC managed VMs are not supported. When attempting to manage VMs from an HMC
managed host, any SR-IOV attached VMs are listed as unsupported.

» You cannot directly connect the SR-IOV logical port to a VM.
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Deploying, managing, and unmanaging virtual machines
The following tasks take place when you manage or unmanage a VM that uses an SR-IOV
adapter in PowerVC:

» When a VM is deployed with an SR-IOV interface, or if an SR-IOV network is attached to
an existing VM, one or two vNICs are set up on the relevant VIOSs, depending on whether
Redundant adapter was selected. That vNIC is attached to an SR-IOV physical port
through newly created logical ports on one side and the vNIC client adapter in a deployed
VM.

» If a VM that uses an SR-IOV network interface is deleted, the corresponding vNICs are
removed from VIOS and the SR-IOV logical ports are released.

» You can manage preexisting VMs with SR-IOV adapters on NovaLink managed hosts. If
such a VM is brought under IBM PowerVC management, neutron ports are created in
PowerVC and attached to the VM.

» If a VM with an SR-IOV interface is unmanaged, the VM is retained by PowerVM, and the
corresponding neutron port is retained in IBM PowerVC, but is released from use. If the
same VM is brought under IBM PowerVC management again, the same port is used, with
the same IP address.

Before detaching an SR-IOV attached VM, see IBM Knowledge Center for instructions:
http://www.ibm.com/support/knowledgecenter/POWER8/p8hat/p8hat dlpariopmovep6.htm

2.8 Planning users and groups

The following sections describe the planning that is required for users and groups.

2.8.1 User management planning
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When you install IBM PowerVC, it is configured to use the security features of the operating
system on the management host by default. This configuration sets the root operating system
user account as the only initially available account with access to the IBM PowerVC server.

As a preferred practice, create at least one system administrator user account to replace the
root user account as the IBM PowerVC management administrator. For more information, see
4.16.1, “Adding user accounts” on page 181. After a new administrator ID is defined, remove
the IBM PowerVC administrator rights from the root user ID, as explained in 4.16.3, “Disabling
the root user account from IBM PowerVC” on page 183.

Important: IBM PowerVC also requires user IDs that are defined in /etc/passwd that must
not be modified, such as nova, neutron, keystone, and cinder. All of these users use
OpensStack and they must not be changed or deleted.

For security purposes, you cannot connect remotely to these user IDs. These users are
configured for no login.
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User account planning is important to define standard accounts and the process and
requirements for managing these accounts. An IBM PowerVC management host can take
advantage of user accounts that are managed by the Linux operating system security tools or
can be configured to use the services that are provided by LDAP.

2.8.2 Projects and role management planning

This section describes the settings that are required for each user and group to operate and
perform actions and work with projects.

Managing projects

A project, sometimes referred to as a tenant, is a unit of ownership. VMs, volumes, images,
and networks belong to a specific project. Only users with a role assignment for a given
project can work with the resources belonging to that project. At the time of installation, the
ibm-default project is created, but IBM PowerVC also supports the creation of more projects
for resource segregation.

You can use the openstack project command to manage projects as needed. As a
OpenStack administrator, you can create, delete, list, set, and show projects:
» Create a project by running the following command:
openstack project create project-name
» Delete an existing project by running the following command:
openstack project delete project-name
» List projects by running the following command:
openstack project 1list
» Set project properties (name, or description) by running the following commands:

openstack project set --name <name> project-name
openstack project set --description <description> project-name

» Display project details by running the following command:

openstack project show project-name

After you create a project, you must grant at least one user a role on that project.
Managing roles
Roles are assigned to a user or group, in which case they are inherited by all users in that

group. A user or group can have more than one role, in which case they can perform any
action that at least one of their roles allows.
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Roles are used to specify what actions users can perform. Table 2-15 shows the available
roles and actions each role is allowed to perform.

Table 2-15 IBM PowerVC security roles

Role Action

admin Users with this role can perform all tasks and have access
to all resources.

deployer Users with this role can perform all tasks except the

following ones:

» Adding, updating, or deleting storage systems or

fabrics

Adding, updating, or deleting hosts or host groups

Adding, updating, and deleting networks

Adding, updating, and deleting storage templates

Adding and removing existing VMs to be managed by

IBM PowerVC

» Adding and removing existing volumes to be
managed by IBM PowerVC

» Updating FC port configuration

» Viewing users and groups

This role is deprecated for future removal.

vyvyVvyy

viewer Users with this role can view resources and the properties
of resources, but can perform no tasks. They cannot view
users and groups.

vm_manager Users with this role can perform the following tasks:

» Deploy, delete, resize a virtual machine

» Control the running state of a virutal machine

» Attach and detach a network to or from a virtual
machine

» Editing the details of a deployed virtual machine

» Viewing all resources except users and groups

storage_manager Users with this role can perform the following tasks:
» Creating, deleting, or resizing a volume
» Viewing all resources except users and groups

image_manager Users with this role can perform the following tasks:
» Capturing, importing, or deleting an image

» Editing description of an image

» Viewing all resources except users and groups

deployer_restricted Users with this role can perform the following tasks:
» Deploying a VM from an image
» Viewing all resources except users and groups
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Role Action
vm_user Users with this role can perform the following tasks:
» Starting, stopping, or restarting a VM
» Viewing all resources except users and groups
self_service The actual abilities that a user with self_service can

perform depends on the project policies that are set by the

project administrator. Project policies specify what users

are allowed to do and whether administrator approval is
required for each action. In general, self_service authority
allows the following actions:

» Managing VMs that are owned by that user, including
capturing them and performing lifecycle operations on
them

» Deploying VMs by using a deploy template

» Reviewing and withdrawing action requests

» Viewing the user’s metering data

This role is specific to IBM Cloud PowerVC Manager, and

does not otherwise appear.

For example, a user has the vm_manager and storage_manager roles on one project and the
viewer role on another project. Users can log in to only one project at a time in the IBM
PowerVC user interface. If they have a role on multiple projects, they can switch to one of
those other projects without having to log out and log back in. When users log in to a project,
they see only resources, messages, and so on, that belong to that project. They cannot see
or manage resources that belong to a project where they have no role assignment. There is
one exception to this rule, which is that the admin role can operate across projects in many
cases. Be mindful of this when handing out admin role assignments.

Important: OpenStack does not support moving resources from one project to another
project. You can move volumes by unmanaging them and then remanaging them in the
new project, but it is not possible to perform the same action for VMs because the network
on which that VM depends is tied to the original project.

Note: OpenStack’s image and networking services support sharing between multiple
projects, but IBM PowerVC Version 1.3.2 does not support this situation. If you use REST
APls, be aware of this and do not mark images or networks as shared.

2.9 Security management planning

IBM PowerVC provides security services that support a secure environment and, in particular,
the following security features:

» LDAP support for authentication and authorization information (users and groups).

» The IBM PowerVC Apache web server is configured to use secured HTTPS protocol. Only
Transport Layer Security (TLS) 1.2 is supported.

» Host key and certificate verification of hosts, storage, and switches.
» Audit logs, which are recorded and available if you have enabled auditing.

Chapter 2. IBM PowerVC planning 63



2.9.1 Ports that are used by IBM Power Virtualization Center

The set of ports differs with the IBM PowerVC editions (PowerVM and PowerKVM).
Information about the ports that are used by IBM PowerVC management hosts for inbound
and outbound traffic is on the following IBM Knowledge Center websites:

» IBM Cloud PowerVC Manger, for managing IBM PowerVC:

http://www.ibm.com/support/knowledgecenter/SSVSPA 1.3.1/com.ibm.powervc.cloud.h
elp.doc/powervc_planning security firewall cloud.html

» IBM PowerVC Standard Edition, for managing PowerVM:

http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.standar
d.help.doc/powervc_planning security firewall hmc.htm]

» IBM PowerVC Standard Edition, for managing PowerKVM:

http://www.ibm.com/support/knowledgecenter/SSXK2N 1.3.2/com.ibm.powervc.kvm.hel
p.doc/powervc_planning_security firewall kvm.htm]

Important: If a firewall is configured on the management host, ensure that all ports that
are listed on the associated IBM Knowledge Center website are open.

Important: The installation process no longer automatically disables the firewall on the
management host. You must now specify that option during the installation. As a preferred
practice, configure the firewall yourself.

2.9.2 Providing a certificate
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An IBM PowerVC management host is installed with a default self-signed certificate and a
key. IBM PowerVC can also use certificate authority (CA)-signed certificates.

Self-signed certificates are certificates that you create for private use. After you create a
self-signed certificate, you can use it immediately. Because anyone can create self-signed
certificates, they are not considered publicly trusted certificates. You can replace default,
expired, or corrupted certificates with a new certificate. You can also replace the default
certificate with certificates that are requested from a CA.

The certificates are installed in the following locations:

» /etc/pki/tls/certs/powervc.crt

» /etc/pki/tls/private/powervc.key

Clients can replace libvirt certificates for PowerKVM installations.

The process to replace the certificates is described in the following IBM Knowledge Center
websites:

» IBM PowerVC Standard Managing PowerVM:

http://www.ibm.com/support/knowledgecenter/SSXK2N 1.3.2/com.ibm.powervc.standar
d.help.doc/powervc_certificate_hmc.html

» IBM PowerVC Standard Managing PowerKVM:

http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.kvm.hel
p.doc/powervc_rsyslog_cert_kvm.html
http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.kvm.hel
p.doc/powervc_certificate_kvm.html
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http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.kvm.help.doc/powervc_certificate_kvm.html
http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.kvm.help.doc/powervc_certificate_kvm.html

2.10 Product information

For more planning information, see the following resources.

Direct customer support

For technical support or assistance, contact your IBM representative or go to the IBM Support
website:

http://www.ibm.com/support

Packaging

The IBM PowerVC Editions contain a DVD that includes product installation documentation
and files. Your Proof of Entitlement (PoE) for this program is a copy of a paid sales receipt,
purchase order, invoice, or other sales record from IBM or its authorized reseller from whom
you acquired the program, provided that it states the license charge unit (the characteristics
of intended use of the program, number of processors, and number of users) and quantity
that was acquired.

It is possible to obtain the electronic version of PoE at the Entitled Systems Support website:

https://www.ibm.com/servers/eserver/ess/ProtectedServiet.wss

Click My entitled software in the left pane, and then click My entitled software.

Software maintenance

This software license offers Software Maintenance, which was previously referred to as
Software Subscription and Technical Support.

Processor core (or processor)

Processor core (or processor) is a unit of measure by which the program can be licensed.
Processor core (or processor) is a functional unit within a computing device that interprets
and runs instructions. A processor core consists of at least an instruction control unit and
one or more arithmetic or logic units. With multi-core technology, each core is considered a
processor core. Entitlements must be acquired for all activated processor cores that are
available for use on the server.

In addition to the entitlements that are required for the program directly, the license must
obtain entitlements for this program that are sufficient to cover the processor cores that are
managed by program.

A PoE must be acquired for all activated processor cores that are available for use on the
server. Authorization for IBM PowerVC is based on the total number of activated processors
on the machines that are running the program and the activated processors on the machines
that are managed by the program.

Licensing

The IBM International Program License Agreement, including the License Information
document and PoE, governs your use of the program. PoEs are required for all authorized
use.

This software license includes Software Subscription and Support (also referred to as
Software Maintenance).
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IBM PowerVC installation

This chapter explains the IBM Power Virtualization Center (IBM PowerVC) Standard Edition
and IBM Cloud PowerVC Manager installation.

It covers the following topics:

3.1, “Setting up the IBM PowerVC environment” on page 68

3.2, “Installing IBM PowerVC” on page 71

3.3, “Uninstalling IBM PowerVC” on page 75

3.4, “Upgrading IBM PowerVC” on page 76

3.5, “Updating IBM PowerVC” on page 81

3.6, “IBM PowerVC backup and recovery” on page 82

3.7, “IBM PowerVC command-line interface” on page 86

3.8, “Virtual machines that are managed by IBM PowerVC” on page 88
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3.1 Setting up the IBM PowerVC environment

IBM PowerVC Version 1.3.2 can be installed on Red Hat Enterprise Linux (RHEL) Version 7.1
or later, either on the ppc64, ppc64le, or x86_64 platform.

Note: Unlike the Hardware Management Console (HMC), IBM PowerVC is not a
stand-alone appliance. It must be installed on an operating system. On Power Systems
hardware, there is the option of RHEL Little Endian or RHEL Big Endian; both are
supported. The general trend is moving toward Little Endian. You must have a valid Linux
license to use the operating system and a valid license to use IBM PowerVC.

Before you install IBM PowerVC, install RHEL on the management virtual machine (VM) or
management host. IBM PowerVC requires several additional packages to be installed. These
packages are automatically installed if you have a valid Linux repository. If you must manually
install these packages, see “Installing Red Hat Enterprise Linux on the management server or
host” in the IBM PowerVC Standard Edition section of IBM Knowledge Center:

https://ibm.biz/Bd4A59

Important: The management VM must be dedicated to IBM PowerVC and the operating
system on which it runs. Do not install other software on it.

To set up the management hosts, complete the following tasks:

1. Create the VM (only if you plan to install IBM PowerVC in a virtualized server).
2. Install RHEL Server 7.1 or later on the management host.
3. Customize RHEL Server to meet the IBM PowerVC requirements.

3.1.1 Creating the virtual machine to host IBM PowerVC

68

IBM PowerVC can be installed on a VM running on an IBM Power System or on x86_64
platform. To install the management VM on a platform that matches your needs, select one of
the following methods:

» Install the management VM on the IBM Power Systems platform by completing the
following steps:

a. Create the VM by using the HMC:
i. Inthe navigation pane, open Systems Management and click Servers.

ii. Inthe work pane, select the managed system, click Tasks, and click
Configuration — Create Partition.

iii. Follow the steps in the Create Partition wizard to create a logical partition (LPAR)
and partition profile.

b. Create the VM by using PowerKVM:

To create the management VM on a PowerKVM host, you can use one of the following
options:

* A command-line utility that is called virsh.
¢ An HTML-based management tool that is called Kimchi.

Both tools are provided with PowerKVM.
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Important: IBM PowerVC does not support dual management by both IBM
PowerVC and Kimchi after IBM PowerVC is installed.

» Create the management VM on an x86_64 machine:
To create the management VM on an x86_64 server, follow the instructions for your server.

After the VM is created, you must install the operating system into the management VM.

3.1.2 Downloading and installing Red Hat Enterprise Linux

As part of the IBM PowerVC setup, you must download and install RHEL, so you need a valid
license and a valid copy of the software. IBM PowerVC is not a stand-alone appliance. It is
installed on top of the operating system, but it does not include the license to use RHEL.

You can get the software and a valid license from the Red Hat website:
http://www.redhat.com
Install RHEL by using your preferred method. For more information, see the Red Hat
Enterprise Linux 7 Installation Guide, found at:
https://ibm.biz/BdXKQ4

Note: After the installation finishes, do not add any other packages to the server. If any

other packages are needed by IBM PowerVC, the additional packages are obtained by the
IBM PowerVC installer automatically.

Important: IBM Installation Toolkit for Linux must not be installed on the IBM PowerVC
management host.

3.1.3 Customizing Red Hat Enterprise Linux

Before you install IBM PowerVC, customize RHEL to meet the following IBM PowerVC
requirements:

» Configuring the network

The first task before you install IBM PowerVC is to configure the network. IBM PowerVC
uses the default network interface eth0. To use a different network interface, such as eth1,
set the HOST_INTERFACE environment variable before you run the installation script. The
following example shows the setting:

export HOST INTERFACE=ethl
» Setting the Domain Name Server and host name

Two options exist for managing name resolution: Either use DNS or use the /etc/hosts
file. You must pay attention to the correct setting of the name resolution of all components
that are managed by IBM PowerVC.

— If you do not plan to use DNS for host name resolution, ensure that all hardware
components (including virtualized components) are correctly defined in the /etc/hosts
file.

— If you plan to use DNS for host name resolution, all hardware components must be
defined correctly in your DNS. In addition, you must enable forward and reverse
resolution. Host names must be consistent within the whole IBM PowerVC domain.

Chapter 3. IBM PowerVC installation 69


http://www.redhat.com
https://ibm.biz/BdXKQ4

70

Important: Regardless of the host name resolution method that you use, the
IBM PowerVC management host must be configured with a valid, fully qualified domain
name.

» Configuring the YUM repository for the IBM PowerVC installation

To successfully install IBM PowerVC, your system must be subscribed to the main server
Red Hat Network (RHN) channel and the Optional Software RHN channel. You most likely
must add this channel to your subscription as it is not included by default. Complete the
following steps:

a. Configure the YUM repository by selecting and adding the new channel for Optional
Software by running the following command:

rhn-channel -a -c rhel-ppc64-server-optional-7 -u <user name> -p <password>

a. Verify that YUM is seeing the new optional repository file by running the following
command:

yum repolist

Important: A list of packages that must not be installed on the server before you
start the IBM PowerVC installation is available in the Knowledge Center. For
information about the packages’ requirements and restrictions, see IBM Knowledge
Center:

https://ibm.biz/Bd4A59

The RHEL 7.1 OS media does not contain all the packages that are required by IBM
PowerVC. You can download the packages that are required by IBM PowerVC from the
Optional Software channel by using the RHN subscription. On RHEL 7.1, some base
installation packages must be upgraded during the installation. These updated
packages are available in the Base channel. RHEL 7.2 and above contains the
packages that are needed for IBM PowerVC. Table 3-1 lists the package prerequisites
for the IBM PowerVC installation.

Table 3-1 RHEL packages that relate to IBM PowerVC

RHEL for IBM Power (ppc64 and ppcé64le)

RHEL x86_64

python-zope-interface

python-zope-interface

python-jinja2

python-jinja2

python-pyasn1

python-pyasni-modules

python-pyasni-modules

python-webob

python-webob

python-webtest

python-webtest

python-libguestfs

SOAPpy

SOAPpy

pyserial

pyserial

python-fpconst

python-fpconst

python-twisted-core

python-twisted-core

python-twisted-web

python-twisted-web
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For information about how to add the optional repositories, see this website:
http://red.ht/1FSNvif

3.2 Installing IBM PowerVC

This section describes how to install IBM PowerVC on your management host by using .tar
files that are obtained from the download site.

Before you install IBM PowerVC, ensure that all of the hardware and software prerequisites
are met and that your environment is configured correctly. If you need further information, see
2.1.1, “Hardware and software requirements” on page 14. Also, ensure that you prepared the
management host and installed the supported version of RHEL Server on it.

Important: The management VM is dedicated for IBM PowerVC and the operating system
on which it runs. Do not install other software onto it.

To download and install IBM PowerVC, complete the following steps:

1.

o o~ Db

9.

To begin the installation, open a web browser and go to the Entitled Software Support
website:

http://www.ibm.com/servers/eserver/ess/OpenServiet.wss

Sign in with your IBM ID.

Click Software downloads.

Select the Power (AIX) brand.

Select the customer number that you want to work with, and click Continue.

Select the edition of IBM PowerVC that you purchased under 5692-A6P, and click
Continue.

Download either the PPC64, PPC64LE, or the x86_64 .tar file.

Note: If your web ID is not yet registered with a customer number, click Register
Customer ID number. If you are the first web ID to register your customer number, you
become the primary ID. However, if you are not the first web ID, you are forwarded to
the primary contact, who must approve your web ID.

After you download the .tar file, extract it to the location from which you want to run the
installation script.

Change your current directory to the directory where the files were extracted.

10.Run the prerequisite check and confirm that all prerequisites are met for installation, as

shown in Example 3-1. Correct any errors before proceeding with the installation.

Example 3-1 Install prerequisites verification

# ./install -t

Checking available memory

At least 10 GB of physical memory is recommended.

Checking CPU speed

Checking file size Timit of the file system.

Current maximum file size : unlimited

/etc directory has the user/group as root/root required for installation
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/opt directory has the user/group as root/root required for installation
/var directory has the user/group as root/root required for installation
/tmp directory has the user/group as root/root required for installation
Checking disk space

Output truncated

A11 RPM prereq requirements are met

11.Start the installation by running the installation script. Table 3-2 shows options to use with
the IBM PowerVC install command.

./install

Table 3-2 Options for the IBM PowerVC install command

Option Description

-c firewall The firewall configuration is performed during installation. Unless this
option is specified, admin must manually configure the firewall per the
documentation. This option is used with silent installations to tell the
installer to configure the firewall automatically during the installation. If this
option is not defined with the silent installation option -s, the firewall is not
configured during the installation.

-p <mode> Enable preview mode. Supported values are sdn. For more information
about SDN, see “Useful software-defined network commands (technical
preview only)” on page 264.

-s <offering> Runs a silent installation. This option requires that the offering value is set
to 'standard', powerkvm' or 'cloud_powervm'.

-t Runs the prerequisite checks and exits.
-u Uninstalls to attempt to clean up after a failed installation, and then exits.
-f Forces the installation to override or bypass certain checks. This option is

used with the uninstall option to bypass failures during the uninstallation.

-n The following values are valid:

» preferipvé4 (default). This option is the default for the IBM PowerVC
installation. Select this option to install IBM PowerVC by using the
IPv4 IP address. If the IPv4 address is unavailable, the installation
uses the IPv6 IP address.

» preferipv6. Select this option to install IBM PowerVC by using the
IPv6 IP address. If the IPv6 address is unavailable, the installation
uses the IPv4 IP address.

» requireipv4. Select this option to install IBM PowerVC by using the
IPv4 IP address only. If the IPv4 IP address is unavailable, the
installation fails.

» requireipv6. Select this option to install IBM PowerVC by using the
IPv6 IP address only. If the IPv6 IP address is unavailable, the
installation fails.

-h Displays the help messages and exits.

12.Select the IBM PowerVC offering to install from the following two options:
— 1 - IBM PowerVC Standard
— 2 - IBM Cloud PowerVC Manager

13.Accept the Licence Agreement.
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14.Select the edition to install from the following two options (this selection is shown only if
IBM PowerVC Standard is being installed because IBM Cloud PowerVC Manager does
not support PowerKVM):

— 1 - Standard managing PowerVM
— 2 - Standard managing PowerkVM

15.Select whether the IBM PowerVC installer should configure the IBM PowerVC host fire
wall during the installation.

Note: If the fire wall is not automatically configured during the installation of IBM
PowerVC, it must be configured manually after the installation. For required inbound
and outbound ports, see IBM Knowledge Center:

https://ibm.biz/Bd4A53

16.After the installation completes, you see a message similar to Example 3-2. Ensure that
you download and install any fix packs that are available from Fix Central, as described in
3.5, “Updating IBM PowerVC” on page 81.

Example 3-2 Installation completed

hhkkkhkhkhhkhkhhkhkhhkhhhhkhkhhkhkhhkhhhhkhhhkhkhkhhhkhhhkhkhhhkhkhkhkhkdkkkhk,*
PowerVC installation successfully completed at 2016-11-10T11:33:18-06:00.
Refer to

/opt/ibm/powervc/Tog/powervc_install 2016-11-10-110506.10g
for more details.

Use a web browser to access IBM PowerVC at
https://system_ip_address

Firewall configuration may be required to use PowerVC.
Refer to the Knowledge Center topic 'Ports used by PowerVC'.

kkhkkkhkkhhkkhhkhhhkhhkhhkhkhkhhkhkhkkhhkhhkkhhkhkhkhkhkhkhkhhkhkhkkhhkhkhkkhkhkhkhkkkhkk*k

Note: The installation logs can be found under /opt/ibm/powervc/1og/.

If the installation does not complete successfully, run the following command to remove the
files that were created during the failed installation before you reinstall IBM PowerVC:

[IBM PowerVC install_file folder]/install -u -f

Note: Use this command only to remove files from a failed installation. If you must uninstall
a working instance of IBM PowerVC, run the uninstall command. For more information,
see 3.3, “Uninstalling IBM PowerVC” on page 75.

The installation script creates the required IBM PowerVC users and groups, as shown in
Table 3-3.

Table 3-3 IBM PowerVC Users

User Description
mysq|l MariaDB Server user
apache Apache Server user
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User Description

saslauth Saslauthd user

radvd radvd user

unbound Unbound DNS resolver
memcached Memcached daemon

egoadmin IBM EGO Daemons

epmd Erlang Port Mapper Daemon
swift OpenStack Swift Daemons
cinder OpenStack Cinder Daemons
neutron OpenStack Neutron Daemons
nova OpenStack Nova Daemons
ceilometer OpenStack ceilometer Daemons
glance OpenStack Glance Daemons
keystone OpenStack Keystone Daemon
rabbitmq RabbitMQ messaging server
ttv-validation IBM OpenStack Validator Daemons
clerk IBM OpenStack SSK Daemons

After the installation completes, you can verify the status of IBM PowerVC services by running
the powervc-services command, as shown in Example 3-3.

Example 3-3 The powervc-services command example

# powervc-services httpd status

? httpd.service - The Apache HTTP Server

Loaded: Toaded (/usr/lib/systemd/system/httpd.service; enabled; vendor preset:
disabled)

Active: active (running) since Wed 2016-11-16 10:42:31 CST; 24h ago

Docs: man:httpd(8)

man:apachect1(8)

Main PID: 4323 (httpd)

Status: "Total requests: 202026; Current requests/sec: 2.4; Current traffic:
7.6KB/sec"

CGroup: /system.slice/httpd.service

Output truncated

? memcached.service - Memcached

Loaded: Toaded (/usr/T1ib/systemd/system/memcached.service; enabled; vendor preset:
disabled)

Active: active (running) since Wed 2016-11-16 10:42:07 CST; 24h ago

Main PID: 1753 (memcached)

CGroup: /system.slice/memcached.service

++1753 /usr/bin/memcached -u memcached -p 11211 -m 64 -c 1024 -1 Tocalhost
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IBM PowerVC commands are in /usr/bin and /opt/ibm/powervc/bin.

3.3 Uninstalling IBM PowerVC

The procedure to remove IBM PowerVC from the management host is described in this
section. The uninstallation of IBM PowerVC does not remove or change anything in the
environment that is managed by IBM PowerVC. Objects that were created with IBM PowerVC
(VM, volumes, and so on) are unchanged by this process. Any RHEL prerequisite packages
that are installed during the IBM PowerVC installation remain installed.

To uninstall IBM PowerVC, run the following command:

/opt/ibm/powervc/bin/powervc-uninstall
Example 3-4 shows the last few output lines of the uninstallation process.

Example 3-4 Uninstallation successful

IBM PowerVC uninstallation
Are you sure you want to uninstall? [1-Yes or 2-No]l

Preparing packages...
Stopping PowerVC services...

Shut down LIM on <powervc02> ...... done

Preparing... lddddsddsddsddsdddadddddaddsddsdddddsddad
Cleaning up / removing...

python-migrate-0.10.0-1.ibm.el17 lddddsddsddsddsdddadadddaddsddsdddddsddad

NOTE: The PowerVC iptables settings have not been removed

during uninstallation. The administrator should perform the necessary steps

to modify the firewall to the desired settings.

Refer to the Knowledge Center topic for firewall ports for necessary settings to
remove.

Uninstallation of IBM PowerVC completed.
iddddsddsddssdsaddaddaddsddsddsadsadsaddsddaddsddsadssdtsddsddsddsadasdtaddaddadi
iddddsddsddssdsaddaddaddsddsddsadsadssddsddaddsddsadssdtsddsddsddsadasdtaddaddadi
Ending the IBM PowerVC Uninstallation on:

2016-11-10T11:48:52-06:00
idsddsddsddssdsaddaddaddsddsddsadsadsaddsddasddsddsadssdtsddsddsddsadasdtaddaddadi
iddddsddsddssdsaddaddaddsddsddsadsadssddsddaddsddsadasdtsddsddsddsadasdtaddaddadi
Uninstallation was logged in /var/log/powervc-uninstall.log

The uninstallation process writes its log to this file:

/var/log/powervc-uninstall.log

If you encounter issues when you run the powervc-uninstall command, you can clean up
the environment by using the following command:

/opt/ibm/powervc/bin/powervc-uninstall -f
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This command forces the uninstallation of all components of IBM PowerVC. For the complete
list of available options with the powervc-uninstall command, see Table 3-4.

Table 3-4 Available options for the powervc-uninstall command

Option Description

-f Forcefully removes IBM PowerVC.

-1 Disables uninstallation logging. Logging is enabled by default.
-y Uninstalls without prompting.

-s Saves configuration files to an archive.

-h Displays the help message and exits.

3.4 Upgrading IBM PowerVC

You can perform an in-place upgrade to IBM PowerVC Version 1.3.2 on RHEL 7.1 from

IBM PowerVC V1.3.0.x or V1.3.1.x and later versions. Upgrades to IBM PowerVC Version
1.3.2 from earlier versions or from different host systems are described in more detail in 3.4.3,
“Upgrading or migrating from earlier versions” on page 79.

The currently installed version and offering can be verified either from the web interface or
from the IBM PowerVC host command line.

To check the version from the IBM PowerVC management web interface, click Help — About,
as shown in Figure 3-1.

root (ibm-default) @

IBM Powervc Configuration ~ Messages ~ DROEvents  Requests

Help

A !L_\ Home About 1
&,
SN | Check for Updates

1BM Cloud PowerVC Manager will use the following resources o manage your virtual environment (2) Leam more

Figure 3-1 IBM PowerVC version check

The IBM PowerVC version and offering that is installed is shown, as shown in Figure 3-2.

IBM Cloud PowerVC Manager
Version: 1.3.1.0
Build: 20160511-0041

Licensed Materials - Property of IBM. @ IBM Corp. 2012, 2016 All
Rights Reserved

Warning: This computer application is protected by copyright law.
Unauthorized reproduction or distribution of this application is
strictly prohibited

US Government Users Restfricted Rights - Use, duplicate or

disclosure restricted by GSA ADP Schedule Contract with IBM
Corp.

Close

Figure 3-2 IBM PowerVC version
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The installed IBM PowerVC version and offering type can be checked by the command line on
the IBM PowerVC host, as shown in Example 3-5.

Example 3-5 Check the IBM PowerVC version from the command-line interface

# cat /opt/ibm/powervc/version.properties

[1.3.2.0 Install]

name = IBM PowerVC
version = 1.3.2.0

build = 20161109-1114
install-date = 2016-11-10
offering = standard
cloud_enabled = yes

3.4.1 Before you begin

Before you begin your software upgrade, complete the following tasks:
» Review the hardware and software requirements for IBM PowerVC Version 1.3.2.
» Ensure that all compute and storage hosts are running before you start the upgrade.

» Verify your environment before you start the upgrade to ensure that the upgrade process
does not fail because of environmental issues.

» Ensure that no tasks, such as resizing, migrating, or deploying, are running on the VM
when you start the upgrade. Any tasks that are running on the VM during the upgrade
cause the VM to enter an error state after the upgrade is complete.

» Ensure that you manually copy any customized powervc.crt and powervc.key files from
the previous version of IBM PowerVC to IBM PowerVC Version 1.3.2.

» Any operating system users from the Admin, Deployer, or Viewer groups on the previous
version must be added again to the groups on the RHEL 7.1 system.

» If you are using PowerVM Noval.ink, upgrade the pvm-novalink packages on the PowerVM
NovaLink hosts to Version 1.0.0.4.

3.4.2 Performing in-place upgrade

An IBM PowerVC host running IBM PowerVC Version 1.2.3.1 or 1.3.0.1 or later can be
upgraded to IBM PowerVC Version 1.3.2 in-place.

During the upgrade process to IBM PowerVC Version 1.3.2, the existing Standard installation
can be upgraded to IBM Cloud PowerVC Manager offering or kept as the IBM PowerVC
standard offering.

During an in-place upgrade, the IBM DB2® database that is used by previous versions is
removed and data is migrated to the MariaDB database that is used by IBM PowerVC Version
1.3.1 and above.

Tip: Before you begin a migration of a large IBM PowerVC managed system, minimize
(cleanup) the size of the DB2 ceilmometer DB to speed the database migration to
MariaDB.
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To perform an in-place upgrade, complete the following steps:

1. Obtain the IBM PowerVC Version 1.3.2 installation package for the current architecture.
2. Extract the installation package to the local file system of the IBM PowerVC host.

3. Go to the directory that contains the extracted installation script:

./install

4. Start the upgrade process, as shown in Example 3-6.

Example 3-6 IBM PowerVC upgrade to Version 1.3.2.0

[root@c566-1BM PowerVC2 powervc-1.3.2.0]# ./install

it ddddtsddsadaddzadsadzadzadsddzadddsadiddzadsadiadzadsddaadaddadaddaadaddi
Starting the IBM PowerVC 1.3.2.0 Installation on:

2016-11-18T23:48:43-04:00

i dtsddsadzddzadsadzadzadsddzadddsadiddzadsadiadzdzadaadaddsadaddaadaddi

IBM PowerVC version 1.3.0.0 is installed.

Do you want to upgrade to version 1.3.2.0: 1-Yes or 2-No?

1

Would you 1ike to enable IBM Cloud PowerVC Manager

for IBM PowerVC 1.3.2.0: 1-Yes or 2-No?

2

LOG file is /opt/ibm/powervc/log/powervc_install 2016-11-18-234843.10g

Checking disk space

Checking file size 1imit of the file system.

Current maximum file size : unlimited

Extracting license content

International License Agreement for Early Release of
Programs

Part 1 - General Terms

Press Enter to continue viewing the Ticense agreement, or

enter "1" to accept the agreement, "2" to decline it, "3"

to print it, "4" to read non-IBM terms, or "99" to go back
to the previous screen.

1

Do you want the IBM PowerVC setup to configure the firewall? 1-Yes or 2-No?
1

NOTE: The following Tist of system configurations will be modified as part of
installation.

/etc/passwd

/etc/sudoers

Continue with the installation: 1-Yes or 2-No?
1

The validation of IBM PowerVC Services post installation was successful.
hhkkkhkhhkhdhkhhkhdhhhkhdhkhhdhdhkhhdhhhhdhdhhhdhdhkhhdhdhhhdhhhhdhkhhhdhkhhdhdhkhkddkixdd

IBM PowerVC installation successfully completed at 2016-11-19T00:30:07-04:00.
Refer to

/opt/ibm/powervc/1og/powervc_install 2016-11-18-234843.70g

IBM PowerVC Version 1.3.2 Introduction and Configuration



for more details.

Use a web browser to access IBM PowerVC at
https://c566-powervc.pok.stglabs.ibm.com
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During the upgrade to Version 1.3.2, the existing IBM PowerVC configuration data is
preserved. If a selection was made during the upgrade to enable IBM Cloud PowerVC
Manager, the offering is changed from IBM PowerVC Standard Edition to IBM Cloud
PowerVC Manager. This option is available only for IBM PowerVC editions managing
PowerVM environments.

3.4.3 Upgrading or migrating from earlier versions

This section provides methods to upgrade or migrate from earlier versions of IBM PowerVC.

Upgrading from earlier versions

To upgrade IBM PowerVC to Version 1.3.1 from versions earlier than Version 1.2.3.1 or
Version 1.3.0.1, the following steps are required:

1.
2.

Review the hardware and software requirements for IBM PowerVC Version 1.3.1.

Obtain the IBM PowerVC Version 1.2.3.x or Version 1.3.0.x (where x is 1 or later)
installation package for current architecture.

Upgrade the current IBM PowerVC installation to Version 1.2.3.x or 1.3.0.x (where x is 1 or
later) on the current system.

Perform an in-place upgrade of IBM PowerVC to Version 1.3.1, as described in 3.4.2,
“Performing in-place upgrade” on page 77.

Migrating from earlier versions

To upgrade IBM PowerVC and migrate the existing data on to a new host system, the
following steps are required:

1.

Go to the previous version of IBM PowerVC host system and run the following command:
/opt/ibm/powervc/bin/powervc-backup

Install a new IBM PowerVC host system OS and the prerequisite packages for the current
IBM PowerVC version.

Install the same version of IBM PowerVC with the same architecture as the source system
on to a new IBM PowerVC host system.

. Shut down IBM PowerVC services on the existing IBM PowerVC host by running the

following command:

/opt/ibm/powervc/bin/powervc-services all stop

5. Move the backup file from the old host system to the new IBM PowerVC host system.

6. Restore the original system data that was backed up in step 1 on to the new host system

by running the following command:

/opt/ibm/powervc/bin/powervc-restore --targetdir [location of backup file from
step 1]

Perform an in-place upgrade of IBM PowerVC, as described in 3.4.2, “Performing in-place
upgrade” on page 77.
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Notes:

» If you upgrade IBM PowerVC while the user interface is active, it tells you that it is set to
maintenance mode and you cannot use it. After you run the powervc-restore command
successfully, you can access the IBM PowerVC user interface again.

» If an error occurs when you run the powervc-backup command, check for errors in the
powervc-restore logs in the /opt/ibm/powervc/1og file. After you correct or resolve the
issues, run the powervc-restore command again.

» If you want to install IBM PowerVC Version 1.3.1 on a system with RHEL 6.0 installed,
complete the following steps:

a. Copy the backup archive to another system.
b. Uninstall RHEL 6.0.

c. Install RHEL 7.1 and then install the same IBM PowerVC version that the backup
was made with on the new system.

d. Copy the backup archive to this system and restore the archive, as described in
steps 5 on page 79 and 6 on page 79.

e. Perform an in-place upgrade of IBM PowerVC, as described in 3.4.2, “Performing
in-place upgrade” on page 77.

Upgrading from the Standard to IBM Cloud PowerVC Manager offering

IBM PowerVC Version offers a feature called IBM Cloud PowerVC Manager. This offering is
available only for installations managing PowerVM environments running IBM PowerVC
Version 1.3.1 or later.

The IBM Cloud PowerVC Manager offering can be directly enabled during a new installation
of IBM PowerVC or during an upgrade from previous versions of IBM PowerVC.

To enable the IBM Cloud PowerVC Manager offering on a system running IBM PowerVC
Version 1.3.1 or later, complete the following steps:
1. Log in to the IBM PowerVC host as the root user.

2. Extract the IBM PowerVC Version 1.3.1 or later installation package and go to the cloud
folder:

/powervc-1.3.2.0/cloud/

3. Start the IBM Cloud PowerVC Manager installation by running the following command.
Example 3-7 shows the output of the command.

./install-cloud

Example 3-7 Enable the IBM Cloud PowerVC Manager offering

# ./install-cloud

#HEFH R AR AR AR A A R A A A
#

Starting the IBM Cloud PowerVC Manager Installation on:

2016-11-10T:48:19-04:00

#HEFH AR AR AR AR A A A A A
#

LOG file is
/opt/ibm/powervc/log/powervc_cloudmanager_install_2016-11-10-120434.70g
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Output truncated

Complete!

Stopping IBM PowerVC services...
Shut down LIM on <c566-powervc2.pok.stglabs.ibm.com> ...... done

Starting IBM PowerVC services...

IBM Cloud PowerVC Manager installation successfully completed at

2016-05-19T:50:24-04:00.

Refer to
/opt/ibm/powervc/log/powervc_cloudmanager_install_2016-05-19-4819.10g
for more details.

#

3.5 Updating IBM PowerVC

IBM PowerVC updates are published on the IBM Fix Central repository. Log in with your IBM
ID at the following website to get the update package:

http://www.ibm.com/support/fixcentral

Complete the following steps:
1. Before you update IBM PowerVC, check that enough disk space is available.

Important: If /opt, /var, or /home are separate mount points, 2500 MB of installation
space is required in /opt, 187 MB of free space is required in /var, and 3000 MB of
free space is required in /home.

2. Download the package to a directory, extract the file, and run the update command. To
extract the file, run this command:

tar -zxvf [location_path]/powervc-update-ppc-rhel-version.tgz

This command extracts the package in the current directory and creates a directory that is
named powervc-version.

3. Run the update script by running the following command:
/[location_path]/powervc-[version]/update
When the update process is finished, it displays the message that is shown in
Example 3-8.

Example 3-8 Update successfully completed

kkhkhkkkhkkhhkkhkhkhkhhkhhkkhhkhkhkkhhkhkhkkhhkhkhhkhkhhkhhkkhhkhkhkkhhkhhhkhkhkhkhhkhkhkkhhkhkhkkhkhkhkhkhkhkhkkhkkkxkx

IBM PowerVC installation successfully completed at 2016-05-19T01:12:34-04:00.
Refer to
/opt/ibm/powervc/Tog/powervc_update 2016-05-19-012048.709

for more details.
AR AR A AR AR A A Ak A R A A R A A A AR A A AR A A h AR h A hhA A h A h A hhhh A hhhhdhhhhhdhhdhhdhhddhhdhhhdhddhxk
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3.6 IBM PowerVC backup and recovery

Consider backing up your IBM PowerVC data regularly as part of a broader system backup
and recovery strategy. You can use the operating system scheduling tool to perform regular
backups or any other automation tool.

Backup and recovery tasks can be performed only by using the command-line interface (CLI).
No window is available to open in the graphical user interface (GUI) for backup and recovery.

3.6.1 Backing up IBM PowerVC

Run the powervc-backup command to back up your essential IBM PowerVC data. You can
then restore it to a working state in case of a data corruption situation or disaster.

The powervc-backup command is in the /opt/ibm/powervc/bin/ directory. Here is the
command syntax:

powervc-backup [-h] [--noprompt] [--targetdir LOCATION] [--active]
Table 3-5 lists the command options.

Table 3-5 QOptions for the powervc-backup command

Option Description
-h, --help Displays help information about the command.
--noprompt If specified, no user intervention is required during the running of the

backup process.

--targetdir LOCATION The target location in which to save the backup archive. The default
value is /var/opt/ibm/powervc/backups.

--active If specified, the services are not stopped and the backup is performed
as active. The backup might fail if operations are in-progress, so
minimize activity during the backup interval and retry the backup as
necessary.

The following data is backed up:

» IBM PowerVC databases, such as the Nova database where information about your
registered hosts is stored

» IBM PowerVC configuration data, such as /etc/nova
» Secure Shell (SSH) private keys that are provided by the administrator

» Glance image repositories

Note: Glance is the OpenStack database name for the image repository.

Important: During a backup, most IBM PowerVC services are stopped, and all other users
are logged off from IBM PowerVC until the operation completes.
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The following example shows the command with a non-default mounted file system target
directory. This command displays a prompt to confirm that you want to stop all the services.
Type y to accept and continue, as shown in Example 3-9.

Example 3-9 Example of IBM PowerVC backup

# powervc-backup --targetdir /powervc/backup

Continuing with this operation will stop all PowerVC services. Do you want to
continue? (y/N):y

Stopping PowerVC services...

Backing up the databases and data files...

Database and file backup completed. Backup data is in archive
/powervc/backup/20161111161458869640/powervc_backup.tar.gz

Starting PowerVC services...

PowerVC backup completed successfully.

When the backup operation completes, a new time-stamped subdirectory is created in the
target directory and a backup file is created in that subdirectory, for example:

/powervc/backup/20161111161458869640/powervc_backup.tar.gz

As a preferred practice, copy this file outside of the management host according to your
organization’s backup and recovery guidelines.

Note: If an error occurs while you run the powervc-backup command, you can check the
powervc-backup logs file in /opt/ibm/powervc/log.

3.6.2 Recovering IBM PowerVC data

Run the powervc-restore command to recover IBM PowerVC data that was previously
backed up so that you can restore a working state after a data corruption situation or disaster.

You can restore a backup archive only to a system that is running the same level of IBM
PowerVC and operating system (and hardware if the OS is running on a dedicated host rather
than a VM) as the system from which the backup was taken. Ensure that the target system
meets those requirements before you restore the data. IBM PowerVC checks this
compatibility of the source platform and the target platform, as shown in Example 3-10.

Example 3-10 Mismatch between backup and recovery environments

Continuing with this operation will stop all IBM PowerVC services and overwrite
critical IBM PowerVC data in both the database and the file system. Do you want
to continue? (y/N):y

The backup archive is not compatible with either the restore system's
architecture, operating system or IBM PowerVC Version. Exiting.
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The backup process does not back up Secure Sockets Layer (SSL) certificates and
associated configuration information. When you restore a IBM PowerVC environment, the
SSL certificate and configuration remain the same SSL certificate and configuration that
existed within the IBM PowerVC environment before the restore operation, not the SSL
configuration of the environment from which the backup was taken.

The powervc-restore command is in the /opt/ibm/powervc/bin/ directory and has the
following syntax and options:

powervc-restore [-h] [--noprompt] [--targetdir LOCATION]
Table 3-6 shows the powervc-uninstall command options.

Table 3-6 Options for the powervc-restore command

Option Description
-h, --help Shows the help message and exits.
--noprompt If specified, no user intervention is required during the execution of the

restore process.

--targetdir LOCATION The target location where the backup archive is. The default value is
/var/opt/ibm/powervc/backups/<most recent>.

Important: During the recovery, most IBM PowerVC services are stopped and all other
users are logged off from IBM PowerVC until the operation completes.

The following example shows the command with a non-default target directory. This
command displays a prompt to confirm that you want to stop all of the services. Type y to
accept and continue (see Example 3-11).

Example 3-11 Example of IBM PowerVC recovery

#powervc-restore --targetdir /powervc/backup/20161111161458869640/

Continuing with this operation will stop all PowerVC services and overwrite
critical PowerVC data in both the database and the file system. Do you want to
continue? (y/N):y

Using archive /powervc/backup/20161111161458869640//powervc_backup.tar.gz for the
restore.

Stopping PowerVC services...

Restoring the databases and data files...

Starting PowerVC services...

PowerVC restore completed successfully.

When the restore operation completes, IBM PowerVC runs with all of the data from the
targeted backup file.
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3.6.3 Status messages during backup and recovery

During the backup and recovery tasks, all IBM PowerVC processes and databases are shut
down. Any user that is working with IBM PowerVC receives the maintenance message that is
shown in Figure 3-3 and is logged out.

@ The system is undergoing maintenance.

The system is undergoing maintenance. All services will be shut
down during this process. You will be logged out and redirected to a
status page. This application will remain unavailable until this

process completes.

AEVWEBD12E 596, 10:18 PM Cmse

Figure 3-3 Maintenance message for logged-in users

Accessing IBM PowerVC during the backup and recovery tasks is not allowed. Any user that
attempts to log on to IBM PowerVC receives the maintenance message that is shown in
Figure 3-4.

Under Maintenance

The system is undergoing maintenance. All services will be shut down during this
process. This application will remain unavailable until this process completes. Check
back later.

Licensed Materials - Property of IBM Corp, IBM Corporation and other(s) 2012, 2016, IBMis a
registered trademark of IBM Corporation, in the United States, other countries, or both.

Figure 3-4 Maintenance message for web users

3.6.4 Consideration about backup and recovery

The IBM PowerVC backup and recovery task must be part of a backup plan for your
infrastructure. The IBM PowerVC backup and recovery commands save only information that
relates to IBM PowerVC. As a preferred practice, save the management station operating
systems by using the tool that you prefer at the same time that you back up IBM PowerVC.
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3.7 IBM PowerVC command-line interface
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IBM PowerVC offers a CLI to perform tasks outside of the GUI. The CLI is used mainly for
maintenance and for troubleshooting problems.

Table 3-7 shows the IBM PowerVC commands that are available for the following versions:

» IBM PowerVC Standard Edition for managing PowerVM

» IBM Cloud PowerVC Manager

» IBM PowerVC Standard Edition for managing PowerKVM

Table 3-7 IBM PowerVC available commands

Command

Description

powervc-audit-export

Exports audit records to a specified file.

powervc-backup

Backs up essential IBM PowerVC data so that you can
restore to a working state in case of a data corruption
situation or disaster.

powervc-cloud-config

Allows an administrator to work with projects, policies, and
VMs.

powervc-config

Facilitates IBM PowerVC management node configuration
changes.

powervc-diag

Collects diagnostic data from your IBM PowerVC
installation.

powervc-encrypt

Prompts the user for a string, then encrypts the string and
returns it. Use the command to encrypt passwords, tokens,
and strings that are stored by IBM PowerVC.

powervc-get-token

Authenticates and retrieves an identity token.

powervc-keystone

Avoids Lightweight Directory Access Protocol (LDAP) user
group conflicts. You can also use this command to list users,
user groups, and roles. This command is deprecated and is
not supported for future releases.

powervc-ldap-config

Configures IBM PowerVC to work with an existing LDAP
server. This command is deprecated and is not supported
for future releases.

powervc-1og-management

Provides a utility to view/modify the settings for log
management.

powervc-register

Registers an OpenStack supported storage provider or
fabric.

powervc-restore

Recovers IBM PowerVC data that was previously backed
up.

powervc-services

Starts, stops, restarts, and views the status of IBM
PowerVC services.

powervc-uninstall

Uninstalls IBM PowerVC from your management server or
host.

powervc-validate

Validates that your environment meets certain hardware
and software requirements.

powervc-volume-image-import

Creates a deployable image by using one or more volumes.
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Table 3-8 shows the IBM PowerVC commands that are available for IBM PowerVC Standard
for managing PowerKVM.

Table 3-8 Commands for IBM PowerV/C Standard for managing PowerKVM

Command Description

powervc-iso-import Imports ISO images into IBM PowerVC.

powervc-1og-management Views and modifies the settings for log management for
IBM PowerVC. The default action is to view the current
settings.

powervc-register Registers a storage provider that is supported by
OpenStack.

Note: For an updated list of IBM PowerVC commands, see IBM Knowledge Center:
https://ibm.biz/BdXK37

3.7.1 Exporting audit data

IBM PowerVC provides auditing support for the OpenStack services. Use the
powervc-audit-export command to export audit data to a specified file.

An audit record is a recording of characteristics, including user ID, time stamp, activity, and
location, of each request that is made by IBM PowerVC.

Reviewing audit records is helpful when you are trying to solve problems or resolve errors. For
example, if a host was deleted and you must determine the user who deleted it, the audit
records show that information.

The powervc-audit-export command is in the /usr/bin directory. The syntax and options are
shown in Example 3-12.

Example 3-12 The powervc-audit command use

powervc-audit-export [-h] [-u <user name>] [-n <number of records>] [-o <output
file>] [-f <filter file>] [-x {json,csv}]
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Table 3-9 explains the powervc-audit-export command options.

Table 3-9 Options for the powervvc-audit-export command

Option

Description

-h, --help

Displays help information about the command.

-u <user name>,
--user_name <user name>

Sets the user that requests audit data. This flag is optional. The default
is the logged-in user.

-p <project name>,
--project_name <project
name>

Sets the name of the project for which to authenticate and request audit
data. This is an optional flag. The default is ibm-default.

-n <number of records>,
--top_n <number of
records>

Sets the upper limit for the number of audit records to return. The
request and response audit records are returned in pairs. This flag is
optional.

-0 <output file>,
--output <output file>

Sets the file that contains the exported audit data. This flag is optional.
The default file is export_audit.json or export_audit.csv, depending
on the specified output format.

-f <filter file>,
--filter <filter file>

Sets the file that contains the filter records. The format of the records is
JSON. For examples of filter records, see the IBM PowerVC IBM
Knowledge Center. This flag is optional.

-x {text,csv},
--output_format

{text,csv}

The format of the exported audit data. This flag is optional. The formats
are text (JSON format) and csv. If not specified, the default is json.

3.8 Virtual machines that are managed by IBM PowerVC

This section provides preferred practices for the operating system on the managed VMs.

3.8.1 Linux on Power virtual machines

If you plan to use Logical Partition Mobility (LPM) or Dynamic Logical Partitioning with your
Linux VM, you must install the IBM Installation Toolkit, especially the Reliable Scalable

Cluster Technology (RSCT) utilities and RSCT core tools. Run the following command to start
the IBM Installation Toolkit installation process:

[IBM Installation Toolkit directory]/install.sh

Follow the instructions. Example 3-13 shows the common installation output.

Example 3-13 IBM Installation Toolkit sample output

[root@1inux01 mntl]# ./install
Do you want to copy the repository of IBM packages to your machine? [y/n]

y

Do you want to configure your machine to receive updates of IBM packages? [y/n]
n

IBMIT needs the ports 4234 and 8080 to be accessed remotely. Would you like to
open those ports? [y/n]

Y
The Ticenses BSD, GPL, ILAN and MIT must be accepted. You can read their text
using the options below and then accept or decline them.
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1) Read license: BSD
2) Read license: GPL
3) Read license: ILAN
4) Read license: MIT

5) I have read and accept all the Ticenses

6) I do not accept any of the licenses

#? 5

Configuring an installation repository for your Linux distribution

Where is the installation media to be used?

1) DVD
2) Network (HTTP or FTP)
3) Directory

4) 1 already have a repository configured. Skip.

5) I don't know

#2721

Insert the DVD in the drive
Press Enter to continue

Verifying if there is a repository on DVD
Available DVD devices: /dev/srl /dev/sr0

Checking /dev/srl

Adding repository configuration to repository manager

Repository successfully configured

Package ibmit4Tinux was successfully installed

After you install the Installation Toolkit, install ibm-power-managed-rhel.ppc64 by running the

following command:

yum install -y ibm-power-managed-rhel7.ppc64

After the installation completes, check the Resource Monitoring and Control (RMC) status by

running the following command:

Issrc -a

The output appears as shown in Example 3-14.

Example 3-14 Resource Monitoring and Control status

Subsystem Group
ctrmc rsct
IBM.DRM rsct_rm
IBM.ServiceRM rsct_rm
IBM.HostRM rsct_rm
ctcas rsct
IBM. ERRM rsct_rm
IBM.AuditRM rsct_rm
IBM.SensorRM rsct_rm

IBM.MgmtDomainRM rsct_rm

PID

3916
3966
4059
4096

Status
active
active
active
active
inoperative
inoperative
inoperative
inoperative
inoperative

For more information about the toolkit, including installation information, see the IBM

Installation Toolkit for Linux on Power website:

https://www-304.1ibm.com/webapp/set2/sas/f/lopdiags/installtools/home.html
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3.8.2 IBM AIX virtual machines

To install VMs when your system runs on the IBM AIX operating system, no additional setup
is necessary. After the IP address is configured, an RMC connection is automatically created.

Note: IBM PowerVC, PowerVM, and the HMC rely on the RMC services. When these
services are down, most of the concurrent and dynamic tasks cannot be run. Check the
RMC status every time that you must change the VM dynamically. For more information
about RMC, see these IBM Redbooks publications:

» IBM PowerVM Virtualization Introduction and Configuration, SG24-7940
» |IBM Power Systems HMC Implementation and Usage Guide, SG24-7491

Tip: By default, AIX does not contain SSH or SSL tools. As a preferred practice, install
them if you want to access a managed machine with commands other than telnet.

3.8.3 IBM i virtual machines

IBM PowerVC can also manage the IBM i VMs. After you add the Power Systems hosts,
import the IBM i VMs. No unique requirements exist for IBM i, AIX, or Linux on Power VMs.
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IBM PowerVC for managing IBM
PowerVM

This chapter describes the general setup of IBM Power Virtualization Center (IBM PowerVC)
for managing IBM PowerVM. IBM PowerVC Version 1.3.2 has two offerings that can be
installed called IBM PowerVC Standard Edition and IBM Cloud PowerVC Manager. This
chapter describes the most notable differences between the IBM Cloud PowerVC Manager
offering and IBM PowerVC Standard Edition as they appear throughout this chapter. The
following sections explain the discovery or configuration of the managed objects. They
describe the verification of the environment and the operations that can be performed on
virtual machines (VMs) and images.

It covers the following topics:

» 4.1, “IBM PowerVC graphical user interface” on page 92

» 4.2, “Introduction to the IBM PowerVC setup” on page 93

» 4.3, “Managing resources outside of IBM PowerVC” on page 94
» 4.4, “Connecting to IBM PowerVC” on page 95

» 4.5, “Host setup” on page 96

» 4.6, “Hardware Management Console management” on page 106
» 4.7, “Storage and SAN fabric setup” on page 108

» 4.8, “Storage port tags setup” on page 114

» 4.9, “Storage connectivity group setup” on page 115

» 4.10, “Storage template setup” on page 119

» 4.11, “Storage volume setup” on page 122

» 4.12, “Network setup” on page 123

» 4.13, “Compute template setup” on page 129

» 4.14, “Environment verification” on page 131

» 4.15, “Management of virtual machines and images” on page 134
» 4.16, “Users, groups, and roles setup” on page 181
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4.1 IBM PowerVC graphical user interface
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This section presents the IBM PowerVC graphical user interface (GUI) and explains how to
access functions from the IBM PowerVC home window. The management functions of IBM
PowerVC are grouped by classes, which can be accessed from different locations. In all IBM
PowerVC windows, you can find hot links to several areas and components:

» Environment configuration, messages, DRO events, and Project selection are found at the
top of the IBM PowerVC window.

» Management functions that relate to VM images, VMs, hosts, networks, and storage are
found in the column of icons at the left of the window (which also includes a link to the
home window).

» The Requests management function is available only at the IBM Cloud PowerVC Manager
offering home window.

The functions that are available differ between the IBM PowerVC offerings that are installed.
The IBM PowerVC Standard Edition offering home window is shown in Figure 4-1. The hot
links are highlighted in red in the illustration.

IBM PowerVc Configuration Messages root (ibm-defaul)

& ) Home . . -
i *\ﬂ-l Main entry points to group of functions
1BM PowerVC Standard Edition will use the fg nt @ 'n mor
]
= Add Sto'rﬂ.'e < Add Network

nvironment

Access to virtual machines

- @

Figure 4-1 IBM PowerVC Standard Edition home window access to a group of functions
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In all IBM PowerVC windows, most of the icons and text are hot links to groups of functions.
Several ways exist to access a group of functions. The blue arrows in Figure 4-2 show, for
example, the two hot links that can be used from the home window to access the VM
management functions.

root (ibm.default)

IBM PowerVC Configuration

o % i Main entry points to group of functions

uuuuu

Networks: 10

Access to virtual machines

Figure 4-2 IBM Cloud PowerVC Manager home window access to a group of functions

4.2 Introduction to the IBM PowerVC setup

Before you can perform tasks in IBM PowerVC, you must discover and register the resources
that you want to manage. You can register storage systems and hosts, and you can create
networks to use when you deploy images. When you register resources with IBM PowerVC,
you make them available to the management functions of IBM PowerVC (such as deploying a
VM on a discovered host or storing images of captured VMs).

This discovery or registration mechanism is the key to the smooth deployment of

IBM PowerVC in an existing environment. For example, a host can host several partitions
while you deploy IBM PowerVC. You first register the host without registering any of the
hosted partitions. All IBM PowerVC functions that relate to host management are available to
you, but no objects exist where you can apply the functions for managing partitions. You can
then decide whether you want to manage all of the existing partitions with IBM PowerVC. If
you prefer a progressive adoption plan instead, start by managing only a subset of these
partitions.

Ensure that the following preliminary steps are complete before you proceed to 4.4,
“Connecting to IBM PowerVC” on page 95:

1. Configure the IBM Power Systems environment to be managed through the Hardware
Management Console (HMC) or PowerVM Novalink.

2. Set up the users’ accounts with an administrator role on IBM PowerVC, as described in
2.8, “Planning users and groups” on page 60.

3. Set up the host name, IP address, and an operator user ID for the HMC or PowerVM
NovaLink connection.
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4.3 Managing resources outside of IBM PowerVC

When you switch from using IBM PowerVC to manage your resources to accessing the
managed resource directly, you might see unexpected or adverse results in IBM PowerVC.

As you manage resources in IBM PowerVC, you might want to perform certain operations
directly on the resource. For example, you are managing a VM with IBM PowerVC, but you
use another method to stop the VM. In this case, IBM PowerVC might not be notified that the
VM was stopped and might not immediately reflect the updated status of the VM. IBM
PowerVC typically polls a resource to obtain an update the next time that you use IBM
PowerVC to manage the resource. As a result, operations from IBM PowerVC might fail until
the state of the VM in IBM PowerVC is the same as the state on the VM itself.

When you perform a management operation outside of IBM PowerVC, such as adding or
deleting resources, the action can adversely affect the operation of IBM PowerVC and the
data center. For example, you might delete a VM by using a Platform Manager for the VM.
The VM goes into Error state and you must take the additional step of deleting the VM in IBM
PowerVC. Similar results can occur when you remove a disk or network device for a VM that
IBM PowerVC is managing.

For appropriate results, use IBM PowerVC to perform management tasks on the VMs and
associated resources in your IBM PowerVC environment.
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4.4 Connecting to IBM PowerVC

After IBM PowerVC is installed and started on a Linux partition, you can connect to the
IBM PowerVC management GUI by completing the following steps:

1. Open a web browser on your workstation and point it to the IBM PowerVC address:

https://<ipaddress or hostname>/

2. Log in to IBM PowerVC as an administrative user (Figure 4-3). The first time that you use
IBM PowerVC, this administrative user is root. As a preferred practice, after the initial
setup of IBM PowerVC, define other user IDs and passwords rather than using the root
user. For more information about how to add, modify, or remove users, see 2.8.1, “User
management planning” on page 60.

Login
* User name:

* Password:

Login

perty of IBM Corp, IBM
d trademark of IEM Corp

d other(s) 2012,
n the United States,

Figure 4-3 IBM PowerVC Login window
3. Now, you see the IBM PowerVC home window.

Important: Your environment must meet all of the hardware and software requirements
and be configured correctly before you start to work with IBM PowerVC and register
your resources.
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4. As a preferred practice, your first action is to check the IBM PowerVC installation by
clicking Verify Environment, as shown in Figure 4-4.

:E_\ Home

IBM Cloud PowerVC Manager will use the following resources to manage your virtual environment (7) Learn more...

|

Hosts: 5 fa Storage providers: 2 o
Virtual machines: 33 Managed volumes: 561
Processors (R Fabrics: 2

Memary 5%

Verify Environment | (£} View Results
Last verified: 11/16/16, 10:47 AM

Figure 4-4 Verify Environment

Then, you can click View Results to verify that IBM PowerVC is installed correctly.

4.5 Host setup

96

Setting up the communication between managed hosts and IBM PowerVC varies, depending
on whether HMC or PowerVM Novalink is used to communicate with hosts. This section
covers the steps for using HMC to communicate with hosts. The differences in this process
when PowerVM Noval.ink is used are shown.

Note: If the host system has PowerVM Novalink installed, the system can still be added
for HMC management by following normal procedures. If the host has PowerVM NovalLink
installed and is HMC-connected, the management type from IBM PowerVC for this host
must always be PowerVM NovaLink. HMC can be used to manage the hardware and
firmware on the host system.

First, enable IBM PowerVC to communicate with the HMCs in the environment to manage the
host systems running IBM PowerVM hypervisor. After the hosts, storage, and networks are
configured correctly in the IBM PowerVC domain, you can add a VM.

If PowerVM Noval.ink is used to manage hosts, the communication is established between
PowerVM NovalLink and IBM PowerVC.

For more information about supported hosts, see 2.1.2, “Hardware and software
requirements for IBM PowerVC” on page 14.
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To add hosts for IBM PowerVC management, complete the following steps:

1. On the home window (Figure 4-4 on page 96), click Add Hosts.

2. If the host to be added is managed by HMC, follow the instructions in step a. If PowerVM
Novalink is used for management, follow the instructions in step b on page 98.

a.

In the Add Hosts window (Figure 4-5), select the Host Management type as HMC and
provide the name and credentials for the HMC. In the Display name field, enter the
string that is used by IBM PowerVC to refer to this HMC in all of its windows. Click Add
Connection. IBM PowerVC connects to the HMC and reads the host information.

Add Host

Specify the details for host registratiun.i:‘}} Learn more...

Host management type:
(® HMC (T Novalink

* HMC connection:

MNew connection e
* HMC host name or IP address: * UserlD:
= Display name: (2) * Password:

Add Connection

Cancel

Figure 4-5 HMC connection information

The user ID and password can be the default HMC hscroot administrator user ID
combination. The ID can also be other IDs by using the hscsuperadmin role that you
created to manage the HMC. If using an HMC user other than hscroot, allow remote
access to the web in the user profile settings. Otherwise, IBM PowerVC reports
authentication failure when adding the HMC connection.

Note: As a preferred practice, do not specify hscroot for the user ID. Instead, create
a user ID on the HMC with the hscsuperadmin role and use it for managing the HMC
from IBM PowerVC. Use this approach to identify actions on the HMC that were
initiated by a user who was logged in to the HMC or from the IBM PowerVC
management station. If a security policy requires that the hscroot password is
changed regularly, the use of a different user ID for IBM PowerVC credentials avoids
breaking the IBM PowerVC ability to connect to the HMC after a system
administrator changes the hscroot password.
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b. In the Add Hosts window (Figure 4-6), select the Host Management type as
NovaLink and provide the name and credentials for the PowerVM NovaLink partition.
In the Display name field, enter the string that is used by IBM PowerVC to refer to this
PowerVM Novalink partition in all of its windows. Click Add Connection. IBM
PowerVC connects to the PowerVM Novalink partition and reads the host information.

Add Host

Specify the details for host registration.(7) Learm more...

Host manageme

* Movalink host name or IP address: = UserID:

* Display name: (7) Authentication type:
(@) Password (7) S5H key

* Password:

Add Host Cancel

Figure 4-6 PowerVM Novalink connection information

The user ID that is specified for the PowerVM NovaLink connection must be a member
of the pvm_admin group or have both SSH access and sudoers NOPASSWD
capabilities.

Note: Although this is not preferable, the HMC managed systems allow the same
host to be added into more than one IBM PowerVC system. PowerVM NovaL.ink
managed hosts allow a host to be added only into one IBM PowerVC system. If you
try to add a PowerVM Novalink managed host into another IBM PowerVC system, a
message is displayed that this host is already managed by another IBM PowerVC
installation and will be removed from that system.

3. IBM PowerVC prompts you to accept the HMC X.509 certificate, or if PowerVM Novalink
is used, the PowerVM NovalLink host SSH key. Review the message details to determine
whether you are willing to override this warning. If you are willing to trust the certificate or
accept the SSH key, click Connect to continue.
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4. If the host being added is managed by HMC, follow the instructions in step a. If the host
being added is managed by PowerVM NovaLink, follow the instructions in step b.

a. Next, you see information about all hosts that are managed by that HMC. Figure 4-7
shows the window for an HMC that manages four IBM POWER servers. To choose the
hosts to manage with IBM PowerVC, click their names. By holding down the Ctrl key
while you click the host names, you can select several host names simultaneously.

When the HMC manages several hosts, you can use the filter to select the name that
contains the character string that is used as a filter. You can also select multiple
systems pressing the Ctrl key and clicking the host names.

Add Host

Specify the details for host registration.(?) Learn more...
Host management type:
(@ HMC () Novalink

= HMC connection:

ch66hmcs = Connect

Hosts managed by cS66hmcs:

Filter I
Host Name - Details
c366117 9119-FHB 8308235
cH86T18 S117-MMB 106A28P
co86T19 §117-MMB 1043EED
co66122 E 8233-E6B 10240DR
Total: 4 Selected: 2

Figure 4-7 IBM PowerVC Add Hosts window

b. After selecting Add Host for a new system that is managed by PowerVM NovalLink,
IBM PowerVC displays three messages in the lower right corner with information about
the IBM PowerVC image transfer and installation on the PowerVM NovalLink host.
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After a few seconds, the home window is updated and it shows the number of added
objects, as shown in Figure 4-8.

ﬁ Home

IBM Cloud Power\/C Manager will use the following resources to manage your virtual environment () Leam more.

. ®

Storage providers: 2 g Networks: 2 s
d volumes: 561

Processors
Memory

Verify Environment | [y View Results
Last verified: 11/16/16, 10:47 AM

Figure 4-8 Managed hosts

Click the Hosts tab to open a Hosts window that is similar to Figure 4-9, which shows the
status of the discovered hosts and the management connection to this host.

- Hosts

Hosts HostGroups  HMC Connections

" Refresh <= Add Host

* Nofilter applied

Name = | Virtual Machines. Processors Memory (GB) State Health Host Connection

@ ro-212888W 9 B Used (8 Total) 90.5 Used (128 Total) Operating oK hmepowenve
B Pe212223w 1 6 Used (8 Total) 82.25 Used (128 Total) Operating oK hmcpawerve

B Pa_213C93A 6 5.5 Used (12 Total) 47 Used (128 Total) Operating oK 9.47 66218 (NovaLink)
B Pe_2142828 5 5 Used (12 Total) 42.75 Used (128 Total) Operating oK 9.47.66.225 (NovaLink)

B rPa_zic1Bev 2 9.7 Used (24 Total) B7.75 Used (256 Total) Operating oK 9.114.192 63 (NovaLink)

Figure 4-9 IBM PowerVC shows the managed hosts

Add hosts by clicking Add Host. The windows to add a host are the same as the windows
in step 2 on page 97. Select one host from the list to activate functions that can be
performed for this host.
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7. Click one host name to see the detailed host information, as shown in Figure 4-11.
Operations that can be performed for this host are shown here as well.

After hosts, storage, and networks are configured correctly in the IBM PowerVC domain,
you can add a VM by expanding the Virtual Machines section. VMs that are hosted by
this host can be added to IBM PowerVC by selecting Manage Existing under the Virtual
Machines section, as shown in Figure 4-10.

Hosts » Host: PB_213C93A

- Host: P8_213C93A

Overview  SR-IOV Ports.

& Refresh 7 Edit Host Connection  [5 Remove Host  {] Enter Maintenance Mode

» Information

» Capacity

~ Virtual Machines

& Refresh 5] Manage Existing 29
Name - State Processors Memory Excluded from DRO
oy — Using: 0.5 Total: 12 Using: 2,048 MB Total: 131,072 MB
MH-YMO-5761638 et
B rhei72-MH-VMO-5761638: [ Active H % I = No
B e i Using: 0.5 Total: 12 Using: 4,096 MB Total: 131,072 MB
B template-rhei73 @ Active % o i No
B - Using: 0.5 Total: 12 Using: 4,096 MB Total: 131,072 MB
B template-rhe7a @ Active ] s = = No
B template-shel73 Using: 0.5 Total: 12 Using: 4,096 MB Total: 131,072 MB
B template-rei73 [H Active H % o % No

+ CPU Utilization Graph

» Memory Utilization Graph

Figure 4-10 Host information

The Host details view contains information about host CPU and Memory usage history for
the selected time range, as shown in Figure 4-11.

Hosts » Host: PB_213C93A

- Host: P8_213C93A

Overview = SRIOV Ports

» Virtual Machines

~ CPU Utilization Graph

" Refresh  Display CPU utilization from: | Past 24 hours | =

+ Memory Utilization Graph

+ Shared Processor Pools

Figure 4-11 Host CPU usage history

Note: IBM PowerVC cannot monitor memory usage on HMC-managed systems, so
HMC-managed hosts do not show the memory utilization graph.
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4.5.1 Host maintenance mode

102

Before you perform maintenance activities on a host, such as updating the operating system
or firmware or replacing hardware, you should move the host into maintenance mode.
Maintenance mode is sometimes referred to as one-click evacuation.

IBM PowerVC can be used to put IBM PowerVC managed hosts into maintenance mode.
Hosts can be put into maintenance mode from the IBM PowerVC Hosts view by selecting the
host from list and selecting Enter Maintenance Mode, as shown Figure 4-12.

Hosts

Name

. Hosts

Host Groups HMC Connections

'+ No filter applied

Virtual Machines Processors Memory (GB) State Health Host Connection

Gpa.z;geg.aw 9 8 Used (8 Total) 90.5 Used (128 Total) B operating 3ok hmcpowerve
B Ps-212423w 5! 6 Used (8 Total) 82.25 Used (128 Total) [ Operating Mok hmcpowerve
B Pa_z13co3a 3 5.5 Used (12 Total) 47 Used (128 Total) B operating B ok 9.47.66.218 (NovalLink)
B Ps 2142824 5 5 Used (12 Total) 42.75 Used (128 Total) [ Operating B ok 9.47.66.225 (NovaLink)
B Po_zic1mev 2 9.7 Used (24 Total) 87.75 Used (256 Total) B Operating ok 9.114.192.63 (NovaLink)

Figure 4-12 Place the host into maintenance mode

Before the host can be put into maintenance mode, the following conditions must apply:

» The host’s hypervisor must be in the Operating state.

» If VMs on the host are to be migrated to other servers, the following conditions apply:

The hypervisor must be licensed for Live Mobility.
The VMs on the host cannot be in the error, paused, building states.

All running VMs must be in the OK state and the Resource Monitoring and Control
(RMC) connection status must be Active.

All requirements for live migration must be met.

» If the request was made to migrate active VMs when entering maintenance mode, the
following cannot also be true, or the request fails:

There is a VM on the host that is a member of a collocation rule that specifies affinity
and has multiple members.

The collocation rule has a member that is already undergoing a migration or is being
remote restarted.
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The following process describes what happens when the host is put into maintenance mode:

» If requested, all the VMs on the host are migrated to a different host. If there are any errors
during migration, the maintenance operation fails and enters the error state until an
administrator resolves the problem. By default, IBM PowerVC migrates the VMs with the
highest memory usage.

» After maintenance mode is requested, you cannot perform any actions on the host’'s VMs
except stop, delete, or live migrate, and you cannot deploy or migrate VMs to the host.
Therefore, this host is not listed in the IBM PowerVC user interface selection lists for any
actions. You can perform maintenance activities on the host.

» When a host is ready for use, exit the maintenance mode from the IBM PowerVC user
interface. When the host is available in IBM PowerVC again, you must manually move
VMs to the host. The VMs that were previously on this host are not automatically moved
back to this host.

To put the host into maintenance mode, complete the following steps:

1. Select the host that you want to put into maintenance mode and select Enter
Maintenance Mode.

2. If you want to migrate the VMs to other hosts, select Migrate active virtual machines to
another hosts and Destination for migration, as shown in Figure 4-13. This option is
unavailable if there are no hosts available for the migration.

\-;p Confirm the request to place host P8-214423W in maintenance mode.

The host will be unavailable for deploys and migratien. Virtual machines on this

host will have limited functionality.

! Wigrate active virtual machines to another host

Destination Selected by placement policy | ~
Selected by placement policy )
T
P8-21288BW e
. P8_2142B2A-Movalink

Figure 4-13 Virtual machine migration

3. Click OK.

After maintenance mode is requested, the host’s maintenance state is Entering while the VMs
are migrated to another host, if requested. This status changes to On after the migration is
complete and the host is fully in the maintenance state.

To remove a host from maintenance mode, select the host and select Exit Maintenance
Mode.

After the host is brought out of maintenance mode, you can add VMs to the host. IBM
PowerVC does not automatically migrate back VMs that were running on host before it was
put into maintenance mode.

Note: You can edit the period after which the migration operation times out and the
maintenance mode enters an error state by running the following commands:

/usr/bin/openstack-config --set /etc/nova/nova.conf DEFAULT
prs_ha timeout seconds <duration_ in_seconds>
service openstack-nova-ibm-ego-ha-service restart

The <duration_in_seconds> is the timeout period in seconds.
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4.5.2 Host Groups
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You can use host groups to group logically hosts regardless of any features that they might
have in common. For example, the hosts do not have to have the same architecture, network
configuration, or storage. Host groups have the following features:

» Every host must be in a host group.
» VMs are kept within the host group.

» Placement policies are associated with the host groups.

To create a Host Group, go to the Hosts section and select the Host Groups tab, then click

Create. A window opens, as shown in Figure 4-14.

Hosts *» Create Host Group

. Create Host Group

Host groups allow you to logically partition your hosts for placement targeting.

(?) Learn more about host groups

* Host group name:

* Placement policy:

Select placement policy | =

Automated Remote Restart

(@) Learn more about automated remote restart
_ Enable automated remote restart

Dynamic Resource Optimizer

(?) Learn more about DRO settings

- Configure Dynamic Resource Optimizer (DRO)

Members
<k Add

Name Virtual Machines Excluded From DRO

Create Host Group Cancel

Enterprise Pool Memb Type

Figure 4-14 Create Host Group

To create a Host Group, you must provide the following details:

» Host Group Name
» Placement Policy

For the placement policies that are supported by IBM PowerVC, see 2.4.2, “Placement

policies” on page 26.
» Automated Remote Restart

This is a new feature that is introduced with IBM PowerVC 1.3.2. If enabled, automated
remote restart monitors hosts for failure by using the Platform Resource Scheduler (PRS)
HA service. If a host fails, PowerVC automatically remote restarts the VMs from the failed

host to another host within a host group.

IBM PowerVC Version 1.3.2 Introduction and Configuration




Note: Automated Remote Restart is supported only on IBM POWERS8 processor-based
servers.

Without automated remote restart enabled, when a host goes into an Error or Down state,
you must manually trigger the operation of evacuating all the VMs on a host.

Automated restart relies on these values:
— Run interval

The frequency that the state of the host is checked. The default value is 1 minute.
— Stabilization

The number of consecutive run intervals that the host must be down before an
automated remote restart operation is initiated. The default value is five.

Dynamic Resource Optimizer (DRO)

If enabled, DRO continuously monitors your cloud environment's usage. You can specify
that DRO monitors CPU usage or available memory. When a host is found to be overused,
the DRO tries to correct the situation by performing the action that you specified. It can
migrate VMs or, when applicable, work with Capacity on Demand (CoD) to activate mobile
cores. For more information about DRO, see 4.15, “Management of virtual machines and
images” on page 134.

Members
The Hosts for the new Host Group.
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4.6 Hardware Management Console management

Beginning with IBM PowerVC Version 1.2.3, users can add redundant HMCs for Power
Systems servers. If one HMC fails, the user can change the HMC to one of the redundant

HMCs.

4.6.1 Adding an HMC

With IBM PowerVC Version 1.2.3 or later, you can add redundant HMCs for Power System
servers. To add an HMC, in the HMC Connections section in the Hosts window, click Add
HMC, as shown in Figure 4-15. Enter the HMC host name or IP address, display name, user
ID, and password. Click Add HMC Connection. The new HMC is added.

You also can click Remove HMC to remove an HMC.

Add HMC Connection
Specify the details for the HMC connection to be added.

* HMC host name or IP address: * UserID:

947 66.229 pWChmeuser

= Display name: (3) = Password:

HMC-2

Add HMC Connection

Cancel

Figure 4-15 Add HMC Connection
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4.6.2 Changing the HMC credentials

If you want to change the credentials that are used by IBM PowerVC to access the HMC,
open the Hosts window and click the HMC Connections tab. Select the row for the HMC that
you want to work with, and then click Edit. A window opens (Figure 4-16) where you can
specify another user ID, which must already be defined on the HMC with the hscsuperadmin

role.

Edit HMC Connection

Specify the details about the HMC connection that you want to change.

HMC-1

* Host name or IP address: * UserlD:
947 66.228 pwrvchmeuser
* Display name: (2) * Password:

Figure 4-16 Change the HMC credentials

4.6.3 Changing the HMC

IBM PowerVC uses only one HMC for one server. If one HMC fails, you must change the
management console to another HMC. As shown in Figure 4-17, on the Hosts window, select
all of the servers that you want to change, click Edit Host Connection, select the HMC you

want, and click OK.

B Hosts
Hosts Host Groups HMC Connections
* Refresh <= Add HDsI@
=% No filter applied
Mame - Virtual Machines Processors
B Ps-212B8BW El B Used (B Total)
B Pa-21a423w 1 6 Used (8 Total)y
B pa_213c03A 6 5.5 Used (12 Total)
B Pa_z142824 5 5 Used (12 Total)
B rs_21c186V 2 9.7 Used (24 Total)

Memory (GB) State Health Host Connection

90.5 Used (128 Total) Operating oK hmecpowervc

82 25 Used (128 Total) B operating B ok hmcpowerve

A7 Used (128 Total) Operating B ok 9.47.66.218 (NovaLink)
42.75 Used (128 Total) Operating B ok 9.47.66.225 (NovaLink)
B7.75 Used (256 Total) Operating oK 9.114.192.63 (NovalLink)

Figure 4-17 Change the HMC
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The management console of the Power System servers changes to the new HMC, as shown
in Figure 4-18.

Edit Host Connection
Edit the details of the management connection for the selected host For HMC management, select the HMC that PowerVC should use to manage the selected hosts. PawerVC uses only one HMC to manage each host. (2) Learn more.

Selected hosts: P8-214423W, P8-212B8BW

[ This list is fltered based on the selected hosts. Only HHCs that are associated
with all of the selected hosts are included

= HMC connection:
HIC-1 -

Figure 4-18 Select the new HMC for hosts

4.6.4 Change management connection, HMC, and PowerVM NovaLink

You cannot use IBM PowerVC to change your hosts to be PowerVM NovalLink managed if you
are using shared processor pools or shared storage pools (SSPs). If you are using the DRO
with Capacity on Demand (CoD), you can switch to PowerVM NovaLink. DRO continues to
monitor and adjust workloads, but cannot take advantage of CoD.

To prepare the system for PowerVM NovaLink management, complete the following steps:
1. Install the PowerVM Novalink software on a system that is managed by an HMC.

Note: When IBM PowerVC recognizes that PowerVM Noval.ink is installed on it, a
warning is displayed and the host is put into maintenance mode. Any operations that
are running likely fail.

2. From the IBM PowerVC user interface, open the Host window, select the host that you
want to update, and then select Edit Host Connection.

3. For the Host management type, select NovaLink. Enter the appropriate information and
click OK.

IBM PowerVC now recognizes the host as PowerVM NovaLink managed and the host comes
out of maintenance mode.

4.7 Storage and SAN fabric setup

108

When you use external Storage Area Network (SAN) storage, you must prepare the storage
controllers and Fibre Channel (FC) switches before they can be managed by IBM PowerVC.

IBM PowerVC needs management access to the storage controller. When you use user
authentication, the administrative user name and password for the storage controller must be
set up. For IBM Storwize storage, another option is to use cryptographic key pairs. For
instructions to generate use key pairs, see the documentation for your device.

To configure the storage controller and SAN switch, complete the following steps:

1. Configure the FC SAN fabric for the IBM PowerVC environment.

2. Connect the required FC ports that are owned by the Virtual I/O Server (VIOS) and the
storage controllers to the SAN switches.
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. Set up the host names, IP addresses, and administrator user ID and password
combination for the SAN switches.

. Set up the host names, IP addresses, and the administrator user ID and password
combination for the storage controllers.

. Create volumes for the initial VMs that are to be imported (installed) to IBM PowerVC later.

Note: IBM PowerVC creates VMs from an image. No image is provided with

IBM PowerVC. Therefore, you must manually configure at least one initial partition from
which you create this image. The storage volumes for this initial partition must be
created manually. When IBM PowerVC creates more partitions, it also creates the
storage volumes for them.

Note: For IBM PowerVC Version 1.2.2 and higher, you can import an image (that you
created earlier) from storage into IBM PowerVC.

For more information about supported storage in IBM PowerVC Standard Edition, see 2.1.1,
“Hardware and software requirements” on page 14.

4.7.1 Adding a storage controller to IBM PowerVC

To set up storage providers and the SAN fabric, complete the following steps:
1. To add a storage controller, click the Add Storage link on the IBM PowerVC home

window, as shown in Figure 4-4 on page 96. If a storage provider is already defined, the
icon differs slightly. Click the plus sign (+) to the right of Storage Providers, as shown in
Figure 4-19.

!E_\ Home

1BM Cloud PowerV'C Manager will use the following resources to manage your virtual environment (7) Learn more.

e
Memory s

Verify Environment /1) View Results
Last verified: 11/16/16, 10:47 AM

Figure 4-19 Add extra storage providers
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2. The window that is shown in Figure 4-20 requires this information:

— Type: Six types are supported: DS8000, EMC VMAX, EMC VNX, Storwize, IBM XIV
Storage System, and Hitachi Block Storage. In this example, we select Storwize for our
IBM V7000 storage system. The required information may vary depending on the
storage type.

— Storage controller name or IP address and display name.

— User ID and password or Secure Shell SSH encryption key. (The encryption key option
is only for IBM Storwize storage.)

Add Storage

For each new storage provider, a default storage template is created. You can modify
the template after the storage provider has been added.

Specify a storage controller

* Type:
Storwize | =

* Hostname or IP address: * UserID:
9.114.181.189 pwrcuser

* Display name: () Authentication type:
w7000 (@ Password (7) 38H key

= Password:

Connect

Cancel

Figure 4-20 Add Storage

3. Click Add Storage. IBM PowerVC presents a message that indicates that the authenticity
of the storage cannot be verified. Confirm that you want to continue. IBM PowerVC
connects to the storage controller and retrieves information.
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4.

Click Add Storage, and IBM PowerVC finishes adding the storage controller.

Add Storage

For each new storage provider, a default storage template is created. You can modify
the template after the storage provider has been added.

Specify a storage controller
Type: Storwize v 000 Mame: svc

Hame

DS4800_site?_p02
DS8300_site?_p0d

SSP_powerve

Total: 3 Selected: 1

Select a storage pool for the default template

Capacity (GB) Available
IGB)

424 424

1585 118

100 0

Add Storage

4

The selected storage pool is used in the default storage template. To use a
different storage pool, create a new template on the Configuration page.

-

Cancel

Figure 4-21 IBM PowerVC window to select a storage pool

IBM PowerVC presents information about storage pools that are configured on the storage
controller. You must select the default pool where IBM PowerVC creates logical unit
numbers (LUNSs) for this storage provider, as shown in Figure 4-21.

Tip: For more information about the storage template, see 4.9, “Storage connectivity group

setup” on page 115.
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4.7.2 Adding a SAN fabric to IBM PowerVC

Add the SAN fabric to IBM PowerVC. After you add the storage, IBM PowerVC automatically
prompts you to add fabrics. To do so, complete the following steps:

1. Open the window that is shown in Figure 4-22 and click Add Fabric.

Add Fabric

Mext, ywou should add Fibre Channel fabrics.

Add Fabric

Figure 4-22 Add Fabric window

You must complete the following information about the first SAN switch to add it under
IBM PowerVC control:

Fabric type: Brocade and Cisco SAN switches are supported.

Zoning policy: Initiator and Initiator-target are supported.

Note: Initiator zoning creates a one-to-many relationship between the host and the
target storage controller node, and initiator-target zoning creates a one-to-one
relationship between the host and the storage controller. Initiator zoning is typically
used for Cisco fabrics, which helps to keep the zone footprint much smaller.

Principal switch name or IP address and display name.

User ID and password.

For Cisco Fabric, you also have to specify the Primary Port and the VSAN.
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2. In the Add Fabric window, click Add Fabric, and then confirm the connection in the

window that opens. IBM PowerVC connects to the switch and retrieves the setup
information. The window is shown in Figure 4-23.

Add Fabric

Enter the fabric's principal switch credentials.
Fabric designations will be assigned based on order of registration. The first fabric will
be fabric A, the second will be fabric B, continuing for each registered fabric.

* Fabric type:

Brocade

i

* Host name or IP address:

= Zoning policy: (7)
| Initiator-target | =

= ser ID:

* Display name: (?)

* Password:

Add Fabric Cancel

Figure 4-23 IBM PowerVC Add new Fabric
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3. Figure 4-24 shows the IBM PowerVC Storage window after you successfully add the SAN
storage controllers and SAN switches. The Storage Providers tab is selected. To show
managed SAN switches, click the Fabrics tab.

il storage

DataVolumes ~ BootVolumes ( Storage Providers

" Refresh  «}» Add Storage

‘= No filter applied

Name = | Available Capacity State Health Type

A pss000 10,617 GB B running ok
ol clustl 47 GB [H Running ok Shared storage pool
o sriov-test 22179GB [H Running oK Soiwizs,

Figure 4-24 IBM PowerVC Storage providers tab

Additional storage controllers can be added by clicking Storage, then the Storage Providers
tab, and then Add Storage. The window to add a storage controller is the same window that
was used for the first storage controller in steps 1 on page 109 and 2 on page 110 in 4.7.1,
“Adding a storage controller to IBM PowerVC” on page 109.

You can add SAN switches by clicking Storage, then the Fabrics tab, and then Add Fabric.

The window to add a switch is the same window that was used for the first switch (fabric) in
4.7.2, “Adding a SAN fabric to IBM PowerVC” on page 112.

Note: IBM PowerVC Version 1.3.2 supports a maximum of 25 fabrics.

4.8 Storage port tags setup

The next step is to customize IBM PowerVC is the FC port tag setup. This setting is optional.
Individual FC ports in VIOSs that are managed by IBM PowerVC can be tagged with named
labels. For more information about IBM PowerVC tags and storage connectivity groups, see

2.6.3, “Storage connectivity groups and tags” on page 46.

Note: Tagging is optional. It is needed only when you want to partition the I/O traffic and
restrict certain traffic to use a subset of the available FC ports.
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To set up tagging, start from the IBM PowerVC home window and click Configuration —
Fibre Channel Port Configuration to open the window that is shown in Figure 4-26 on
page 116.

For each FC adapter in all VIOSs that are managed by IBM PowerVC, you can enter or select
a port tag (arbitrary name). IBM PowerVC automatically recognizes the fabric that the port is
connected to if the fabric is defined in IBM PowerVC. You can either double-click a Port Tag
field and enter a new tag or use the drop-down menu to select a tag from a list of predefined
tags. You can also set the tag to None or define your own tag. You can also select N_Port ID
Virtualization (NPIV) or virtual SCSI (vSCSI) for the Connectivity field to restrict the port to
special SAN access. To disable the FC port in IBM PowerVC, set the connectivity to None. By
default, all ports are set to Any connectivity, which allows all connectivity methods. In this
example, two sets of FC ports were defined, with Product and Test tags. Certain ports allow
NPIV access only, and other ports allow vSCSI, or Any. Do not forget to click Save to validate
your port settings, as shown in Figure 4-25.

Configuration *  Fibre Channel Port Configuration
}r’ Fibre Channel Port Configuration

arn aby
Host:VIOS 1a Fibre 2a WWPN Status Available Port Tag Connectivity Fabric

Channel Port Connections
P8-212B8BW:vios1 fcs0 10000090iaba403a Bok Development = any | A: Fabric
[ Pa-21288BW-vios1 fesl 1000009012h24030 4\ offline Development e B None
PB-212B3BW-vios2 fcs0 100000901aba3fd4 ok Development = Ay |~ B: Fabric{
[ Pe-212B8BW:vios2 fesl 100000901abas3fds A\ offine r— : iy B None
PB-214423Whvios1 fes0 100000901abd 16be ok Development = Ay |+ A: Fabric-|
& PB-214423Wvios1 fcs1 10000090%abd16bf B Offline Development < ary | None
PB-214423Wvios2 fcs0 100000901abd347e Hok Development = Ay |~ B: Fabric-|
[ PB-214423W-vios2 fes1 100000901abd347F A\ Offiine Development = v B None
[E P 213C93Avi0s1 fes0 100000901aa7bala 9 o 58 S — _ A: Falbric-
-

Figure 4-25 IBM PowerVC Fibre Channel port configuration

Note: Situations exist where you add adapters to a host after IBM PowerVC is installed
and configured. Assign them to a VIOS. Enable the VIOS to discover them by running
the cfgdev command. Then, IBM PowerVC automatically discovers them. If you open
the Fibre Channel Port Configuration window, IBM PowerVC shows these new
adapters.

4.9 Storage connectivity group setup

Next, define the storage connectivity groups. A storage connectivity group is a set of VIOSs
with access to the same storage controllers. The storage connectivity group also controls the
boot volumes and data volumes to use NPIV or vSCSI storage access. For a detailed
description, see 2.7, “Network management planning” on page 52.
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IBM PowerVC creates a default storage connectivity Any Host, All VIOS during the initial
setup and adds all hosts and VIO servers into that group by default. Defining additional
storage connectivity groups is an optional task that can be performed any time after the initial
installation. All VMs that are deployed in IBM PowerVC require a storage connectivity group to
be assigned during the deployment. VM deployed into a storage connectivity group remains
on that group during its lifecycle and cannot be changed.

To set up a storage connectivity group, complete the following steps:

1. Start from the IBM PowerVC home window and click Configuration — Storage
Connectivity Groups to open the window that is shown in Figure 4-26.

Configuration » Storage Connectivity Groups

} “ Storage Connectivity Groups

“ —F vios2 = )
= | VM3 [
VM4 Eh’ ~‘ VIOS2

VM4

Storage Connectivity Group 3—=__J

» Storage Controller-Backed Groups

\«,‘:’ Refresh | | Create Edit Delete Filter -
Name - Enabled Boot Health Data Health Auto-add Boot Volume Ready Members
Members Connectivity
Type
EFA”'_W host, all Yes B ok B ok Yes NPIV Boot: 2, Data: 2
VIOS
[BH auto vscsi npiv | Yes B ok B ok Yes vSCSl Boot: 4, Data: 2

Figure 4-26 IBM PowerVC Storage Connectivity Groups window

Default storage connectivity groups are defined for the following components:
— All ports of all VIOSs that can access the storage providers by using NPIV.

— A VvSCSI boot volume storage connectivity group is added if the environment meets the
requirements of vSCSI SAN access.

— For all VIOSs that belong to the SSPs that IBM PowerVC discovered if SSP was
configured.

2. You can then create your own storage connectivity group. Click Create. In the next
window, enter information or select predefined options for the new storage connectivity
group:

— Name of the storage connectivity group.
— Boot and Data volume connectivity types: NPIV or vSCSI.

— “Automatically add applicable VIOSs from newly registered hosts to this storage
connectivity group”: If checked, from now on, newly VIOSs are added to this group if
they can access the same storage (fabrics and tags) as the other members of the
group.

— “Allow deployments using this storage connectivity group (enable)”: If checked, the
storage connectivity group is enabled for deployment on VMs; otherwise, it is disabled.
You can change this selection later, if necessary.
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— Restrict image deployments to hosts with FC-tagged ports: This setting is optional. If
you use tags, you can select a specific tag. VMs that are deployed to this storage
connectivity group (with a selected tag) can access storage only through FC ports with
the specified tag.

— VIOS Redundancy For Volume Connectivity:

¢ At least: Select this option to define the minimum number of VIOSs per host that
can connect to the volume. From the drop-down menu, select 1, 2, 3, or 4 VIOSs.

* Exactly: Select this option to define the exact number of VIOSs per host that can
connect to the volume. From the drop-down menu select 1, 2, 3, or 4 VIOSs.

— NPIV Fabric Access Requirement: This setting controls how the FC paths are created
when a VM is created. You can choose Every fabric per VIOS, Every fabric per
Host, At least one fabric per VIOS or Exactly one fabric per VIOS.

3. When the information is complete, click Add Member to open the window that is shown in
Figure 4-27. You must select which VIOSs become members of the group. If a tag was
previously selected, only eligible VIOSs are available to select.

After you select the VIOSs, click Add Member. Selected VIOSs are added to the storage
connectivity group.

Then, click Add Group, and the group is created. Now, the group is available for VM
deployment.

Add Member
Select members to add to this storage connectivity group
vIOS 2a Host 1a State RMC State Total FC Ports | FC Ports Connectivity
Ready
vios2 P8-212B8BW B running H Active 2 VSCSE 2, NPIV: | NPIV. vSCSI b
1
vios1 PE-214423W M running H Active 2 VSCSI: 2, NPIV: | NPIV. vSCSI
1
vios2 PE-214423W B running B Active 2 VSCSI: 2, NPIV: | NPIV. vSCSI
1
vios1 P8_213C93A M running H Active 2 VSCSI: 2, NPIV: | vSCSI, NPIV
1
vios2 P8_213C93A M running M Active 2 VSCSI: 2, NPIV: | vSCSI, NPIV
1
vios1 PE_2142B2A M running B Active 2 VSCSI: 2, NPIV: | vSCSI, NPIV
1 -
Close

Figure 4-27 IBM PowerVC Add Member to storage connectivity group window
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A storage connectivity group can be disabled to prevent the deployment of VMs in this group.
To disable a group, you must clear the check box for Allow deployments using storage
connectivity group (enable) on the Detailed Properties window of the storage connectivity

group, as shown in Figure 4-28. The default storage connectivity group cannot be deleted, but
it can be disabled.

Configuration » Storage Connectivity Groups  +  Create Storage Connectivity Group
y’ Create Storage Connectivity Group

(@) Learn about these settings.

“MName: | storage-group-01

Boot volume connectivity type: | ypry | =

Data volume connectivity type: | npry | =

~ Automatically add applicable Virtual 1/O Servers from newdy registered hosts to this storage connectivity group.

GAnmuu sployments using this storage y group cenam@

Restrict image deployments to hosts with Fibre Channel ports tagged as the following:
Na restriction | =

Members
VIOS Redundancy For Volume Connectivity:
@ Atleast

) Exactly

2Virtual I/O Servers | =

" Refresh b Add Filter

Add Group Cancel

Figure 4-28 Disable a storage connectivity group

IBM PowerVC Version 1.3.2 Introduction and Configuration



4.10 Storage template setup

After you configure your storage connectivity group, you can also create storage templates.
Storage templates provide a predefined storage configuration to use when you create a disk.
You must define different information on the storage templates for different types of storage.
For example, as shown in Figure 4-29, this storage template is for the SAN Volume Controller
storage device. You do not need any configuration information except the template name and
pool name. For a full description, see 2.6.2, “Storage templates” on page 43.

Configuration » Storage Templates » Create Storage Template

}’ Create Storage Template

Select a Storage Provider

Storage Provider: S¥C-1

Selecta Storage Pool //‘?

Storage Pool: powervc_data Available Capacity: 16,025.6 GB

Select a Name and Type

= Template Mame:
Prod-Vll-Data

* Type: Advanced Settings
[
}i E

Generic Thin Provisioned

ViUse this storage template as the default for the selected storage provider!

cae

Figure 4-29 Create storage template

A default storage template is automatically created by IBM PowerVC for each storage
provider. However, if the storage contains several storage pools, create a storage template for
each storage pool that you want to use. For IBM Storwize storage, you also must create a
storage template for each I/0 group that you want to use, and each volume mirroring pool pair
that you want to use.

Figure 4-30 on page 120 shows the window to create a storage template for IBM Storwize
storage. To access it, from the IBM PowerVC home window, click Configuration — Storage
Templates — Create. Then, complete these steps:

1. Select a storage provider.
2. Select a storage pool within the selected storage provider.

3. Provide the storage template name.
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4. Select the type of provisioning:
— Generic means full space allocation (also known as thick provisioning).
— Thin Provisioned is self-explanatory.

Both types have additional options available. If you click Advanced Settings, an
additional window (Figure 4-31 on page 121) offers these options:

¢ /O group.

* Real capacity % of virtual storage. (Thin Provisioned Only).

¢ Automatically expand. (Thin Provisioned Only).

e Warning threshold. (Thin Provisioned Only).

e Thin-provisioned grain size. (Thin Provisioned Only).

e Use all available worldwide port names (WWPNSs) for attachment.
* Enable mirroring. You must select another pool to enable mirroring.

For more information about how these settings affect IBM PowerVC disk allocation, see
2.6.2, “Storage templates” on page 43.

— Compressed for storage arrays that support compression.

Configuration » Storage Templates » Create Storage Template

}r" Create Storage Template

Select a Storage Provider

Storage Provider. SVC-1

Select a Storage Pool f

Storage Pool: powervc_data Available Capacity: 16,025.6 GB

Select a Hame and Type

= Template Name: Volume type: Thin/Thick  Advanced Settings

Prod-VM-Data

i '
|

Generic

i@iUse this storage template as the defaultfor the selected storage provider.

coe

Figure 4-30 IBM PowerVC Create Storage Template window

120 IBM PowerVC Version 1.3.2 Introduction and Configuration



Figure 4-31 shows the advanced settings that are available for thin-provisioned templates.
The advanced settings can be configured only for storage that is backed by
SAN-accessed devices. When the storage is backed by an SSP in thin-provisioning mode,
IBM PowerVC does not offer the option to specify these advanced settings.

IBM PowervVCc Configuration Messages DRO Events Reguests

rage Templates » Create Storage Template

T o
=L W“ Create Storage Template
Advanced Settings - Thin Provisioned
Use these settings to customize this storage template.
| ,-Ea‘ Select a Storage Provider (@) Learn more...
By
Storage Provider: SVC-1
2
= 110 gro il
Select a Storage Pool
§.5- Storage Pool: powerve_data Available Capacity: 16,025.6 GB * Real capacity (% of vitual capacity): | 2
{ i
> v Automatically expand
Select a Name and Type
w Warning threshold (% of virtual capacity): i 8[‘!.
[E * Template Name: =
Prod-¥M-Dat: T
4 it i * Thin-provisioned grain size (KB). | 256 @«
2 Type.
(1 ‘ﬁ [[] Use all available WWPNs for attachment
. ; -
a = L) D Enable mirroring; Selectapool |~
Generic Thin Provisioned| festoreDetals Z
m W Use this storage template as the default for the selected storage provider.
4

Figure 4-31 IBM PowerVC Storage Template Advanced Settings

5. After you click Create, the storage template is created and it is available for use when you
create storage volumes. The window that summarizes the available storage templates is
shown in Figure 4-32.

IBM Powerve Configuration s DRO Events R

Configuration »  Storage Templates

&
LI T y Storage Templates

P Refresn ] Create

. [E

Name Type Storage Provider 14 | Storage Pool Default
[ 5VC-1 base template i Thin Provsioned sve-1 powenc_data Yes
B rroarul Generic sve- powenvc_data No
B Proavios Thin Provisioned svc1 powenc_vios No
[ Prod-Vi-Data Thin Pravisioned sve-1 powenve_data No

‘- . -®

Total: 4 Selected: o

Figure 4-32 IBM PowerVC Storage Templates window
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4.11 Storage volume setup

After you add the storage providers and define the storage templates, you can create storage
volumes.

Note: Only data volumes must be created manually. Boot volumes are handled by

IBM PowerVC automatically. When you deploy a partition as described in 4.15.7,
“Deploying a new virtual machine” on page 156, IBM PowerVC automatically creates the
boot volumes and data volumes that are included in the images.

When you create a volume, you must select a template that determines where (which storage
controller and pool) and what the parameters are (thin or thick provisioning, grain size, and so
on) for the volume to create.

When you create a volume, you must select these elements:

A storage template.

The new volume name.

A short description of the volume (optional).

The volume size (GB).

Enable sharing or not. If this option is selected, the volume can be attached to multiple
VMs. This option is for PowerHA or similar solutions.

vyvyyvyyvyy

To create a volume, complete the following steps:

1. From the IBM PowerVC home window, click Storage Volumes — the Data Volumes
tab — Create to open the window that is shown in Figure 4-33.

Create Volume
Specify the details for this storage volume.

* Starage template: (7) Learn about storage templates

Prod-Vi-Data | = Current Storage Used

* Volume name: Storage (1,863.68 GB) 17,868.8 GB Total
ProdyM1-Datad01 o 10%

Description: The projected storage use based on the selected

Datavol for Prodvm volume size is shown in this color.

= Size (GB). (7) Storage Provider. SVC-1
e : Valume Type: Thin Provisioned
50 2= Storage Pool: powervc_data

Available Capacity: 16,005.12 GB

Real Size: 0.02 GB
Real Capacity: 2% of virtual capacity

[ Enable sharing

Create Volume Cancel

Figure 4-33 IBM PowerVC Create Volume window
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2. After you click Create Volume, the volume is created. A list of existing volumes is
displayed, as shown in Figure 4-34. This figure shows that the provisioned disks are in the

available state.

3. From the Storage window, you can manage volumes. Valid operations are the creation,
deletion, or unmanaging of already managed volumes or the discovery of volumes that are
defined on a storage provider and not yet managed by IBM PowerVC. You also can edit
the volumes to enable or disable sharing or resize the volumes. Currently, only increasing

the volume capacity is supported.

IBM Powerve Configuration

3+ Nofilter applied

@ Proqviit-Data0o1

8 Prodvii1-Dataooz

Total: 3 Selected: 0

DataVolumes  Boot Volumes

@Refresh ] Create

Requests

Fabrics

&l Manage Existing

State
B Avaitable
Available

[ Available

Health
BEox
oK

Box

Attached Virtual Machines

0

0

0

Storage Template

Proc-Full

ProdViData

ProdVii-Data

Storage Provider

svet

svet

svet

root (ibm-default)

Description

Clsuter volume for Cluster 001

Datavol for Progvm1

Datavol for Progvia2

4.12 Network setup

Figure 4-34 List of IBM PowerVC storage volumes

When you create a VM, you must select a network. If the network uses static IP assignment,
you must also select a new IP address for the VM or let IBM PowerVC select a new IP
address from the IP pools. For a full description of network configuration in IBM PowerVC,
see 2.7, “Network management planning” on page 52.
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4.12.1 Basic network setup

124

Initially, IBM PowerVC contains no network definition, so you must create at least one network
definition. To create a network definition in IBM PowerVC, from the home window, click
Networks — Add Network to open the window that is shown in Figure 4-35.

MNetworks » Add Network

@ Add Network

Specify the default values for this network. After the network is added, you can select it when deploying images.
() Learn more about adding networks
= Name Network type

Data_Network .
IP address type: (3)

* VLAN ID: () ") Dynamic (DHCP) (@) Static

2230 =
* Subnet mask:

255.255.240.0

MTU (Bytes): ()
1500

* Gateway:
9.47.79.254

Primary DNS: Secondary DNS:
912.16.2 9.0.128.50

Starting IP address: Ending IP address:
9.47.69.141 9.47.69.145

Add Network Cancel

Figure 4-35 IBM PowerVC network definition

You must provide the following data when you create a network:
» Network name

» Virtual LAN (VLAN) ID

» Maximum transmission unit (MTU) size in bytes

» For IP address type, select Dynamic or Static (Select Dynamic if the IP address is
assigned automatically by a Dynamic Host Configuration Protocol (DHCP) server.)

» Subnet mask

» Gateway

» Primary/Secondary DNS (This field is optional if you do not use DNS.)
» Starting IP address and ending IP address in the IP pool

Note: You cannot modify the IP pool after you create the network. Ensure that you enter
the correct IP addresses. You can remove and add a network only if you want to update
the IP addresses in an IP pool.

» Shared Ethernet adapter (SEA) mapping (Select adapters within VIOSs with access to the
specific network and that are configured with the correct VLAN ID.)
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After you click Add Network, the network is created. From the Networks window, you can
also edit the network (change network parameters) and delete networks.

Consider these factors:

» IBM PowerVC detects the SEA to use for each host. Verify that IBM PowerVC made the
correct choice.

» If IBM PowerVC chooses the wrong SEA to use for a specific host, you can change the
SEA later.

You can also check the IP address status in the IP Pool on the IP Pool window, as shown in
Figure 4-36.

Metworks » Network: VLAN-22230
@ Network: VLAN-2230
" Refresh [ Edit Network |5 Remove Network
Cverview
& Refresh Lock Edit Filter 1S
IP Address - Status Virtual Machine Description
o
0.47.60.134 [# unassigned
9.47.69.135 H unassigned
9.47.69.136 3 unassigned
9.47 69.137 [H unassigned
9.47.69.138 [ unassigned =
9.47.69.139 B in use New_IBM_i_image
9.47 69.140 3 unassigned +
Total: 11 Selected: o

Figure 4-36 IP Pool tab

Important: In the SEA mapping list, the Primary VLAN column refers to the Port Virtual
LAN Identifier (PVID) that is attached to the adapter. The VLAN number that you specify
does not need to match the primary VLAN.
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4.12.2 SR-IOV network setup

To configure an SR-IOV network, complete the following steps:
1. Add a NovaLink managed host that uses SR-IOV ports.

2. Select the host and associate/document physical network names with ports on the
SR-IOV Ports tab of the Host Details page. This configuration determines which physical
ports are assigned to the physical network. IBM PowerVC uses this information to ensure
that VMs are not put on the wrong physical networks during deployments or migrations.
Figure 4-37 shows an example of how it should look.

IBM Powervc Configuration Messages  DRO Events equests root (ibm.-defaulty ® -

Hosts » Host: PB_21C1B6Y

T - Host: P8_21C1B6V

Overview  SRJIOV Ports

(@) Leam more about SR-FOU sefings

& Refresh Filter =

Physical Port Status ~  Configured Port Speed  Available Capacity Available Logical Ports  Total Logical Ports Physical Network Name

18 UTBCe.001 WZENaSN-P1-CT-TT ok 10 Ghps 84% 12 20 default

13 UTBCH.00T WZB0EAN-P1-CE-T1 ok 10 Gbgs 92% 18 20 effied! )

13 U7BCH.001 WZB0AAN-P1-CE-T2 Mok 10 Gbps 86% 13 20 default
2 T3 UTBCO.001 WZS04N-P1-CT-T4 & Down Unknown 100% 4 4 999

ﬂ T3 UT6CH 001 WZS094N-P1-CT-T2 & Down Unknown 100% 0 2n test
I

Total:  Selected: 0

FOT -
»

Figure 4-37 Available SR-IOV physical ports at the NovaLink host and their current state

Physical port PCI Physical port location for the specified physical network.
Status The overall status of the physical port.
Configured port The network speed at which the port negotiates.

Available Capacity The percentage of bandwidth capacity that is not yet allocated to
any logical port.

Available Remaining available logical ports.
Total Logical Ports The total number of logical ports to use.

Physical Network Name
Current name that is associated to the physical port. Specifying a
physical network name allows you to configure which ports are
attached to which network in your environment. You can choose an
existing physical network name or give this network a new name.

Note:

» The capitalization that you use to specify the physical network name cannot be
changed. For example, if you name a network DATA1 and later use datat, the
system updates data1 to DATA1. Therefore, if you manually changed the network
label on PowerVM from DATA1 to data1, the network no longer lines up with the

physical network name that is specified in IBM PowerVC and this function does not
work correctly.

» You cannot rename a physical network that is in use by other resources.

» The PowerVM port label is updated to match the physical network name. The port
sublabel is not changed and remains available for your use.
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3. Now that you confirmed that your SR-IOV adapters are visible to IBM PowerVC, proceed
to add the network. Go to the Network details window, click Add Network, and specify the
physical network name for it. When you specify the physical network name, the list of ports

from step 2 on page 126 are shown. Figure 4-38 shows that when you select the efried1

physical network name, the real port behind it becomes visible.

IBM PowerVe Configuration  Messages

Hetworks »  Add Network

Total: 5

1
E ~ SRAOV Adapter Mapping
35

@) Leam more about SR-IQV seltings

* Physical network name:
effied] -
g

T @ Add Network

Hosts configured with the specified physical netuotk name:

root (ibm-default) (0]

Requests

Filter i3

G

3 P8_21C1B6Y

UTBCE.001 NZS094N-P1-C6-T1 >

Total: 1

»

Figure 4-38 Add SR-IOV Network

4. The new SR-IOV network is created and visible, as shown in Figure 4-39.

Filter

& Refresh = Add Network [ Configure DNS Authority
‘ E o No fiter applied
‘T Hame < viaND e virtual Machine Usage Subnet Mask Gateway DNS
T3 Development 2230 Static El 255.255.240.0 9.47.79.254 9.1218.2,912.16.2
ﬁ i1 e 1017 DHCP 2
Static 0 255.255.255.0 192.168.1.1 9.8.88 )

101

33
11 efriedt 33

B

®

3

Em | Tl Sekcted o
>

Figure 4-39 SR-IOV Network available after creation
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5. You can now choose the SR-IOV network that you created when you deploy a VM, or you
can attach the SR-IOV network to a VM that was already deployed in IBM PowerVC. In this
particular case, we cover a deployment of a new VM from image. Go to the Images section
and select the one you want. Select Deploy and complete the standard sections. In the
Deploy Target window, select the NovaLink host that contains the SR-IOV ports. Scroll
down to the Network section. Click Add Network and a dialog box opens, as shown in
Figure 4-40.

IBM Powervc Configuration  Messages  DROEvents  Requests

Deploy template-rhel73

Add Network
Specify the details for the network to be added to the deploved vittual machine,

| Deploy template-rhel73

* Primary network (system default gatewa
Add Network L (or gateway Adapter tpe,

efried! () SEA @ SReIOV

W Specify IP address SRIOV.Optidns;
192.168.1.100 (@ Leam move about SRHICV seltings

Redundant adapter
* Vitual NIC capaciy (%)

3 2
I &
Deplo Cancel Add Network Cancel

e}

Figure 4-40 Add SR-I0OV Network adapter to the VM

On the Primary network (system default gateway) drop-down menu, the SR-IOV network
you created previously should show up. Complete the following steps:

a. Specify an IP address that falls under the network segment you previously defined.
b. Select SR-IOV as the Adapter type.

c. Specify Redundant adapter if your network is set up for redundancy. You can check
only the Redundant adapter check box if two physical ports are available for a
host/network combination. Redundancy cannot be used with one or fewer physical
ports because two ports are required to provide alternative paths for the Ethernet
traffic. If this is selected, the vNIC adapter that is created for the VM includes multiple
logical ports.

d. Select the Virtual NIC capacity to specify quality of service (QoS). This is the
minimum capacity of this network. During run time, the VM has at least this amount of
network connectivity capacity. If the requested capacity is not available, the deployment
is not allowed.

Important:

» You can use this setting to prevent important workloads on your VMs from losing
resources to less important workloads that share the same physical port.

» The maximum capacity value is calculated based on the amount of capacity
currently available for a host/network combination.
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6. After the VM is deployed with the applied configuration, it should become visible in the
VMs section of IBM PowerVC. Click Virtual Machines and find your VM. Browse through
its properties and it should show that the SR-IOV network port was added, as shown in
Figure 4-41.

irtual Machines »  VM:template-rhel73

Y

EE vM: template-rhel73

Overview Attached volumes Consale

~ Network Interfaces o
" Refresh Filter i3
Network + | 1P aAddress 1P Address Tyne MAC Address VLANID Redundant Aanter Virtual NIC Capacity Adapter Type

13 efiedt 182.168.1.100 static fa:09.06:c182:20 3 Ne 2% SR-I0Y

Total: ¢ Selected: 0

~ Collocation Rules

Name - Policy Type Policy State Virtual Machines

Mo items to display

Total: o Selected: o

1@ - @@ -8

Figure 4-41 Deployed VM with an SR-IOV network adapter available

Detaching an SR-IOV attached virtual machine
Whether you must remove an SR-I0V attached VM, see IBM Knowledge Center:

http://www.ibm.com/support/knowledgecenter/P8DEH/p8hat/p8hat_dlpariopmovep6.htm

4.13 Compute template setup

A compute template provides a predefined compute configuration to use when you deploy a
new VM. By default, IBM PowerVC provides six compute templates with different sizes, from
tiny to xxlarge, you can use. You select a compute template when you deploy a VM. You can
change the values that are set in the compute template that is associated with a VM to resize
it. You can also create compute templates on the Configuration window.

For the full description about compute templates, see 2.4.4, “Information that is required for
compute template planning” on page 30.

Figure 4-42 on page 130 shows the window that opens when you create a compute template.
To access the compute template configuration from the IBM PowerVC home window, click
Configuration —» Compute Templates — Create Compute Template. You must specify the
following settings for images that are deployed with the compute template:

For Template settings, select Advanced.
Provide the compute template name.
Provide the number of virtual processors.
Provide the number of processing units.
Provide the amount of memory.

Select the compatibility mode.

vyVyVYyVvYYVvYyyYy
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If you selected Advanced Settings, additional information is required:

» Provide the minimum, desired, and maximum number of virtual processors.
Provide the minimum, desired, and maximum number of processing units.
Provide the minimum, desired, and maximum amounts of memory (MB).
Enter the processor sharing type and weight (0 - 255).

Enter the availability priority (0 - 255).

vvyyy

Configuration » Compute Templates » Create Compute Template

_}*"" Create Compute Template

() Basic g- Advanced

* Template name:

AlX-test
Processors Memory
Virtual processors: Memory (MB): (7)
© Minimum:  ~ Desired: © Maximum: * Minimum: = Desired: = Maximum:
1 2 4 8,192 16,384 32,768
v| Share processors Active Memory Expansion: (7)
i . [T Enable AME
Processing units: (7)
AME Expansion Factor:
* Minimum: * Desired: = Maximum:
1 2 4
Miscellaneous
* Shared processor pool: (2) [] Enable vitual machine remote restart. (2)
etz ool Compatibility mode:
Processor sharing: default
« ldle sharing Availability priority (0-255);
v Uncapped 197

Weight (0-255):
127

Create Compute Template Cancel

Figure 4-42 IBM PowerVC Create Compute Template
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After you click Create Compute template, the Compute Templates window opens for use
when you create a VM. The window that summarizes the available compute templates is
shown in Figure 4-43.

Configuration » Compute Templates

}"” Compute Templates

P Refresh 7] Create [ Edit [ Delete Filter =
Name - Processors Memory (MB)

[ powervm.large 8 32,768

[ powervm.medium 4 16,384

 powervm.small 2 8,192

B powervm tiny 1 4,096

[ powervm.xlarge 16 65,536

[ powervm.xxlarge 3z 131,072

Figure 4-43 IBM PowerVC Compute Templates

4.14 Environment verification

After you add the hosts, storage providers, networks, and templates, as a preferred practice,
verify your IBM PowerVC environment before you try to capture, deploy, or onboard VMs.

Virtualization management function failures might occur when dependencies and prerequisite
configurations are not met.

IBM PowerVC reduces the complexity of virtualization and cloud management. It can check
for almost all required dependencies and prerequisite configurations and clearly
communicate the failures. It can also accurately pinpoint validation failures and remediation
actions when possible.

Figure 4-44 shows the IBM PowerVC Home interface where you start the verification process
by clicking Verify Environment. Access the verification report by clicking View Results.

=1 Home
1BM Cloud PowerVC Manager will use the following resources to manage your virual enviranment (2) Lear more
Hosts: 4 g Networks: 2 gfa
Virtual machines: 4 me
Processors [T Fabrics: 2 dfa
Memery B 0%

Verify Environment 3. View Results
Last verified: Running.

Figure 4-44 IBM PowerVC interface while environment verification in process
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The validation of the IBM PowerVC environment takes from a few seconds to a few minutes to
complete depending on the size of the environment.

The environment validation function architecture is used to add and change validators to
check solution-specific environment dependencies and prerequisite configurations. This
architecture is intended to allow the tool to be tuned to improve on performance, reliability,
and scalability of validation execution with the increase in the number of endpoints, their
configurations, and their inter-connectivity.

4.14.1 Verification report validation categories

132

After the validation process finishes, you can access a report of the results, as shown in
Figure 4-45. This report consists of a table with four columns where you see the following
values:

» Status

» System

» Validation Category
» Description

IBM PowerVC Users Configuration Messages

Home » Verify Environment Results

S

ﬁ Verify Environment Results

Verify Environment /1) Verification completed

3 Verification Results from 6/18/15, 2:12 PM
ﬁ Filte -
Status ~ System Validation Description
1 Category
& 9.47.69.144 Management The PowerVC management server does not meet the minimum swap space :
\Warning Server Resources = requirements. The current amount of swap space is 6143 MB but 10240 MB are L=
validations required.
2 & ok 9.114.181.1¢ Brocade Fabric 9.114.181.184 resource is reachable from the management server.
validations
& ok 9.114.181.1¢ Brocade Fabric The credentials for 9.114.181.184 resource have been validated.
validations
2 & ok 9.114.181.1¢ Brocade Fabric The level of firmware on the storage system is correct.
validations
4 ok 9.114.181.1¢ Brocade Fabric Zoning is enabled on the fabric managed by this switch.
validations : i
< 11 3
5

Total: 125 Selected: o

Figure 4-45 Verification Results view

The following list shows the validation categories in this report and a description for the types
of messages to expect from each of the categories:

Access and Credentials
Validation of reachability and credentials from the management server
to the IBM PowerVC domain, including user IDs, passwords, and SSH
keys for all resources.

File System, CPU, and Memory on Management Server
Minimum processing and storage requirements for the IBM PowerVC
management server.
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0S, services, database
This category groups all messages that relate to the availability of the
service daemons that are needed for the correct operation and
message passing on the IBM PowerVC domain. This category
includes operating system services, OpenStack services, platform
Enterprise Grid Orchestrator (EGO) services, and MariaDB
configuration.

HMC version HMC software level and K2 services are running.

HMC managed Power Systems server resources
Power Systems hosts when they are managed by an HMC. Validation
messages include the operating state, PowerVM Enterprise Edition
enablement, PowerVM Live Partition Mobility (LPM) capabilities, ability
to run a VIOS, maximum number of supported Power Systems
servers, firmware level, and processor compatibility. This category is
visible from IBM PowerVC Standard Edition.

Virtual I/O Server count, level, and RMC state
Minimum number of configured VIOSs on each managed host,
software level, RMC connection and state to the HMC, license
agreement state, and maximum number that is required for virtual
adapter slots. This category is viewable from IBM PowerVC Standard
Edition.

Virtual Network: Shared Ethernet Adapter
The SEA is configured on the IBM PowerVC management server
network and in the Active state. The maximum number of required
virtual slots.

Virtual I/O Server Shared Ethernet Adapter count, state
This category relates to the validation of at least one SEA on one
VIOS. You can view this category from IBM PowerVC Standard
Edition.

Host storage LUN Visibility
LUN visibility test. LUNs are created on storage providers and are
visible to VIOSs.

Host storage FC Connectivity
Messages that relate to the enabled access to the SAN fabric by the
VIOSs and the correct WWPN to validate that VIOS - Fabric - Storage
connectivity is established. This category is viewable from
IBM PowerVC Standard Edition.

Storage Model Type and Firmware Level
Messages that relate to the minimum SAN Volume Controller and
storage providers’ firmware levels and the allowed machine types and
models (MTMs).

Brocade Fabric Validations
Validation for the switch presence, zoning enablement, and firmware
level.
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Figure 4-46 shows the depth of information that is provided by IBM PowerVC. This example
shows error messages and then confirmation of an acceptable configuration. By clicking or
hovering the mouse pointer over each row of the verification report, you can see windows with
extra information. In addition to the entry description, IBM PowerVC suggests a solution to fix

the cause of an error or an informational message.

& The PowerVC management server does not meet ihe minimum swap space requirements. The De=tption

Response:
‘The PowerVC management server must have at least 10240 MB of swap space available.

7
2 @ ok

14

current amount of swap space is 2047 MB, but 10240 B are required.

A waming

@ok

@ox
@k
@ ok
@ok
@ox

, The PowerVC management server does not meetthe minimum swap space requirements. The current amount of swap space is 2047 MB, but 10240 MB are required

The PowerV'C management server does not meetthe minimum memory requirements. The actual is 9.60167GB but expected s 10GB.
0T T PR ST O CE VAT

P8-214423Wios1 VIOS validations Unable to check the media repository free space. Check VIOS is active O RMC in running state.
9.114.181.33 Brocade Fabricvalidations The switch's firmware level is acceptable

9.114.181.33 Brocade Fabricvalidations Zoning is enabled on the fabric managed by this switch.

9.114.181.33 Brocade Fabric validations The switch s the principal switch on the fabric

9.114.181.34 Brocade Fabricvalidations The switch's firmware level is acceptable

9.114.181.34 Brocade Fabricvalidations Zoning is enabled on the fabric managed by this switch.

0.114.181.34 Brocade Fabricvalidations The switch s the principal switch on the fabric.

PE-21282BW HIC Nanaged Host validations The Power Systems hostis in the operating state.

Figure 4-46 Example of a validation message for an error status

4.15 Management of virtual machines and images
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The following sections describe the operations that can be performed on VMs and images by
using the IBM PowerVC management host:

VVYYYVYYYVYVYVYVYVYVYYVYYY

4.15.1,
4.15.2,
4.15.3,
4.15.4,
4.15.5,
4.15.8,
4.15.9,

“Virtual machine onboarding” on page 135
“Refreshing the virtual machine view” on page 143
“Starting the virtual machine” on page 144
“Stopping the virtual machine” on page 144
“Opening a console window” on page 145
“Resizing the virtual machine” on page 162
“Migration of virtual machines” on page 164

4.15.10, “Host maintenance mode” on page 168

4.15.11, “Restarting virtual machines remotely from a failed host” on page 170
4.15.12, “Attaching a volume to the virtual machine” on page 174

4.15.13, “Detaching a volume from the virtual machine” on page 175

4.15.14, “Resetting the state of a virtual machine” on page 177

4.15.15, “Deleting images” on page 178

4.15.16, “Unmanaging a virtual machine” on page 178

4.15.17, “Deleting a virtual machine” on page 179
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Most of these operations can be performed from the Virtual Machines window, as shown on
Figure 4-47. However, removing a VM, adding an existing VM, and attaching or detaching a
volume from a VM are performed from other windows.

Virual Machines  »  VM: pw6501-rhel73-powervc01-v1.3.2.0

i E VM: pw6501-rhel73-powervc01-v1.3.2.0

Overview Aftached Volumes

4 Refresh start (@ Stop (' Restart [ Delete Capture [ Resize grate [ Edit Details [4 Edit Expiration Date

+ Information

+ Specifications

» Network Interfaces

+ Collocation Rules

+ Details

Figure 4-47 QOperations icons on the Virtual Machines view

4.15.1 Virtual machine onboarding

IBM PowerVC can manage VMs that were not created by IBM PowerVC, such as VMs that
were created before the IBM PowerVC deployment. To add an existing VM, complete the
following steps:

1. From the IBM PowerVC home window, click the hosts icon within the main pane (host icon
on the left) or click the Hosts link, as shown in Figure 4-48.

Storage providers: 1 eja Networks: 1 ofa
Virual machines: 1 Managed volumes: 3
Processors ] 35% Fabrics: 2
Memary Bl 9%

4

Verify Environment
Last verified: Never

Figure 4-48 Select a host window
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2. Click the line of the host on which the VMs that you want to manage are deployed. The
background color of the line changes to light blue. Click the host name in the Name
column, as shown in Figure 4-49.

. Hosts

Hosts Host Groups HMC Connections

P Refresh e Add Host [ Edit Host Connection [5 Remove Host  }1 Enter Maintenance Mode Filter

{] Manage Existing Virtual Machines by v
1% Nofilter applied

Name - Virtual Machines Processors Memory (GB) State Health Host Connection

Novalink- 0 3.5 Used (12 Total) 28.25 Used (128 @ operating B ok MovaLink
P8_213C93A Total)
P8-21288BW 0 45Used (8Total)  25Used (128 Total) [ Operating @ ok HuMCA
il Ps-214223w 1 45 Used (8 Total) 23Used (128 Total) [ Operating Bok HMC-1
B rs_214280a 0 25Used (12 Total) 24 Used (128 Total) Operatin oK Novalink
_: P g

Noval ink

Figure 4-49 Selected hosts window

3. The detailed host window opens. In Figure 4-50, the Information and Capacity sections
are collapsed for improved viewing. To collapse and expand the sections, click the section
names, and you see the collapse and expand buttons. The Virtual Machines section is
expanded, but it contains no data because IBM PowerVC does not yet manage any VM on
this host.

. Host: P8-214423W

@A Refresh J Edit Host Connection [ Remove Host Mf Enter Maintenance Mode *=*Edit DRO Properties

> Virtual Machines

" Refrash  f5] Manage Existing Filter -

Mo items to display

Figure 4-50 Collapse and expand sections

4. Under the Virtual Machines section (or in the home Hosts section), click Manage Existing
to open a window with two options:

— Manage all fully supported VMs that are not currently being managed by IBM
PowerVC. VMs that require preparation must be selected individually.

— Select specific VMs.

5. Check Select specific virtual machines.
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6. After you load data from the HMC, IBM PowerVC displays a new window with two tabs.
The Supported tab shows you all of the VMs that can be added to be managed by the
IBM PowerVC. Select one or more VMs that you want to add. The background color
changes to light blue for the selected VMs, as shown in Figure 4-51.

Note: Checking Manage any supported virtual machines that are not currently
being managed by IBM PowerVC and then clicking Manage results in adding all
candidate VMs without asking for confirmation.

Hosts » Manage Virtual Machines: P8-214423W

- Manage Virtual Machines: P8-214423W

Supported (1) Not supported (0)

Virtual machines available for management:

Filter = -
2% No filter applied

Name - Ready Details

Total: 1 Selected: 1

Figure 4-51 Add existing VMs

Note: If a VM does not meet all of the requirements, the VM appears on the Not
supported tab. The tab also shows the reason why IBM PowerVC cannot manage the
VM.

Note: The detailed eligibility requirements to add a VM into an IBM PowerVC managed
PowerVM host are available in IBM Knowledge Center:

https://ibm.biz/BdXK6a

After you click Manage, IBM PowerVC starts to manage the processing of the selected
VMs.
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7. 1BM PowerVC displays a message in the lower-right corner during this process, as shown
in Figure 4-52. These messages remain visible for a few seconds.

Tip: You can display the messages again by clicking Messages on the black bar with
the IBM logo at the top of the window.

Hosts » Host: P8-214423W

- Host: P8-214423W

" Refresh [ Edit Host Connection [ Remove Host éﬂ Enter Maintenance Mode 'SYEdit DRO Properties

* Information

Name: P8-214423W
State: " ] Operating
Health: # ok

Host connection type: HMC

CPU details: {'arch™ "ppc64", "vendor": "ibm"}
CPU clock frequency: 3,724 MHz
Processor utilization: 0.13%

Hypervisor host name: 828641A_214423W
HMC connection: HMC-1

Memery regien size (MB): 256

Live Partition Mobility capable: True

Active Memory Expansion capable:  True

Remote restart enabled: True
Host group membership: Default Group 0
Excluded from DRO: No [/ The request to manage virtual machine rhel72-base-m-
070b488e-00000002 has been received and the action is
Enterprise pool member: No processing. Progress can be monitored on the host details

age.

Figure 4-52 Example of an informational message

8. After you discover a VM, click the Virtual Machines icon to return to the Manage Existing
window. Select the recently added VM. The background color changes to light blue.

Double-click the recently added VM to display its detailed information. The VM’s details
window can be accessed by double-clicking Home — Hosts — host name — VM name
where host name is the name of the server that contains the VM that you want to view and
VM name is the correct VM.
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9. For improved viewing, you can collapse sections of the window. Figure 4-53 presents the
detailed view of a VM with all sections collapsed. You can collapse and expand each
section by clicking the section names: Information, Specifications, Network Interfaces,
Collocation Rules, and Details.

Virwal Machines  »  VM: pw6501-rhel73-powervc01-v1.3.2.0

4 VM: pw6501-rhel73-powervc01-v1.3.2.0

+ Information

+ Specifications

» Network Interfaces

+ Collocation Rules

r Details

Overview Attached Volumes

™ Refresh @ stop (C'Restart [FDelete  [7 Capture % Resize [ Edit Details [ Edit Expiration Date

Figure 4-53 Virtual machine detailed view with collapsed sections

10.The Information section displays information about the VM status, health, and creation
dates. Table 4-1 explains the fields in the Information section.

Table 4-1 Information section fields

Field Description
Name The name of the VM.
Description A user editable field for providing descriptive information.
State The actual state for the VM.
Health The actual health status for the VM:
OK
The target resource, all related resources, and
the IBM PowerVC management services for
the resources report zero problems.
Warning
The target resource or a related resource
requires user attention. Nova or Cinder host
services that manage the resources report
problems and require user attention.
Critical
The target resource or a related resource is in
an error state.
Unknown
IBM PowerVC cannot determine the health
status of the resource.
ID This internal ID is used by IBM PowerVC management hosts to identify
uniquely the VM.
Host Host server name where the VM is allocated.
Excluded from DRO Yes or No. Is the host excluded from the DRO?
Created Creation date and time.
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Field

Description

Last updated

Last update date and time.

Expiration date:

Date and time that the VM expires. None indicates that no date was
specified.

Note: Each host, network, VM, and any other resource that is created in the
IBM PowerVC management host has its own ID number. This ID uniquely identifies
each resource to the IBM PowerVC management host.

11.In Figure 4-54, the Information section is expanded to display details about the recently

added VM.

irtual Machines  »  VM: pw6501-rhel73-powervc01-v1.3.2.0

VM: pw6501-rhel73-powervc01-v1.3.2.0

«" Refresh

~ Information

Name:

Description:

State:

Health:

ID:

Host:

Excluded from DRO:
Owner:

Created:

Last updated:

Expiration date:

Overview Attached Volumes

@ stop ('Restart [F Delete  [5] Capture [ Resize [ Edit Details [ Edit Expiration Date

pwE501-rhel73-powervc01-v1.3.2.0
Edit
3 Active
/& Warning - Reason: RMC state of Virtual Machine pwe501-rhel73-powerve01-v1.3.2.0 is Inactive (7)1 earn more
11649031-a%i8-4d1i-948a-5e6c373babef
P8-212B8BW

No  (Edit)

November 14, 2016 at 1:51:26 PM CST
November 15, 2016 at 10:46:29 AM CST

None

Figure 4-54 Virtual machine detailed view of expanded Information section

12.Collapse the Information view and expand the Specifications section. This section
contains information that relates to the VM capacity and resources. Table 4-2 provides the
fields in the Specifications section.

Table 4-2 Specifications section’s fields

Field Description
Remote restart enabled Remote restart is enabled or disabled.
Remote restart state Status of the remote restart.

Excluded from automated remote | Status of the automated remote restart.

restart

Memory Amount of memory (expressed in MB).
Processors Amount of entitled processing capacity.
Minimum memory (MB) Amount of minimum wanted memory.
Maximum memory (MB) Amount of maximum memory.
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Field

Description

Minimum processors

Amount of minimum virtual processor capacity.

Maximum processors

Amount of maximum virtual processor capacity.

Availability priority

Priority number for availability when a processor fails.

Processor mode

Shared or dedicated processor mode selected.

Minimum processing units

Amount of minimum entitled processing capacity.

Maximum processing units

Amount of maximum entitled processing capacity.

Sharing mode

Uncapped or capped mode selected.

Shared processor pool

The shared processing pool to which the VM belongs.

Processor compatibility mode

The processor compatibility mode is determined when the
instance is powered on.

Desired compatibility mode

The processor compatibility mode that is wanted for the VM.

Operating system

The name and level of the operating system that is installed

on the partition.

13.Figure 4-55 provides an example of the Specifications section for the recently added VM.

a ' w

Overview Attached Volumes
~ Specifications

Remote restart enabled:
Remote restart state:

Excluded from automated remote restart:
Memaory:

Processors:

Minimum memory (MB):
Maximum memory (MB)
Minimum processors:
Maximum processors:
Availability priority:

Processor mode

Minimum processing units:
Maximum processing units:
Sharing mode:

Shared processor pool:
Processor compatibility mode:
Desired compatibility mode:

Operating system:

Virtual Machines  »  VM: pw6501-rhel73-powervc01-v1.3.2.0

S VM: pw6501-rhel73-powervc01-v1.3.2.0

Disabled (This property can only be changed when the host supports remote restart and the virtual machine is shut off.)
Invalid

Mo  (Edi)

10 GB (Dedicated)

2 (1 Shared units), 42.89% current utilization

1.024

20,460

Gl

2

127

Shared

0.1

2

Capped

DefaultPool

POWERS (The processor compatibility mode is determined when the instance is powered on)
default

Unknown

Figure 4-55 Virtual machine detailed view of the expanded Specifications section
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14.Collapse the Specifications section and expand the Network Interfaces section. This
section contains information that relates to the virtual network connectivity, as shown in

Figure 4-56.

Virwal Machines  »  VM: pw6501-rhel73-powervc01-v1.3.2.0

= vM: pw6501-rhel73-powervc01-v1.3.2.0

Overview Attached Volumes

" Refresh @ stop C'Restart [# Delete  [Z Capture [ Resize

[4 Edit Details [ Edit Expiration Date

+ Information

» Specifications

~ Network Interfaces
«® Refresh =} Add
Network -

11 Development

Thtal lected: [
Total: 1 Selected: 0

+ Collocation Rules

+ Details

Filter =

IP Address IP Address Type MAC Address VLAN ID Adapter Type

Static Be:72:ad:f2:9d:02 2230 SEA

Figure 4-56 Virtual machine detailed view of expanded Network Interfaces section

15.Double-click Network Interfaces. Two tabs are shown. The Overview tab displays the
Network detailed information, including the VLAN ID, the VIOSs that are involved, the

SEAs, and other useful information. The IP Pool tab displays the range of IP addresses

that make up the IP pool (if you previously defined it). Figure 4-57 shows the Network
Overview tab.

Metworks +  Network: Development

@ Network: Development

Overview IP Pool

«® Refresh [ Edit Network [5 Remove Network

~ Information

Subnet mask:

Name: Development
VLAN ID: 2230

Type: Static
Physical network name:  default

MTU (Bytes): 1500

255.255.240.0

Gateway: 0.47.79.254
Primary DNS: 9.12.1B.2
Secondary DNS: 9.12.16.2
Starting IP address: 947.64.1
Ending IP address: 9.47.79.253
Total IP addresses: 4,093

Figure 4-57 Detailed Network Overview tab

16.The Collocation Rules section displays the collocation rules that are used to allocate the
VM (if you configured collocation rules).
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17.The last section of the Virtual Machine window is the Details section, which presents the
status and the hypervisor names for the VM, as listed in Table 4-3.

Table 4-3 Details section’s fields

Field

Description

Power state

Power status for the VM

Task status

Whether a task is running on the VM and the
status of the task

Hypervisor host name

HMC

The name of the host in the hypervisor and the

Hypervisor partition name

HMC

The name of the VM in the hypervisor and the

4.15.2 Refreshing the virtual machine view

Refresh reloads the information for the currently selected VM. Click Refresh to reload the
information. Figure 4-58 shows the detailed Information section of the Overview tab for the

selected VM.

«® Refresh

~ Information

Name:

Description:

State:

Health:

ID:

Host:

Excluded from DRO:
Owner:

Created:

Last updated:

Expiration date:

Virtual Machines  »  VM: pw6501-rhel73-powervc02

F-H VM: pw6501-rhel73-powervc02

Overview Attached Volumes

@ stop (' Restart [# Delete 5 Capture % Resize = Migrate

pwE501-rhel73-powervc02

Edit

Active

oK
47ff40bc-1b93-4640-9145-53bc72b7567d
P8-214423W

No  (Edit)

November 14, 2016 at 1:59:18 PM CST
November 15, 2016 at 11:51:43 AM CST

None

[ Edit Details [ Edit Expiration Date

Figure 4-58 Virtual machine Refresh icon

Note: On many IBM PowerVC windows, you can see a Refresh icon, as shown by the red
highlighting in Figure 4-58 on page 143. Most windows update asynchronously through
long polling in the background. Refresh is available if you think that the window does not
show the latest data from those updates. (You suspect something went wrong with a
network connection, or you want to ensure that the up-to-date data displays.) By clicking
the Refresh icon, a Representational State Transfer (REST) call is made to the IBM
PowerVC server to get the latest data that is available from IBM PowerVC.
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Out-of-band operations

In the context of IBM PowerVC, the term out-of-band operation refers to any operation on an
object that is managed by IBM PowerVC that is not performed from the IBM PowerVC tool.
For example, an LPM operation that is initiated directly from an HMC is considered an
out-of-band operation.

With the default polling interval settings, it might take several minutes for IBM PowerVC to be
aware of the change to the environment as a result of an out-of-band operation.

4.15.3 Starting the virtual machine

From the Virtual Machines window, you can use the Start option to power on the currently
selected VM. After the VM finishes the start process, the VM is available for operations that
are performed through the IBM PowerVC management host. The process takes more time
than the boot process of the operating system. IBM PowerVC waits until the RMC service is
available to communicate with the VM. Even though the status field is Active (because the VM
is powered on), the health field displays a message warning that is similar to “Reason: RMC
state of VM vmaix01 is Inactive”. Wait for a few minutes for the health field to display a status
of OK before you manage the VM from IBM PowerVC. Figure 4-59 shows the VM after it
starts.

Virual Machines  »  VM: pw6501-rhel73-powervc02

=8 VM: pw6501-rhel73-powervc02

Overview Attached Volumes

" Refresh @ stop C'Restat [# Delete [ Capture [iResize oo Migrate [ Edit Details [ Edit Expiration Date
~ Information

Name: pw6501-rhel73-powervc02

Description: Edit

State: [ Active

Health: M ok

ID: 4T71i40bc-1b93-4640-9145-53bc72b7567d

Host: PB-214423W

Excluded from DRO: No  (Edit)

Owner:

Created: November 14, 2016 at 1:58:18 PM CST
Last updated: MNovember 15, 2016 at 11:51:43 AM CST
Expiration date: None

Figure 4-59 Virtual machine fully started

4.15.4 Stopping the virtual machine

From the VM’s detailed window, click Stop to shut down the VM.

Important: IBM PowerVC shows a window that asks for confirmation that you want to shut
down the machine before IBM PowerVC acts.
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When the VM completes the shutdown process, the state changes to Shutoff, as shown in
Figure 4-60. This process takes a few minutes to complete.

Virtual Machines  »  VM: pw6501-rhel73-powervc02

5l VM: pw6501-rhel73-powervc02

Overview Attached Volumes

4" Refresh [ Start (' Restart [ Delete [ Capture [ Resize te  [4 Edit Details [ Edit Expiration Date

+ Information

Name: pwB501-rhel73-powervc02

Description: Edit

State: || Shutoff

Health: Mok

ID: 47ff40bc-1b93-4640-9145-53bc72b7567d
Host: P8-214423W

Excluded fromDRO: No  (Edif)

Owner:

Created: November 14, 2016 at 1:59:18 PM CST
Last updated: November 15, 2016 at 11:50:19 AM CST
Expiration date: None

Figure 4-60 Virtual machine powered off

Note: If an active RMC connection exists between IBM PowerVC and the target VM, a
shutdown of the operating system is triggered. If no active RMC connection exists, the VM
is shut down without shutting down the operating system.

4.15.5 Opening a console window
IBM PowerVC supports access to a virtual console for NovaLink-managed VMs from the user
interface. This allows convenient command-line access without leaving the PowerVC web

interface. Additionally, it provides access to a VM even if the VM's networking is not
functioning correctly.
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NovalLink managed hosts have an extra tab where you can access the system console, as
shown in Table 4-61.

Virwal Machines v VM: rhel72-MH-VMO0-57616384-00000008

-S| VM: rhel72-MH-VMO0-57616384-00000008

Overview Attached Volumes

@‘h Reconnect ¢ Launch console in a new window

Red Hat Enterprise Linux Server 7.2 Beta (Maipo)
Kernel 3.10.0-313.el7.ppc64 on an ppcbd

rhel72-mh-vm0-1 login: |

Figure 4-61 Novalink managed host virtual console

4.15.6 Capturing a virtual machine image
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You can capture an operating system image of a VM that you created or deployed. This image
is used to install the operating system of the future VMs that are created from IBM PowerVC.
Before you capture the VM, you must first prepare and enable it.

Note: To prepare the VM and to verify that all of the capture requirements are met, see t
IBM Knowledge Center:

https://ibm.biz/BdXK6a

Requirements for capture
To be eligible for image capture, a VM must meet several requirements:

» The VM must use any of the operating system versions that are supported by
IBM PowerVC.

» Your IBM PowerVC environment is configured.
» The host on which the VM runs is managed by IBM PowerVC.

» The VM uses virtual I/Os and virtual storage; the network and storage devices are
provided by the VIOS.

» The /var directory on the IBM PowerVC management hosts must have enough space
(PowerkKVM only).

When you capture VMs that use local storage, the /var directory on the management
server is used as the repository for storing the images. The file system that contains the
/var directory must have enough space to store the captured images. This amount can
be several gigabytes, depending on the VM to capture.
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If you plan for a Linux VM with multiple paths to storage, you must configure Linux for
multipath 1/0 (MPIO) on the root device.

Tip: Because the default Red Hat Enterprise Linux (RHEL) configuration creates a
restricted list for all WWPN entries, you must remove them to enable the deployment of
a captured image. The following RHEL link describes how to remove them:

https://ibm.biz/BdXapw

If you want to capture an IBM i VM, multiple boot volumes are supported.

The VM is powered off. When you power off a VM, the status appears as Active until the
VM shuts down. You can select the VM for capture even if the status is displayed as Active.

Important: When you use cloud-init, you must shut down the VM manually before the
capture.

Operating systems that use a Linux Loader (LILO) or Yaboot boot loader, such as SUSE
Linux Enterprise Server 10, SUSE Linux Enterprise Server 11, RHEL 5, and RHEL 6,
require special steps when you use VMs with multiple disks. These operating systems
must be configured to use a Universally Unique Identifier (UUID) to reference their boot
disk. SUSE Linux Enterprise Server 11 virtual servers mount devices by using the -id
option by default, which means that they are represented by symbolic links. To address
this issue, you must perform one of the following configurations before you capture a
SUSE Linux Enterprise Server VM for the first time:

— Configure Linux for MPIO on the root device on VMs that are deployed to multiple
VIOSs or multipath environments.

— Update /etc/fstaband /etc/1ilo.conf to use UUIDs instead of symbolic links.
To change the devices so that they are mounted by UUID, complete the following steps:

a. Search the file system table /etc/fstab for the presence of symbolic links. Symbolic
links look like this example:

/dev/disk/by-*

b. Store the mapping of /dev/disk/by-* symlinks to their target devices in a scratch file
and ensure that you use the device names in it, for example:

1s -1 /dev/disk/by-* > /tmp/scratchpad.txt
c. The contents of the scratchpad.txt file are similar to Example 4-1.

Example 4-1 The scratchpad.ixt file

/dev/disk/by-id:

total 0

Trwxrwxrwx 1 root root 9 Apr 10 12:07 scsi-360050768028180ee380000000000603c
-> ../../sda

Trwxrwxrwx 1 root root 10 Apr 10 12:07
scsi-360050768028180ee380000000000603c-partl -> ../../sdal

Trwxrwxrwx 1 root root 10 Apr 10 12:07
scsi-360050768028180ee380000000000603c-part2 -> ../../sda2

Trwxrwxrwx 1 root root 10 Apr 10 12:07
scsi-360050768028180ee380000000000603c-part3 -> ../../sda3

Trwxrwxrwx 1 root root 9 Apr 10 12:07 wwn-0x60050768028180ee380000000000603c
-> ../../sda
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Trwxrwxrwx 1 root root 10 Apr 10 12:07
wwn-0x60050768028180ee380000000000603c-partl -> ../../sdal

Trwxrwxrwx 1 root root 10 Apr 10 12:07
wwn-0x60050768028180ee380000000000603c-part2 -> ../../sda2

Trwxrwxrwx 1 root root 10 Apr 10 12:07
wwn-0x60050768028180ee380000000000603c-part3 -> ../../sda3

total 0

Trwxrwxrwx 1 root root 9 Apr 10 12:07 scsi-0:0:1:0 -> ../../sda

Trwxrwxrwx 1 root root 10 Apr 10 12:07 scsi-0:0:1:0-partl -> ../../sdal
Trwxrwxrwx 1 root root 10 Apr 10 12:07 scsi-0:0:1:0-part2 -> ../../sda2
Trwxrwxrwx 1 root root 10 Apr 10 12:07 scsi-0:0:1:0-part3 -> ../../sda3
/dev/disk/by-uuid:

total 0

Trwxrwxrwx 1 root root 10 Apr 10 12:07 3cb4e486-10a4-44a9-8273-9051f607435e
-> ../../sda2

Trwxrwxrwx 1 root root 10 Apr 10 12:07 c6a9f4e8-4e87-49c9-b211-89086c2d1064
-> ../../sda3

d. Editthe /etc/fstab file. Replace the /dev/disk/by-* entries with the device names
to which the symlinks point, as laid out in your scratchpad. txt file. Example 4-2 shows
how the lines look before you edit them.

Example 4-2 The scratchpad.ixt file

/dev/disk/by-id/scsi-360050768028180ee380000000000603c-part2 swap swap
defaults 0 0
/dev/disk/by-id/scsi-360050768028180ee380000000000603c-part3 / ext3
acl,user xattr 1 1

In this example, those lines are changed to refer to the specific device names, as
shown in Example 4-3.

Example 4-3 Specific device names for the /etc/fstab file

/dev/sda2 swap swap defaults 0 0
/dev/sda3 / ext3 acl,user xattr 11

e. Editthe /etc/1ilo.conf file so that the root lines correspond to the device UUID and
the boot line corresponds to the device names. Example 4-4 shows how the lines look
before you edit them.

Example 4-4 The /etc/lilo.conf file

boot = /dev/disk/by-id/scsi-360050768028180ee380000000000603c-partl
root = /dev/disk/by-id/scsi-360050768028180ee380000000000603c-part3

In Example 4-5, those lines were changed to refer to the specific device names.

Example 4-5 Specific devices names for the /etc/lilo.conf file

boot = /dev/sdal
root = /dev/sda3

f. Run the 1ilo command.

g. Run the mkinitrd command.
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Preparing a virtual machine with cloud-init

The cloud-init script enables VM activation and initialization, and it is widely used for
OpenStack. Before you capture a VM, install the cloud-init initialization package. This
package is available in the /opt/ibm/powervc/images/cloud-init path in the IBM PowerVC
host.

Important: If you are installing the cloud-init package on AIX or Linux to capture a VM
on which the AE is already installed, you must first uninstall the AE. To check whether the
AE Red Hat Package Managers (RPMs) are installed, run the following command on the
VM (IBM i does not require you to remove AE, just install the cloud-init PTF):

# rpm -qga | grep activation

Note: For IBM i, follow the instructions that are found at the following website to install and
enable the cloud-init:

https://www.ibm.com/developerworks/community/wikis/home?1ang=en#!/wiki/IBM%20i%
20Technology%20Updates/page/Cloud-Init%20Support

Complete the following steps:

1. Before you install cloud-init, you must install the dependencies for cloud-init. These
dependencies are not included with the operating systems:

— For SUSE Linux Enterprise Server, install the dependencies that are provided in the
SUSE Linux Enterprise Server repository, found at:

ftp://ftp.unicamp.br/pub/1inuxpatch/cloud-init-ppc64/slesll (or slesl2)

— For RHEL, add the EPEL yum repository for the latest level of the dependent RPMs.
Use these commands for RHELS, for example:
wget http://d1.fedoraproject.org/pub/epel/6Server/ppc64/epel-release-6-8.noarch.rpm

rpm -Uvh epel-release-6*.rpm
Use these commands for RHEL 7, for example:
wget http://d1.fedoraproject.org/pub/epel/7/ppc64/e/epel-release-7-5.noarch.rpm

rpm -Uvh epel-release-7*.rpm

— For AIX, follow the instructions that are found at the following website to download the
cloud-init dependencies:

ftp://public.dhe.ibm.com/aix/freeSoftware/aixtoolbox/RPMS/ppc/cloudinit

2. Install the appropriate cloud-init RPM for your operating system, which is in
/opt/ibm/powervc/images/cloud-init.

However, if the VM already has an installed cloud-init RPM, you must uninstall the
existing RPM first:

— For RHEL, install the appropriate RPM from
/opt/ibm/powervc/images/cloud-init/rhel:

e RHEL 6: cloud-init-0.7.4-5.e16.noarch.rpm
e RHEL 7: cloud-init-0.7.4-5.e17.noarch.rpm
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— For SUSE Linux Enterprise Server, install the appropriate RPM from
/opt/ibm/powervc/images/cloud-init/sles:

e SUSE Linux Enterprise Server 11: cloud-init-0.7.4-2.4.ppc64.rpm
e SUSE Linux Enterprise Server 12: cloud-init-0.7.5-8.10.ppc641e.rpm

— For Ubuntu Linux, install the appropriate RPM from
/opt/ibm/powervc/images/cloud-init/ubuntu

Ubuntu 15: cToud-init_0.7.7%bzr1091-Oubuntul_all.deb
— For AlX, download the AlX cToud-init RPM from the following website:
ftp://public.dhe.ibm.com/aix/freeSoftware/aixtoolbox/RPMS/ppc/cloudinit

3. After you install cloud-init, modify the cloud.cfg file, which is in
opt/freeware/etc/cloud/cloud.cfg, by using the following values:

— For RHEL, set the following values:

disable root: 0
ssh_pwauth: 1
ssh_deletekeys: 1

— For SUSE Linux Enterprise Server, perform these tasks:
* Remove the following field:
users: -root
¢ Add the following fields:

ssh_pwauth: true
ssh_deletekeys: true

— For both RHEL and SUSE Linux Enterprise Server, add the following new values to the
cloud.cfg file:

disable_ec2_metadata: True
datasource list: ['ConfigDrive']

— For SUSE Linux Enterprise Server only, after you update and save the cloud.cfg file,
run the following commands:

chkconfig -s cloud-init-Tocal on
chkconfig -s cloud-init on
chkconfig -s cloud-config on
chkconfig -s cloud-final on

— For RHEL 7, ensure that the following conditions are set on the VM that you are
capturing:

e Set SELinux to permissive or disabled on the VM that you are capturing or
deploying.

e Ensure that if Network Manager is installed, it is disabled.
e Ensure that the net-tools package is installed.

Note: This package is not installed by default when you select the Minimal Install
software option during the installation of RHEL 7 from an International
Organization for Standardization (ISO) image.

e Edit all of the /etc/sysconfig/network-scripts/ifcfg-eth* files to update their
NM_CONTROLLED = no settings.
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4. Remove the Media Access Control (MAC) address information. For more information
about how to remove the MAC address information, see the OpenStack website:

http://docs.openstack.org/image-guide/content/ch_openstack images.html

Important: The /etc/sysconfig/network-scripts file path that is mentioned in the
OpenStack website about the HWADDR must be applied only to RHEL. For SUSE
Linux Enterprise Server, the HWADDR path is /etc/sysconfig/network.

For example, for the ifcfg-ethO adapter, on RHEL, remove the HWADDR line from
/etc/sysconfig/network-scripts/ifcfg-eth0, and on SUSE Linux Enterprise Server,
remove the HWADDR line from /etc/sysconfig/network/ifcfg-eth0.

The 70-persistent-net.rules and 75-persistent-net-generator.rules files are
required to add or remove network interfaces on the VMs after deployment. Ensure that
you save these files so that you can restore them after the deployment is complete.
These rules files are not supported by RHEL 7. Therefore, after you remove the
adapters, you must update the adapter configuration files manually on the VM to match
the current set of adapters.

5. Enable and configure the modules (Table 4-4) and host name behavior by modifying the
cloud.cfg file as follows:

— Linux: /etc/cloud/cloud.cfg.
— AIX: /opt/freeware/etc/cloud/cloud.cfg.
— As a preferred practice, enable reset-rmc and update-bootlist on Linux.

— Host name: If you want to change the host name after the deployment, remove
“-update_hostname" from the list of cToud_init_modules. If you do not remove it,
cloud-init resets the host name to the original host name deployed value when the
system is restarted.

Table 4-4 Modules and descriptions

Module Description

restore_volume_group This module restores non-rootVG volume groups when you
deploy a new VM.

For AIX, run the
/opt/freeware/1ib/cloud-init/create_pvid_to_vg_mappings
.sh command to save the information that is used to restore
custom volume groups on all VMs that are deployed from the
image that is captured. Saving this information is useful if you
have a multidisk VM that has a dataVG volume group defined.
The module restores the dataVG after the deployment.

set_multipath_hcheck_interv | Use this module to set the hcheck interval for multipath. If you
al deploy a multidisk VM and this module is enabled, you can
deploy specifying a cloud-config data entry that is named
"multipath_hcheck_interval" and give it an integer value that
corresponds to seconds. Post-deployment, each of the VM’s
disks must have their hcheck_interval property set to the value
that was passed through the cloud-config data. Run the 1sattr
-E1 hdisk# -a hcheck_interval command for verification. If
you do not specify the value within the cloud-config data, the
module sets each disk’s value to 60 seconds.
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Module Description

set_hostname_from_dns Use this module to set your VM’s host name by using the host

name values from your Domain Name Server (DNS). To enable
this module, add this line to the cloud_init_modules section:

- set_hostname_from dns

Then, remove these lines:

- set_hostname

- update_hostname

set_hostname_from_interface | Use this module to choose the network interface and IP address

to be used for the reverse lookup. The valid values are interface
names, such as eth0 and enl. On Linux, the default value is
eth0. On AlX, the default value is en0.

set_dns_shortname This module specifies whether to use the short name to set the

host name. Valid values are True to use the short name or False
to use the fully qualified domain name. The default value is
False.

You can also deploy with both static and DHCP interfaces on SUSE Linux Enterprise
Server 11 and SUSE Linux Enterprise Server 12:

If you want cloud-init to set the host name, in the /etc/sysconfig/network/dhcp file,
set the DHCLIENT_SET_HOSTNAME option to no.

If you want cloud-1init to set the default route by using the first static interface, which is
standard, set the DHCLIENT_SET_DEFAULT_ROUTE option in the
/etc/sysconfig/network/dhcp file to no.

If you do not set these settings to no and then deploy with both static and DHCP
interfaces, the DHCP client software might overwrite the value that cloud-init sets for
the host name and default route, depending on how long it takes to get DHCP leases
for each DHCP interface.

reset-rmc: This module automatically resets RMC. This action is enabled by default on
AlX. It can be enabled on Linux by adding - reset-rmc to the cloud_init_modules:
section.

update-bootlist: This module removes the temporary virtual optical device, which is
used to send configuration information to the VM, from the VM’s bootlist. This action is
enabled by default on AlX. It can be enabled on Linux by adding - update-bootlist to
the cloud_init_modules: section.

. For AIX, run the /opt/freeware/1ib/cloud-init/create_pvid_to_vg_mappings.sh

command to save the information that is used to restore custom volume groups on all VMs
that are deployed from the image that will be captured.

. Manually shut down the VM:

sudo shutdown -h now
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Capturing the virtual machine image
To capture a VM image, complete the following steps:

1. After you complete the previous steps to install and prepare the VM for capture, log on to
the IBM PowerVC GUI. Go to the Virtual Machines view. Select the VM that you want to
capture and click Capture on the top menu. A Warning message appears asking you to
perform the manual preparation. Click Continue.

2. Use IBM PowerVC to choose the name for your future image and select the volumes
(either boot volumes or data volumes) that you want to capture.

When you capture a VM, all volumes that belong to its boot set are included in the image
that is generated by the capture. If the VM is brought into IBM PowerVC management, the
boot set consists of all volumes that are marked as the boot set when IBM PowerVC
manages the VM.

If the VM is deployed from an image that is created within IBM PowerVC, the boot set
consists of all volumes that the user chooses as the boot set when the user creates the
image. Unlike the volumes that belong to the VM’s boot set, the user can choose which
data volumes to include in the image that is generated by the capture. Figure 4-62 shows
an example of choosing to capture both boot volumes and data volumes. Click Capture.

Capture

Specify the details for the new image.

= Name:

The virtual machine pwé501-rhel73-powerve02 is comprised of 1 boot volumes
and 1 data volumes.

Capture the following volumes:
(@ Boot set only
i) Boot set and all data volumes

-:':';. Boot set and selected data volumes

Figure 4-62 Capture boot and data volumes
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3.

IBM PowerVC shows a confirmation window that lists all of the VM volumes that were
chosen for capture (Figure 4-63). Click Capture again to start the capture process.

Confirm Capture

Confirm the capture of virtual machine pw6501-rhel73-powervc02. The
deployable image template-rhel?3 will be comprised of the following volumes:

Name FAF Boot Set 1l

valume-rhel72-base-m-070b488e-00000002-boot- Yes
-61bacS7b-954d

Figure 4-63 Capture window confirmation

4. When the image capture is complete, the state in the Images view changes to Active, as

shown in Figure 4-64.

|E 1mages

Images Deploy Templates

" Refresh  [§i Deploy [ Delete T[] Import [ Edit Description {7 Create Deploy Template Filter
3= Mo filter applied
Name - State Operating System Description Last Updated
Active RHEL Movember 15, 2016 at 3:25:41
PM CST

template-rhel73

Figure 4-64 New Image
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5. The IBM PowerVC management host captures the image in the same way that it manages
adding a volume to the system, but it adds information to use this volume as an image.
This information enables the image to appear in the Image view to deploy new VMs.

6. Click the Images icon on the left bar to return to the Images view. Select the image to

display its information in detail. Double-click the image to open a window that is similar to

the window

that is shown in Figure 4-65.

~ Information
Name:

State:

1D
Description:
Checksum:
Captured VM:
Created:

Last updated:

~ Specifications

Image type:

Disk format:

Images » Image: template-rhel73

] Image: template-rhel73

li Deploy [ Delete [ Edit Description

template-rhel73
Active

6f231860-01eb-408f-85cd-4d29b23237aa

c4cad238a0b923820dcc509a6f758490
pw6501-rhel73-powervc02
MNovember 15, 2016 at 3:25:24 PM CST

November 15, 2016 at 3:25:41 PM CST

Snapshot

Container format: BARE

RAW

Operating system:  RHEL

Hypervisor type: phyp
Architecture: ppci4
Endianness: Big Endian
Figure 4-65 Expanded information for a captured image

7. Table 4-5 explains each field in the Information section.

Table 4-5 Description of the fields in the Information section

Field Description

Name Name of the image capture

State Current state of the image capture

ID Unique identifier number for the resource
Description Quick description of the image

Checksum Verification sum for the resource

Captured VM Name of the VM that was used to create the image
Created Created date and time

Last updated Last updated date and time

Chapter 4. IBM PowerVC for managing IBM PowerVM

155



8. Table 4-6 explains each field of the Specifications section.

Table 4-6 Description of the fields in the Specifications section

Field Description

Image type Description of the image type

Container format Type of container for the data

Disk format The specific format for the disk

Operating system The operating system on the image

Hypervisor type The name of the hypervisor that is managing the image
Architecture Architecture of the image

Endianness Big Endian or Little Endian

9. The Volumes section displays all of the storage information about the image.

10.The Virtual Machines section displays the list of VMs that were deployed by using this
image. The Virtual Machines section is shown in Figure 4-66.

Images » Image: template-rhel73

|Ef Image: template-rhel73

~ Volumes

Filte I
3= No filter applied
Order « Name Size (GB) State Health Storage Template Storage Provider Boot Set
1 B Image template- 20 B Available B ok DS8000 base DS&000 Yes

rhel73 volume 1 template
= Virtual Machines
Filte =

Name 2+ | Host 1. P State Health Task

No items to display

Figure 4-66 Volumes section and Virtual Machines section

4.15.7 Deploying a new virtual machine

You can deploy a new VM by reusing one of the images that was captured, as described in
4.15.5, “Opening a console window” on page 145. You can deploy to a specific host, or the
placement policy can choose the best location for the new VM. For more information about
the placement policy function, see 2.4, “Placement policies and templates” on page 25.

Important: If you do not set a default domain name in the nova.conf file, IBM PowerVC
uses the domain that is set for the VIOS on the host to which you are deploying. If IBM
PowerVC cannot retrieve that value, it uses the domain name of the IBM PowerVC
management host. If it cannot retrieve that value, no domain name is set and you must set
the domain name manually after you deploy the image.

156 IBM PowerVC Version 1.3.2 Introduction and Configuration



IBM PowerVC Version 1.3.2 has the following limits regarding deployments:

»

IBM PowerVC supports a maximum of 50 concurrent deployments. As a preferred
practice, do not exceed eight concurrent deployments for each host.

Running more than 10 concurrent deployment operations might require additional memory
and processor capacity on the IBM PowerVC management host.

If you use only SAN storage and you plan to batch-deploy over 100 VMs that are based on
one image, you must make multiple copies of that image and deploy the VMs in batches of
10.

The following settings might increase the throughput and decrease the duration of
deployments:

>

| 2

Use the striping policy instead of the packing policy.
Limit the number of concurrent deployments to match the number of hosts.

The host group and storage connectivity group that you select determine the hosts that are
available as target hosts in the deployment operation. For more information, see 2.6.3,
“Storage connectivity groups and tags” on page 46.

You can initiate a new deployment from the Images window to list the available images.
Complete the following steps:

1.

2.

Select the image that you want to install on the VM that you create. The selected image
background changes to light blue. Then, click Deploy.

IBM PowerVC opens a new window where you must define information about the new VM.
Figure 4-67 presents an example of this window.

Images * Deploy template-rhel73
|E§ Deploy template-rhel73
~ Image Violumes
Order Name Size (GB) State Health Storage Template Storage Provider Boot Set
1 B image template- 20 B availatie M ox DSB000 Yes
Thel73 volume 1 D38000 base templat
+ Additional Volumes
~ Network
< Add Network
Name IP Address Adapter Type
3 Development (primary network) Picked from IP pool SEA
~ Activation Input
(7) Learn more about activation input
Configuration script:
") Enter text @ Select file
Browse... Mo file selected.

Figure 4-67 Information to deploy an image
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In advance, during the planning phase of the partition creation, you defined the following
information:

VM name
Instances

If you have a DHCP server or an IP pool that is configured, you can deploy several VMs
simultaneously.

Host or host group

Manually select the target host where the new VM will be deployed, or select the host
group so that IBM PowerVC selects the host based on the configured policy. For details
about the automatic placement of partitions, see 2.4, “Placement policies and
templates” on page 25.

Key Pair

When deploying a VM from IBM PowerVC, you can inject an SSH public key into the
deployed VM. Users can then use the corresponding private key to connect to the
deployed VM. This removes the need to have a known password embedded in the
image.

To add a key, click the help button right next to Key Pair and enter the Key Pair window.
Then, create an Import Public Key button to add your key.

Storage connectivity group

Select one storage connectivity group for the new VM to access its storage. IBM
PowerVC can use a storage connectivity group to determine the use of vSCSI or NPIV
to access SAN storage. For details about the selection of the storage path and FC
ports to use, see 2.6.3, “Storage connectivity groups and tags” on page 46.

Compute template

Select the compute template that you want to use to deploy the new VM with standard
resource definitions. For detailed information about planning for CPU and memory
resources by using templates, see 2.4.4, “Information that is required for compute
template planning” on page 30.

You can see in Figure 4-67 on page 157 that IBM PowerVC displays the values pre-set
in the template in fields that can be overwritten. You can change the amount of
resources that you need for this new VM.

Image volumes

Since IBM PowerVC Version 1.2.3, you can capture a multiple-volume image. In this
case, two volumes are included in the image. You must select the storage template that
you want for each volume to deploy the new VM with predefined storage capacity. You
can select different storage templates for those volumes to meet your business needs.
IBM PowerVC presents a drop-down menu that lists the storage templates that are
available in the storage provider in which the image volumes are stored.

New and existing volumes

You can add new or existing volumes in addition to the volumes that are included in the
image. To add volumes, click Add volume. The Add Volume window, where you attach
a volume to the VM, opens.
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— Network:
e Primary network

Select the network. If the selected network does not have a configured DHCP
server, you must also manually provide an IP address, or IBM PowerVC selects an
IP address from the IP pool.

¢ Additional networks

If two or more networks were defined in IBM PowerVC, you can click the plus sign
(+) icon to add more networks. Select the network. Get the IP address from the
DHCP server, provide the IP address manually, or select one from the IP pool
automatically.

Note: IBM PowerVC verifies that the IP address that you provide is not already used
for another VM, even if the IP address is used in a VM that is powered off.

— Activation input

You can upload configuration scripts or add configuration data at the time of deploying
a VM by using the activation input option. This script or data automatically configures
your VM according to your requirements after it is deployed. For more information
about the accepted data formats in cloud-init and examples of commonly used cloud
configuration data formats, see the cloud-init documentation.

Note: The file or scripts that you upload and add here are used by the cloud-init
initialization package and the AE for AIX VMs only. The AE for AIX VMs supports
shell scripts that start with #! only, and it does not support the other cloud-init data
formats. For any other operating system, the AE does not use the data that you
upload for activation.

Note: On the right part of the window, IBM PowerVC displays the amount of
available resources on the target host and the amount of additional resources that
are requested for the new partition. So, you can see the amount of resources that
are used and free on this host after the installation of the new partitions.

For more information about activation input, see IBM Knowledge Center:

http://www.ibm.com/support/knowledgecenter/SSXK2N 1.3.2/com.ibm.powervc.stan
dard.help.doc/powervc_deploy considerations.html

3. Click Deploy in the lower part of the window to start the deployment of the new VM. This
process might take a few minutes to finish.

Important: For other vendor’s storage devices, no technique is available that is like the
IBM FlashCopy® service in IBM Storwize storage. They use LUN migration instead. A
deployment might take an hour to complete. The amount of time depends on the
volumes’ sizes and the storage device performance. Contact your storage administrator
before you design your IBM PowerVC infrastructure.

4. When the deployment finishes, you can see a new VM in the Virtual Machines window.
This new VM is a clone of the captured image. The new VM is already configured and
powered on.
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Tip: The new VM is a clone of the image, so you can log on to this VM with the same user
ID and password combination that is defined in the VM from which the image was
captured.

Adding virtual Ethernet adapters for virtual machines

After the VM was deployed successfully, you can add more virtual Ethernet adapters for the
VM if you defined more networks in IBM PowerVC. In a VM, IBM PowerVC allows only one
virtual Ethernet adapter for each network. Complete the following steps:

1. To add a virtual Ethernet adapter for a VM, select the VM name on the Virtual Machines
window.

2. Gotothe VM’s details window. As shown in Figure 4-68, in the Network Interfaces section,
click Add.

3. Select the network that you want to connect. Assign an IP address or IBM PowerVC
selects an IP address from the IP pool.

4. Click Add Interface. A new virtual Ethernet adapter is added for the VM.

il VM: AIX61d_image

Refresh Stop Restart Delete Capture Resize Migrate Edit Details

Add a virtual Network Interface
Select a network and an IP address for the virtual network interface.

After you specify the IP address, you must configure it manually on the virtual
machine before you can use it.

* Network: ()

Refresh Add — Select & network — 3

Data_Network

Add Interface Cancel

Figure 4-68 Add an Ethernet adapter for a virtual machine

Note: After you add the virtual Ethernet adapter, you must refresh the hardware list in the
partition. For example, run the cfgmgr command in AlX to assign the IP address to the
newly discovered Ethernet adapter manually.
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Adding collocation rules

Use collocation rules to specify that selected VMs must always be kept on the same host
(affinity) or that they can never be placed on the same host (anti-affinity). These rules are
enforced when a VM is relocated or when it is first created. For example, in PowerHA
scenarios, you must force the pair of high availability (HA) VMs to exist on different physical
machines. Otherwise, a single point of failure (SPOF) risk exists. Use the anti-affinity
collocation rule to create this scenario.

To create a collocation rule, click Configuration — Collocation Rules — Create
Collocation Rule, as shown in Figure 4-69. Enter the collocation rule name, select the policy
type (either Affinity and Anti-Affinity), select the VMs, and click Create. The collocation rule
creation is complete.

Configuration » Collocation Rules » Create Collocation Rule

}v’ Create Collocation Rule

Specify the settings for this collocation rule.

2?) Learn more about collocation rules.

* Name:
PowerHA

Select a Policy Type
* Policy Type
: ) Affinity: Keep virtual machines together.

@ Anti-affinity: Keep virtual machines separate

Select Virtual Machines
== Add Filter IR
J# Nofilter applied
Name 24 Host 14 P State Health Task

B rhel72-base-m- P8-214423W 9.47.76.94 (Static) B Shutoff @ ok
070b488e-00000002

Cancel
Figure 4-69 Create Collocation Rule

Important: When VMs are migrated or restarted remotely, one VM is moved at a time,
which has the following implications for VMs in collocation rules that specify affinity.

» The VMs cannot be migrated or restarted remotely on another host.
» When you put a host into maintenance mode, if that host has multiple VMs in the same
collocation rule, you cannot migrate active VMs to another host.

To migrate a VM or restart a VM remotely in these situations, the VM must first be removed
from the collocation rule. After the VM is migrated or restarted remotely, the VM can be
added to the correct collocation rule.
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4.15.8 Resizing the virtual machine

The IBM PowerVC management host can resize the managed VMs dynamically. Complete
the following steps:

1. From the Virtual Machines window, click Resize on the upper bar on the window, as
shown in Figure 4-70.

Virtual Machines

" Refresh tart @ Stop (' Restart [ Delete [ Capture esize ) Migrate Filter

[ Edit Expiration Date  [Th Attach Volume ] Manage Existing [ Unmanage = -

%4 Nofilter applied

Name 2 - Host 1« P State Health Owner Expiration Date = Task

E rhel72- P8-212B8BW 9.47.76.95 & Active B ok Mone
base-Redbook (Static)

B rheir2- P8-214423W 9.47.76.94 B Shutoft Box None
base-m- (Static)
070b488e-
00000002

E rhel?2- P8_213C93A- 9.47.76.96 M Active Bok Mone
MH-VMO-1 Novalink (Static)

B rhetr2- P8_213C93A- 947.76.97 B Active Box None
MH-VMO-2 Novalink (Static)

E rhel72-base P8_2142B2A- 9.47.76.98 M Active B ok Mone

NovalLink (Static)

Figure 4-70 Virtual Machines: Resize

2. In the next window (Figure 4-71), enter the new values for the resources or choose an
existing compute template. Select the option that fits your business needs.

Resize

Edit the cufrent allocations or select a compute template. You can also edit the allocations after
selecting a template.

8 The selected virtual machine is active. Some settings cannot be changed unless you stop the
virtual machine first.

Current resource allocations:
Processoers: 2, Processor units: 1, Memory: 4,096 MB

(2) Learn more about resizing

Compute template:

Choose one to auto-fill specifications below | =

* Processors: (2) Processor units: (7)

2 1

* Memary (MB)- (7)
4,096

ﬂ To change disk size, edit the appropriate volume.

Figure 4-71 VM Resize window to select a compute template
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When you enter the new value, it is verified and checked against the minimum and
maximum values that are defined in the partition profile. If the requested new values
exceed these limits for the VM, IBM PowerVC rejects the request, highlights the field with
a red outline, and issues an error notice, as shown in Figure 4-72.

Resize

Edit the current allocations or select a compute template. You can also edit the allocations after
selecting a template.

[ The selected virtual machine is active. Some settings cannot be changed unless you stop the
wvirtual machine first.

Current resource allocations:
Processors: 2, Processor units: 1, Memory: 4,096 MB

?) Learn more about resizing

Compute template:

Choose one to auto-fill specifications below | =

* Processors: (7) Processor units: (7) I @
| 9 @< The value for processor must be a whole number between 2 and 2.
* Memory (MB): (2)

4,096

L] To change disk size, edit the appropriate volume.

Figure 4-72 Exceeded value for resizing

3. After you complete the information that is required in this window, click Resize to start the
resizing process. You see a message window in the lower-right part of the window and a
“Complete” message in the message view.

Tip: The IBM PowerVC management server compares the entered values with the
values in the profile of the selected VM. If you modify the VM profile, you must shut
down and restart the VM for the changes to take effect.

Important: To refresh the profile, shut down and restart the VM rather than just restart
it. Restarting the VM keeps the current values rather than reading the new values that
you set in the profile.

4. The resize process can take a few minutes. When it finishes, you can see the new sizes in
the Specifications section of the VM.

Note: With the IBM PowerVC resize function, you can change the current settings of
the machine only. You cannot use the resize function to change the minimum and
maximum values that are set in the partition profile or to change a partition from shared
to dedicated.
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4.15.9 Migration of virtual machines

164

IBM PowerVC can manage the LPM feature. Use the LPM feature to migrate VMs from one
host to another host.

Migration requirements

To migrate VMs by using the IBM PowerVC management server, ensure that the source and
destination hosts and the VMs are configured correctly.

To migrate a VM, the following requirements must be met:

| 2

>

The VM is in Active status in the IBM PowerVC management host.

The PowerVM Enterprise Edition or PowerVM for IBM Linux on Power hardware feature is
activated on your hosts. This feature enables the use of the LPM feature.

The networks for both source and target hosts must be mapped to SEAs by using the
same virtual Ethernet switch.

As a preferred practice, set the maximum number of virtual resources (virtual adapters) to
at least 200 on all of the hosts in your environment. This value ensures that you can create
enough VMs on your hosts.

The logical memory block size on the source host and the destination host must be the
same.

Both the source and destination hosts must have an equivalent configuration of VIOSs
that belong to the same storage connectivity group.

Note: If the source host has two VIOSs and the target host has only one VIOS, it is not
possible to migrate a partition by accessing its storage through both VIOSs on the
source. However, if a partition on the source host is using only one VIOS to access its
storage, it can be migrated (assuming that other requirements, such as port tagging,
are met).

The processor compatibility mode on the VM that you want to migrate must be supported
by the destination host.

The AlX/Linux VM must have an enabled RMC connection. IBM i does not require RMC.

To migrate a VM with a vSCSI attachment, the destination VIOS must be zoned to the
backing storage.

At least one pair of VIOS VMs must be storage-ready and members of the storage
connectivity group. Each of these VIOS VMs must have at least two physical FC ports
ready.

Each of the two physical FC ports must be connected to a distinct fabric, and the fabric
must be set correctly on the FC ports’ Configuration pages.

The following restrictions apply when you migrate a VM:

>

>

You cannot migrate a VM to a host that is a member of a different host group.

If the VM is running a Little Endian guest, the target host must support Little Endian
guests.

If the VM was created as remote restart-capable, the target host must support remote
restart.

Certain IBM Power System servers can run only Linux workloads. When you migrate an
AlX or IBM i VM, these hosts are not considered for placement.
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You cannot exceed the maximum number of simultaneous migrations that are designated
for the source and destination hosts. The maximum number of simultaneous migrations
depends on the number of migrations that are supported by the VIOSs that are associated
with each host.

A source host in a migration operation cannot serve concurrently as a destination host in a
separate migration operation.

If you deployed a VM with a processor compatibility mode of POWER7 and later changed
the mode to POWERS6, you cannot migrate the VM to a POWERSG6 host. The MAC address
for a POWER7 VM is generated by IBM PowerVC during the deployment.

To migrate to a POWERSG host, the MAC address of the VM must be generated by the
HMC. To migrate from a POWER?7 to a POWERG6 host, you must initially deploy to a
POWER?7 system with the processor compatibility mode set to a POWERS6 derivative, or
you must initially deploy to a POWERG6 host.

PowerVM does not support the migration of a VM whose attachment type changes its
multipathing solution between the source and destination VIOSs. For example, a VM on a
path-control module (PCM)-attached VIOS can be successfully migrated only to a
PCM-attached VIOS. However, PowerVM does not enforce this requirement. To avoid
unsupported migrations, create separate storage connectivity groups for PCM and
PowerPath multipathing solutions.

Collocation rules are enforced during migration:

— If the VM is a member of a collocation rule that specifies affinity and multiple VMs are
in that collocation rule, you cannot migrate it. Otherwise, the affinity rule is broken. To
migrate a VM in this case, remove it from the collocation rule and then add it to the
correct group after the migration.

— If the VM is a member of a collocation rule that specifies anti-affinity, you cannot
migrate it to a host that has a VM that is a member of the same collocation rule. For
example, assume the following scenario:

¢ VMAson Host A.

* VM B is on Host B.

* VM A and VM B are in a collocation rule that specifies anti-affinity.
Therefore, VM A cannot be migrated to Host B.

— Only one migration or remote restart at a time is allowed for VMs in the same
collocation rule. Therefore, if you try to migrate a VM or restart a VM remotely and any
other VMs in the same collocation rule are being migrated or restarted remotely, that
request fails.
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Migrating the virtual machine
To migrate a VM, complete the following steps:

1. Open the Virtual Machines window and select the VM that you want to migrate. The
background changes to light blue.

2. Click Migrate, as shown in Figure 4-73.

E Virtual Machines

‘55\ Refresh start (@ Stop C Restart @ Delete [ Capture ﬁ'&:‘ Resize Filter

,] Edit Expiration Date E{h Attach Volume ] Manage Existing [5 Unmanage

e

% No filter applied

Name 2 a Host 1 a P State Health Owner Expiration Date = Task

B rherr2- P§-212B8BW 9477695 B Active oK None
base-Redbook (Static)

B rheir2- P8-214423W 9.47.76.94 ) Shutoff B ok None
base-m- (Static)
070b488e-
00000002

B rher2- P8_213C93A- 9.47.76.96 B Active B ok None
MH-VMO-1 Novalink (Static)

B rheir2- P8_213C93A- 9.47.76.97 B Active ok None
MH-VMO-2 Novalink (Static)

B mem2base  P8_214282A- 9477698 B Active Box None

NovaLink (Static)

Figure 4-73 Migrate a selected virtual machine

3. You can select the target host or the placement policy can determine the target, as shown
in Figure 4-74.

Migrate

To perform a hot migration of virtual machine rhel72-base-Redbook, select the
destination host.

( ':?,.n Learn more about migrating

Host: | Selected by placement policy |

Figure 4-74 Select the target server before the migration
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4. Figure 4-75 shows that during the migration, the Virtual Machines window shows the
partition with the state and task both set to Migrating.

E Virtual Machines ] . .
Host prior to migration

" Refresh Start Stop Filter
J Edit Expiration Date [anage Existing 3 Unmanage = -
J# No filter applied
Name 2a Host 1 State Health Owner Expiration Date = Task
B merz- P8-212B8BW 9.47.76.95 3¢ Migrating OK None 3¢ Migrating
base-Redbook (Static)
B rheir2- P8-214423W 9.47.76.94 B Shutoff Bok None
base-m- (Static)
070b488e-
00000002
B rheir2- P8_213C93A- 9 .47.76.96 B Active Box None
MH-VMO-1 Novalink (Static)
B rheir2- P8_213C93A- 9.47.76.97 B Active Bok None
MH-VMO-2 Novalink (Static)
B rhel72-base P8_2142B2A- 9.47.76.98 M Active B ok None
NovaLink (Static)

Figure 4-75 Virtual machine migration in progress

5. After the migration completes, you can check the Virtual Machines window to verify that
the partition is now hosted on the target host, as shown in Figure 4-76.

Note: A warning message in the Health column is normal. It takes a few minutes to
change to OK.

Virtual Machines

\?Refresh O Stop c Restart @ Delete @ Capture '-'\'5 Resize = Migrate Filter

| Edit Expiration Date [ Attach Volume 5] Manage Bistintme host afte r m i g rat i o n

J% No filter applied

Name 24 Host 14 State Health Owner Expiration Date = Task

E rhel72- P8-214423W 9.47.76.95 Active 0K None
base-Redbook (Static)
E rhel72- P8-214423W 9.47.76.94 M| Shutoff E oK None
base-m- (Static)
070b488e-
00000002
B mel72- P8_213C93A- 9.47.76.96 B Active B ok Naone
MH-VMO-1 MNovalink (Static)
B rher2- P8_213C93A- 9.47.76.97 B Active B ok None
MH-VMO0-2 Novalink (Static)
B rel72-base P8_2142B2A- 9.47.76.98 B Active Bok None
Movalink (Static)

Figure 4-76 Virtual machine migration finished
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4.15.10 Host maintenance mode

You move a host to maintenance mode to perform maintenance activities on a host, such
updating firmware or replacing hardware.

Maintenance mode requirements

Before you move the host into maintenance mode, check whether the following requirements
are met:

» If the request was made to migrate active VMs when the host entered maintenance mode,
the following conditions must also be true:

— The hypervisor must be licensed for LPM.
— The VMs on the host cannot be in the Error, Paused, or Building states.

— On all active VMs, the health must be OK and the RMC connections of the AIX/Linux
VMs must be Active.

— All requirements for live migration must be met, as described in “Migration
requirements” on page 164.

» The host’s hypervisor state must be Operating. If it is not, VM migrations might fail.

» If the request was made to migrate active VMs when the host entered maintenance mode,
the following conditions cannot also be true, or the request fails:

— A VM on the host is a member of a collocation rule that specifies affinity and has
multiple members.

— The collocation rule has a member that is already undergoing a migration or is being
restarted remotely.

Putting the host in maintenance mode

If all of the requirements are met, you can put a host in maintenance mode by following these
steps:

1. On the Hosts window, select the host that you want to put into maintenance mode, and
click Enter Maintenance Mode, as shown in Figure 4-77.

- Hosts

Hosts Host Groups HMC Connections

f‘ Refresh ¢ } Add Host j Edit Host Connection |5 Remove Host ;}]‘r Enter Maintenance Mode Filter

] Manage Existing Virtual Machines - -
I+ No filter applied
Name - Virtual Machines Processors Memory (GB) State Health Host Connection

P8-212B8BW 0 4.5 Used (8 Total) 25 Used (128 Total) [ Operating B ok HMC-1

8 5 5 Used (8 Total) 27 Used (128 Total) [ Operating @ ok HMC-1

P8_213C93A- 2 3.5Used (12 Total)  28.25 Used (128 A Operating @ ok NovaLink
Novalink Total)

P8_2142B2A- 1 3 Used (12 Total) 26.25 Used (128 & Operating @ ok NovalLink
Novalink Total)

Figure 4-77 Enter Maintenance Mode
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2. If you want to migrate the VMs to other hosts, select Migrate active virtual machines to
another host, as shown in Figure 4-78. This option is unavailable if no hosts are available
for the migration.

| i f Hosts
Hosts Host Groups HMC Connections
Refresh Add Host Edit Host Connection Remove Host Enter Maintenance Mode

Manage Existing Virtual Machines

7/ Confirm the request to place host P8-214423W in maintenance mode.

The host will be unavailable for deploys and migration. Virtual machines on this host
will have limited functionality.

V' Migrate active virtual machines to another host

Destination: | Selected by placement policy |~

OK Cancel

Figure 4-78 Migrate virtual machines to other hosts

3. Click OK.

After maintenance mode is requested, the host’s maintenance state is Entering Maintenance
while the VMs are migrated to another host, if requested. This status changes to Maintenance
On after the migration is complete and the host is fully in the maintenance state.

To remove a host from maintenance mode, select the host and select Exit Maintenance
Mode. Click OK on the confirmation window, as shown in Figure 4-79.

Hosts Host Groups HMC Connections

Refresh Add Host Edit Host Connection Remove Host Exit Maintenance Mode

Manage Existing Virtual Machines

'p Gonfirm the request to exit maintenance mode on host P8-214423W.

o

Figure 4-79 Exit Maintenance Mode

You can add VMs again to the host after it is brought out of maintenance mode.
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Tip: You can edit the period after which the migration operation times out and the
maintenance mode enters an error state by running the following commands:

/usr/bin/openstack-config --set /etc/nova/nova.conf DEFAULT
prs_ha timeout seconds <duration_in_seconds>

For example, to set the timeout for two hours, run this command:
/usr/bin/openstack-config --set /etc/nova/nova.conf DEFAULT
prs_ha_timeout_seconds 7200

Then, restart openstack-nova-ibm-ego-ha-service:

service openstack-nova-ibm-ego-ha-service restart

4.15.11 Restarting virtual machines remotely from a failed host

170

IBM PowerVC can restart VMs remotely from a failed host to another host. To successfully
restart VMs remotely by using IBM PowerVC, you must ensure that the source host and
destination host are configured correctly.

Automated Remote Restart is a new feature in IBM PowerVC 1.3.2 that provides automated
capability. For more information, see 4.5.2, “Host Groups” on page 104.

Remote restart requirements
To restart a VM remotely, the following requirements must be met:

>

The source and destination hosts must have access to the storage that is used by the
VMs.

The source and destination hosts must have all of the appropriate virtual switches that are
required by networks on the VM.

The hosts must be running firmware 820 or later.

The HMC must be running with HMC 820 Service Pack (SP) 1 or later, with the latest
program temporary fix (PTF).

The hosts must support the simplified remote restart capability.
Both hosts must be managed by the same HMC.
The service processors must be running and connected to the HMC.

The source host must be in the Error, Power Off, or Error - dump in progress state on the
HMC.

The VM must be created with the simplified remote restart capability enabled.
The remote restart state of the VM must be Remote restartable.
SSPs are not officially supported through PowerVM simplified remote restart.
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Restarting a virtual machine remotely

Before you can restart a VM on PowerVM remotely, you must deploy or configure the VM with
remote restart capability. You can deploy or configure the VM with remote restart capability in

two ways:

» Create a compute template with the enabled remote restart capability and deploy a VM
with that compute template, as shown in Figure 4-80.

Configuration » Compute Templates » Create Compute Template

}r";’ Create Compute Template

Specify settings for images that are deployed with this compute template.
(%) Learn more about advanced settings
Template settings:

(7) Basic @) Advanced

= Template name:

Processing units: (%)

Minimum: Desired Maximum:

Compatibility mode:

default | =

¥ Enable vitual machine remote restart (7)

Processor sharing:
Weight (0-255)
128

¥ Idle sharing L Uncapped

Availability priority (0-255):

Create Compute Template Cancel

Virtual processors: Memory (MB): (7
Minimum: = Desired: Maximum: Minirmum = Desired
v Share processors * Disk (GB):

Maximum:

Figure 4-80 Create a compute template with enabled remote restart capability
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» Modify the remote restart property after the VM is deployed. In Figure 4-81, you can see a
VM with the correct remote restart state, which is Remote restartable.

Virtual Machines  »  VM: AIX61d_image

1=l VM: AIX61d_image

" Refresh start @ Stop (' Restart [# Delete 5 Capture [ Resize Migrate [4 Edit Details

Overview Aftached Volumes
+ Information

~ Specifications

Remote restart enabled: Enabled (This property can only be changed when the host supparts remate restart and the virtual machine is shut off )

Remote restart state: Remote restartable,

Memory: 2 GB (Dedicated)

Processors: 1 (0.5 Shared units}, 0.208% current utilization
Minimum memory (MB): 2,048

Maximum memory (MB): 2,048

Minimum processors: 1

Figure 4-81 Correct remote restart state under the Specifications section

Note: You can change the remote restart capability of a VM only if the VM is shut off.

Important: A VM can be restarted remotely in PowerVM only if the Remote Restart state is
Remote restartable. When a VM is deployed initially, the HMC must collect partition and
resource configuration information. The remote restart state changes from Invalid to

different states. When it changes to Remote restartable, IBM PowerVC can initiate the
remote restart operation for that VM.

The Remote Restart task is available under the Hosts view, as shown in Figure 4-82.

. Hosts

Hosts Host Groups HMC Connections

" Refresh  =h AddHost [5 Remove Host {1 Enter Maintenance Mode [ Change HMC Filter

] Manage Existing Virtual MachinesCE'p Remotely Restart Virtual Machines ) o
Name « | Virtual Machines State Maintenance Status Health HMC Connection
P8_10 6 [ Cperating oK Mok HIMC1-PB

Pag 5 : @ Error W ok @ critical HMC1-P8

Figure 4-82 Remotely Restart Virtual Machines option
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To restart a VM remotely, select the failed host and then select Remotely Restart Virtual
Machines. Then, you can select to either restart a specific VM remotely or restart all of the
VMs on the failed host remotely, as shown in Figure 4-83.

Remotely Restart Virtual Machines

After selecting a virtual machine to remotely restart, you can specify the destination host.

Select a virtual machine

{ . Femotely restart ail virtual machines

iy +
Filter =
Name - State Processors Memory
E AlX81d_image B ~ctive 05 2048

Total: 1 Selected
Totai: 1 Selected: o

Figure 4-83 Remotely Restart Virtual Machines

The scheduler can choose a destination host automatically by placement policy, or you can
choose a destination host (Figure 4-84).

Remotely Restart Virtual Machines

After selecting a virtual machine to remotely restart, you can specify the destination host.
Selected virtual machine /
AlX61d_image

Select a destination host

" Host | Selected by placement policy | =

Figure 4-84 Destination host

A notification on the user interface indicates that a VM was successfully restarted remotely.
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When you select to restart all VMs on a failed host remotely, the host experiences several
transitions. Table 4-7 shows the host states during the transition.

Table 4-7 Host states during the transition

State Description

Remote Restart Started IBM PowerVC is preparing to rebuild the VMs.
This process can take up to one minute.

Remote Restart Rebuilding IBM PowerVC is rebuilding VMs. After the VMs
are restarted remotely on the destination host,
the source host goes back to displaying its state.

Remote Restart Error An error occurred while one or more VMs were
moved to the destination host. You can check the
reasons for the failure in the corresponding
compute log file in the /var/log/nova directory.

4.15.12 Attaching a volume to the virtual machine

The IBM PowerVC management server can handle storage volumes.
Note: IBM i does not support shared volumes.

By using the management server, you can attach a new or existing volume to a VM. Complete
the following steps:

1. Click the Virtual Machines icon on the left, and then select the VM to which you want to
attach a volume and select Attach Volume. Attach Volume offers a choice to attach an
existing volume to a VM or create a volume, as shown in Figure 4-85.

Attach Volume

Select an existing volume or create a new volume to attach to the selected vitual machine.

.':'. Altach an existing volume to this virtual machine.
(@) Aftach a new volume to this virtual machine.

Connectivity type:
@ Data (0) Boot

Create a new volume to attach to this virtual machine.

(@) Learn about storage templates

= Storage template:

Prod-Vi-Data | = Current Storage Used

= Volume name: Storage (2,160.64 GB) 17,868.8 GB Total
Prod-Vi-New-Datavol00 1 I 12%

Description The projected storage use based on the selected

Data volume YMO04 volume size is shown in this color.

= Size (GBY. () Storage Provider: 8VC-1
- =; “olume Type: Thin Provisioned
50 ~ Storage Pool: powerve_data
Real Size 1 GB Available Capacity: 15,708.16 GB

Real Capacity: 2% of vitual capacity

[T] Enable sharing

Figure 4-85 Attaching a new volume to a virtual machine
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Note: You can select the Enable sharing check box so that other VMs can use the
volume also, if needed.

2. Select the storage template to select the backing device, choose the volume name, and
choose the volume size in GBs. You can add a short description for the new volume. The
Storage bar on the right side of the window changes dynamically when you change the
size. Click Attach. IBM PowerVC creates a volume, attaches it to the VM, and then
displays a message at the bottom of the window to confirm the creation of the disk.

3. To see the new volume, open the VM’s detailed information window and select the
Attached Volumes tab. This tab displays the current volumes that are attached to the VM,
as shown in Figure 4-86.

IBM PowerVe Configuration ~ Messages

VM hel72-MH-VM0-1

E=lEl VM: rhel72-MH-VMO-1

o Refresh  [Z Attach Volume: Filter

=+ Nojilter applied

Name i~ Size (GB) State Health Storage Template Storage Provider Boot Set
50 Bin-use Mok Prod-Vi-Data sV No

20 @ in-use Mok SVC-1 base template sve Yes

Figure 4-86 Attached Volumes tab view

4. To complete the process, you must run the correct command on the VM command line:
— For IBM AIX operating systems, run this command as root:
cfgmgr

— For Linux operating systems, run this command as root, where host_N is the controller
that manages the disks on the VM:

echo “- - - > /sys/class/scsi_host/host_N/scan

4.15.13 Detaching a volume from the virtual machine

To detach a volume from the VM, you must first remove it from the operating system.

Note: As preferred practice, cleanly unmount all file systems from the disk, remove the
logical volume, and remove the disk from AIX before you detach the disk from
IBM PowerVC.

Removing the volume from the operating system

For the IBM AIX operating system, run this command as root, where hdisk_N is the disk that
you want to remove:

rmdev -d1 hdisk N
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For the Linux operating system, restart after you detach the volume.

Detaching the volume from a virtual machine

The IBM PowerVC management server can handle storage volumes. By using the
IBM PowerVC management server, you can detach an existing volume from a VM. Complete
the following steps:

1. Click the Virtual Machines icon, and then double-click the VM from which you want to
detach a volume.

2. Click the Attached Volumes tab to display the list of volumes that are attached to this VM.
Select the volume that you want to detach.

3. Click Detach, as shown in Figure 4-87.

IBM Powervc Configuration ~ Messages ~ DROEvents  Requests root (ibm-default)

virtual Machines » UM rhel72-MH-VMO-1

VM: rhel72-MH-VMO0-1

JE Ovenview Attached Volumes
«*Refresh [Z Attach Volum§ [ Detach Volume J& Edit Volume: Filter

%+ Nofilter applied

Size (GB) State Health Storage Template Storage Provider Boot Set
In-Use oK Prog-yh-Data sve-1 No

B inuse Mok 8VC-1 base template sve-1 Yes

Figure 4-87 Detach a volume from a virtual machine

4. IBM PowerVC shows a confirmation window (Figure 4-88).

\'b Confirm that you want to detach volume Prod-VM-New-DataVol001 from virtual
machine rhel72-MH-VMO0-1.

OK Cancel

Figure 4-88 Confirmation window

5. You see a Detaching status in the State column. When the process finishes, the volume is
detached from the VM.

The detached volume is still managed by the IBM PowerVC management host. You can see
the volume from the Storage window.

IBM PowerVC Version 1.3.2 Introduction and Configuration



4.15.14 Resetting the state of a virtual machine

In certain situations, a VM becomes unavailable or it is in an unrecognized state for the
IBM PowerVC management server. When these situations occur, you can run a Reset State

procedure. This process sets the machine back to an Active state.

Figure 4-89 shows a VM’s detailed information window with a Reset State hot link that

appears on the State line of the Information section. Click Reset State to start the reset

process.

Note: No changes are made to the connection or database.

Virtual Machines » VM: aix17
g VM: aix17
-
céh Refresh Start Stop Restart @ Delete Capture Resize Migrate
Overview Attached Volumes
~ Information
Hame: aix17
State: @ Error (Reset State)
Health: Q Critical - Reason: State of Virtual Machine aix17 is Error .':':a:'. Learn more
Fault: The server has either erred or is incapable of performing the requested operation. (HTTP 500) (Request-ID: reg-
’ 9549ca95-4c72-4ahfd-aa04-893ac69c377h)
1D: 2c276d69-32ef-4123-adc4-650927916876
Host: 750-0
Storage connectivity group: Prod
Created: May 23, 2014 at 10:01:11 AM Eastern Standard Time
Last updated: May 23, 2014 at 10:04:01 AM Eastern Standard Time

m

Figure 4-89 Reset the virtual machine’s state

The IBM PowerVC management server displays a confirmation window. Click OK to continue

or Cancel to abort.

Note: This process can take a few minutes to complete. If the state does not change, try to
restore the VM or deploy the VM again from an image.
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4.15.15 Deleting images

To delete an image that is not in use, open the Images window, select the image that you want
to delete, and click Delete, as shown in Figure 4-90.

IBM Powervc Configuration Messages DRO Events Requests

@ Images

=

Images Deploy Templates

L P Refresh  [§ Deploy| [3 Delete ) 7] Import [ Edit Description ~ {7] Create Deploy Template

I+ Nofilter applied

Name - State Operating System Description
e e =
Wrorzbase W aive RHEL

[H] rhei72-base-m-070b488-00000002_capture_1 M Active RHEL

& rhel72-base-m-070b438e-00000002_capture_2 [ Active RHEL

Total: 4 Selected: 1

Figure 4-90 Image that is selected for deletion

The IBM PowerVC management server displays a confirmation window to delete this image,
as shown in Figure 4-91.

@ Confirm the deletion ofimage Hot-In-Use-Delete-After-27052016.

OK

] Cancel ]

Figure 4-91 Delete an image confirmation window

IBM PowerVC shows a message that the image is being deleted and confirmation of a
successful completion of the operation. The image is deleted from IBM PowerVC and the
original volume that is used by this is image is left untouched.

4.15.16 Unmanaging a virtual machine

178

The Unmanage function is used to discontinue the management of a VM from IBM PowerVC.
After a VM becomes unmanaged, the VM is no longer listed in the Virtual Machines window,
but the VM still exists. The VM and its resources remain configured on the host. The VM can
still be managed from the HMC. The VM remains running.

To unmanage a VM, open the Virtual Machines window, and select the VM that you want to
remove from IBM PowerVC. The Unmanage option is enabled. Click Unmanage to remove
this VM from the IBM PowerVC environment.
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Figure 4-92 shows the Unmanage option to unmanage a VM.

also be removed from PowerV'C management.

manually unlock the IP addresses in the IP address pool.

OK

@ Confirm the removal of virual machine pwes01-rhel73-powervc02 from PowerVc
management. The virtual machine itself is not affected. All attached volumes will

MNote: The assigned IP addresses for this virtual machine will be locked in the IP
address pool after you unmanage it. If you remove the virtual machine, you must

Cancel

Figure 4-92 Unmanage an existing virtual machine

4.15.17 Deleting a virtual machine

IBM PowerVC can delete VMs completely from your systems.

Important: By deleting a VM, you completely remove the VM from the host system and

from the HMC or PowerVM NovaLink configuration, and IBM PowerVC no longer manages

it. Volumes that are used by VM can be deleted with granularity.

To remove a VM, open the Virtual Machines window and select the VM that you want to

remove. Click Delete, as shown in Figure 4-93.

Delete

storage volumes that should also be deleted.

Before deleting virtual machine pwé501-rhel73-powervc02, select the attached

Delete the following volumes:

() All volumes (2)

(7) Select volumes

are nat included above.

Volumes that are attached to multiple virtual machines cannot be deleted and

Cancel

Figure 4-93 Delete a virtual machine
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The IBM PowerVC management server displays a confirmation window to select the volumes
with the VM that will be deleted. Volumes that will be deleted can be selected with a
granularity of Boot volumes, All Volume, or Select Volumes as shown in (Figure 4-93 on
page 179). To select Volumes manually, select Selected Volumes, click Select Volumes,
and delete volumes from the Select Volumes windows, as shown in Figure 4-94. To
permanently delete the VM, click Delete. IBM PowerVC shows a confirmation to delete VM
and its selected resources.

Select Volumes
[ Because shared volumes are attached to othervirtual machines, they cannot be selected for deletion.

| Filter T
= No filter applied

Hame 2 . Size (GB) | Description Boot 1~
Set

g rhelf2-MH-VMO- 20 Yes
e6cd4d08-00000009-boot-0

Figure 4-94 Select Volumes window to delete selected volumes

Important: You can delete a VM while it is running. The process stops the running VM and
then deletes it.

When IBM PowerVC deletes storage, it behaves differently, depending on how volumes were
created:

» Volumes that were created by IBM PowerVC (the boot volumes) are deleted and removed
from the VIOS and storage back ends.

» Volumes that were attached to the partition are detached only during the partition deletion.

The zoning to storage is removed by the deletion operation.
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4.16 Users, groups, and roles setup

Each user is added, modified, or removed by the system administrator by using Linux
operating system commands. After the user ID is defined on the operating system, the user
ID becomes available in IBM PowerVC if it is granted an IBM PowerVC role (see 2.8.2,
“Projects and role management planning” on page 61), such as admin, deployer, or viewer.

Operating system-based user management requires command-line experience, but it is easy
to maintain. No dependency exists on other servers or services. To see user accounts in the
IBM PowerVC management hosts, click Configuration — Users in the top navigation bar of
the IBM PowerVC GUI. Use the underlying Linux commands to manage your account
(useradd, usermod, or userde, for example).

4.16.1 Adding user accounts

To add a user account to the operating systems on the IBM PowerVC management host, run
the following command as root from the Linux command-line interface (CLI):

# useradd [options] login_name

Assume that you want to create a user ID for a system administrator who is new to

IBM PowerVC. You want to allow this administrator to view the IBM PowerVC environment
only, not to act on any of the managed objects. Therefore, you want to give this administrator
only a viewer privilege.

By using the command that is shown in Example 4-6, create the user viewer1, with
/home/viewerl as the home and base directory, the viewer group as the main group, and a
comment with additional information, such as IBM PowerVC.

Example 4-6 Add an admin user account with the useradd command

useradd -d /home/viewerl -g viewer -m -c "IBM PowerVC" viewerl

If you have a clean installation, run the following command to assign a viewer role to a user:

# openstack role add --user viewerl --project <project name or id> viewer

If the group exists after an upgrade, give that group the viewer role assignment by running the
following command:

# openstack role add --group viewer --project <project name_or_id> viewer

The new user is created with the viewer role in the IBM PowerVC management host because
it is part of the viewer user group. Double-click the viewer1 user account to see detailed
information, as shown in Figure 4-95 on page 182. After the administrator is skilled enough
with IBM PowerVC to start managing the environment, you can change the administrator’s
s/group/role group to give the administrator more management privileges, as described in
4.16.2, “Updating the user accounts” on page 183.
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In Version 1.3.2, roles can be assigned directly to users. But, creating groups with roles might
help you administer large sets of users.

For example, the admin and developer group can be assigned to a user. Use these
commands to create a user with the deployer and admin role.

Note: Do not forget to set a password for the new user if you want to log in with these
accounts on the IBM PowerVC GUI.

In the example in Figure 4-95, three user IDs (admin1, deployer1, and viewer1) were added
to the initial root user ID.

-~ —
2=| Users

Users Groups

« Refresh

Name - Description

2 admini Cne admin account

3 deployert Cne deployer account
3 root root

3 viewert One viewer account

Figure 4-95 Users information

Figure 4-95 shows the new accounts.

Figure 4-96 shows the new user admin1 that was added to the admin group.

Users » Group: admin
2= Group: admin

+ Information

Name: admin
Description:
Roles: admin

= Group Members

Name Description -
1 admind One admin account
3 root root

Figure 4-96 Detailed user account information
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4.16.2 Updating the user accounts

If you are using the group role assignment approach (and pre-created those groups and their
role assignments or upgraded a system with them), then Example 4-7 works.

To update a user account in the operating systems on the IBM PowerVC management host,
run the following command as root:

# usermod [options] login_name

Use the command that is shown in Example 4-7, update the admin user account with the
comment IBM PowerVC admin user account, and move it to the admin user group.

Example 4-7 Update the admin user account with the usermod command

usermod -g admin admin

But, if you are using the user role assignment approach, then you must run the following
command:

# openstack role delete --user <user> --project <project> <previous_role>

Then, run the following command:

# openstack role add --user <user> --project <project> <new_role>"

After this modification, the admin user account is part of the admin user group and can
manage the IBM PowerVC management host, as shown in Figure 4-96 on page 182.

4.16.3 Disabling the root user account from IBM PowerVC

If you upgraded to IBM PowerVC Version 1.3.2, you probably removed the root user account
from the admin user group. so the steps in this section are not needed because groups are
not created during the installation. If not, run the following command:

# openstack role delete --user root --project ibm-default admin

Important: As a preferred practice, do not use the root user account on IBM PowerVC. It is
a security preferred practice to remove it from the admin group.

4.16.4 Working with roles

To assign a role to a user or group, run the openstack role add command or use the
equivalent REST APIs. The role assignments are provided in Table 4-8.

Table 4-8 Role assignments

Action Description

role add Adds a role to a user or group on a project.

role assignment list Lists role assignments.

role list Lists roles.

role remove Removes a role from a user or group on a project.
role set Sets role properties.

role show Displays role details.
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For more information, see the CLI and API documentation. Example 4-8 shows how to add a
role.

Example 4-8 OpenStack APl command line to set up roles to projects

openstack role add --project <project name> --user <user>
openstack role add --group <group> <role>

4.16.5 Setting project policies
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IBM PowerVC Cloud Manager administrators can set several project-specific policies. These
policies apply only to users with self_service authority. You can set properties such as
whether users require administrator approval to perform certain tasks.

To set policies for a project, run the powervc-cloud-config command and specify one of the
policy types that are listed in the following section, as shown in Example 4-9. If the specified
policy type already is set for the project, it is changed to the new value.

Example 4-9 Set a policy by using IBM PowerVC Cloud CLI

powervc-cloud-config -p <project> set-policy <policy type>

For more information about using powervc-cloud-config, run powervc-cloud-config --help.

The policies that are described in the following sections can be set.

default_expiration_days

This setting specifies the number of days before VMs that are created by self-service users in
the project expire. When a VM is deployed in this project, this value is used to set the VM’s
expiration date. The default is 30 days. When editing a VM'’s expiration date, users cannot
select a date further out than the value set in this policy. For example, if
default_expiration_days is set to 90, users cannot select a date more than 90 days away
from the current expiration date when editing a VM’s expiration date.

The default is 30 days.

default_request_wait_time

This setting specifies the number of days that VM expiration extension requests can be in a
pending state. If the request is not approved after the specified number of days, it is
automatically approved.

If this value is not set, requests are never automatically approved, which is the default.

deploy_approval_limit

This setting specifies the number of VMs a self-service user can own without requiring
approval for further deployments. For example, assume that this value is three. If a user
deployed three VMs and then deleted one, the user can deploy one more VMs without
approval. After this limit is reached, further VM deployments require approval.

If the value is not set, or 0, then all deployments require approvals.
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Here are the values that you can set:
» -1: Deployments never require approval.
» Not set or 0: All deployments require approval.

» n> 0: Users can own n VMs without requiring approval for deployments, but any further
deploys require approvalexpired_resources_lifetime.

expired_resources_lifetime

This setting specifies how many days expired VMs exist before being deleted. After this
period, the VM is deleted. This value applies to all VMs that are created by self-service users
in this project. If this value is not set, expired resources are never automatically deleted.

There is no default value, which means expired VMs are never deleted.

extension_approval_limit

This setting specifies the number of VM expiration date extensions that a self-service user
can request without administrator approval. After this limit is reached, further expiration date
extension requests require approval.

There is no default value, but if it is not set or set to 0, all extensions require approvals.

Here are the values that you can set:
» -1: Extension requests never require approval.
» Not set or 0: All extension requests require approval.

» n> 0: Users can request expiration extension of a VM n times without approval, but any
future extension requests require approval.

snapshot_approval_limit

This setting specifies the number of VM captures or snapshots that can be performed without

administrator approval. After this limit is reached, further capture requests require approval.

Here are the values that you can set:

» -1: Captures never require approval.

» Not set or 0: All captures require approval.

» n> 0: Users can capture n VMs without approval, but any future captures require
approval.

There is no default value, but if it is not set or set to 0, then all capture requests require
approvals.

Chapter 4. IBM PowerVC for managing IBM PowerVM 185



186

Example 4-10 shows how to create or update the snapshot_approval_Tlimit policy. By

running this command, you can create a policy if it does not exist or update the existing policy.

If you do not specify a value for -p, the policy is created for the ibm-default project.

Example 4-10 Set policies for a specific project for self-service users

powervc-cloud-config -p test set-policy snapshot approval Timit 10

The IBM PowerVC management host can display the user accounts that belong to each
group. Log in to the IBM PowerVC management host and click Configuration on the top

navigation bar of the IBM PowerVC GUI, and then click the Users and Groups tab, as shown

in Figure 4-97.

Configuration » Users and Groups

% Users and Groups

Users Groups

@:‘ Refresh
Name

i} admin
il deployer

il viewer

- Description

Figure 4-97 Groups tab view under Users on the IBM PowerVVC management host

This view displays the default groups. To access detailed information for each group,
double-click the group name. Figure 4-98 shows an example of a group that includes the

pwrvcviewer ID.

IBM PowerVcC Configuration Messages DRO Events

Requests

pwrvcadmin (ibm-default) (©]

-~ Configuration » Users and Groups » Group: viewer
&
S N Group: viewer

¥ Information

5

15 Name

Name: viewer
Description:

Roles: viewer

~ Group Members

-

X pwrveviewer

Description

PowerVC Viewer

Figure 4-98 Detailed view of viewer user group on the management host
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4.16.6 Lightweight Directory Access Protocol

LDAP is an open standard for accessing global or local directory services over a network or
the internet. A directory can handle as much information as you need, but it is commonly
used to associate names with phone numbers and addresses. LDAP is a client/server
solution. The client requests information and the server answers the request. LDAP can be
used as an authentication server.

If an LDAP server is configured in your enterprise, you can use that LDAP server for
IBM PowerVC user authentication. IBM PowerVC can be configured to query an LDAP server
for authentication rather than using operating system user accounts authentication.

In IBM PowerVC Version 1.3.2, LDAP configuration is not a required installation step, but a
general configuration step. Therefore, the powervc-1dap-config command is no longer
required. To configure LDAP, run the powervc-config identity repository subcommand.
For more information, see IBM Knowledge Center:

» http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.2/com.ibm.powervc.standard.
help.doc/powervc_ldap_hmc.html

» http://www.ibm.com/support/knowledgecenter/SSVSPA 1.3.2/com.ibm.powervc.cloud.hel
p.doc/powervc_ldap_cloud.html

Selecting the authentication method

Plan the authentication method and necessary accounts before the IBM PowerVC
installation. For simplicity, for your first installation use the operating system authentication
method to manage user accounts in most of the IBM PowerVC installations.

In an enterprise environment, use the LDAP authentication method.

4.16.7 User and Group filtering

By default, IBM PowerVC uses the local operating system to manage users and groups. To
avoid exposing all of the system's users and groups, such as those for system accounts,
IBM PowerVC supports both user and group filtering. Only users and groups that match the
corresponding filter are exposed in IBM PowerVC.

When you install or upgrade IBM PowerVC, a default user and group filter that is named
powervc-filter is created, the default user (root) is added to that group, and the filters are
configured so that only that the powervc-filter group and its members are visible to PowerVC.

On an upgrade from an IBM PowerVC version earlier than Version 1.3.2, a new group that is
named powervc-filter is created and any user that had an IBM PowerVC role assignment is
added to that group. The default filters are configured so that these users and groups are
visible to IBM PowerVC:

» The powervc-filter group and all of its members
» Any group that already had an IBM PowerVC role assignment and all of their members

Note: IBM PowerVC backups include the user and group filters. However, they do not
create users or groups, or adjust group memberships. If operating system users and
groups are configured differently when the backup is restored, this might lead to issues.
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For example, if the system on which the restore is being performed does not have the same
users in the powervc-filter group, different users are seen in IBM PowerVC. Some role
assignments might no longer work because the user or group to which they were granted
does not exist or is not visible based on the user and group filters.

Make a user or group visible to IBM PowerVC

Because the default filter matches all members of the powervc-filter group, the easiest way to
make a user visible to IBM PowerVC is to make the user a member of that group.

Use the command that is shown in Example 4-11 to modify user1 to be a secondary member
of the group powervc-filter.

Example 4-11 Modify user to become part of the default powervc filter group

usermod -a -G powervc-filter userl

Creating, updating, and viewing a filter

To make additional groups visible to IBM PowerVC, you must update the group filter. Run the
powervc-config identity repository command with the appropriate attributes. Every time
that you run this command, it replaces the existing filter. Therefore, view the current filter
before updating the filter by running powervc-config identity repository.

As shown in Example 4-12, we create a filter so that IBM PowerVC can see all of the users
that are members of the groups power1, power2, or power3, and can also see any groups
that are named power1, power2, or power3:

Example 4-12 Create a group filter that is fed by existing users and groups

powervc-config identity repository -t os \
--user-filter "(|(memberOf=powerl) (memberOf=power2) (memberOf=power3))" \
--group-filter "(|(name=powerl) (name=power2) (name=power3))"

Note: You have to update both filters if you update either filter.
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IBM PowerVC Standard Edition
for managing IBM PowerKVM

Using IBM PowerVC for managing PowerKVM for the setup, storage management, and the
way that IBM PowerVC handles the capture of International Organization for Standardization
(ISO) images requires special considerations. This chapter covers the installation and setup
specifics and the basic steps to import, capture, and deploy ISO images:

v

5.1, “Install IBM PowerVC Standard to manage PowerKVM” on page 190
5.2, “Setting up PowerVC Standard managing PowerKVM” on page 191
5.3, “Host group setup” on page 205

5.4, “Importing ISO images” on page 206

5.5, “Capturing a virtual machine” on page 216

5.6, “Deploying images” on page 224

5.7, “Resizing virtual machines” on page 227

5.8, “Suspending and resuming virtual machines” on page 228

5.9, “Restarting a virtual machine” on page 228

5.10, “Migrating virtual machines” on page 229

5.11, “Restarting virtual machines remotely” on page 230

5.12, “Deleting virtual machines” on page 232

5.13, “Creating and attaching volumes” on page 233

5.14, “Attaching volumes” on page 234

YVVYVYYVYYYVYVYVYVYYVYYVYY

For configuration and use, see Chapter 4, “IBM PowerVC for managing IBM PowerVM” on
page 91.
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5.1 Install IBM PowerVC Standard to manage PowerKVM
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This section outlines the slight differences between the installation of IBM PowerVC Standard
Edition for managing PowerKVM and the installation of IBM PowerVC Standard Edition for
managing PowerVM.

Important: IBM PowerVM NovalLink is a PowerVM-only offering. Although PowerVM and
OpensStack have full support for PowerKVM, this technology does not support PowerKVM.

Before you install IBM PowerVC, a Linux Installation must be ready, as described in
Chapter 3, “IBM PowerVC installation” on page 67. This section does not cover the Linux
installation because it does not differ from the Linux installation for managing PowerVM. For
the installation details, see 3.2, “Installing IBM PowerVC” on page 71.

After the IBM PowerVC installation for Linux is ready, complete the following steps:

1. From the Linux command-line interface (CLI), change the working directory to the location
of the installation script.

2. Install IBM PowerVC Standard for managing PowerKVM by running this command:
./install
3. Select the offering type to install from the following two options:

— 1 - Standard managing PowerVM
— 2 - Standard managing PowerkVM
- 9 - Exit

Enter 2 to install with PowerVC Standard managing PowerKVM.

The rest of the installation process is the same for all versions. For more information, see 3.2,
“Installing IBM PowerVC” on page 71.
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5.2 Setting up PowerVC Standard managing PowerKVM

This section covers the steps to add a PowerKVM host, a storage provider, and a network.

5.2.1 Adding the PowerKVM host

To add the PowerKVM host, complete the following steps:

1. In the IBM PowerVC graphical user interface (GUI), type your user and password, and
click Log In (Figure 5-1).

IBM PowervVcC

Login

‘Your session was invalidated due to inactivity. Log in again to continue.
* User name:

[ e

* Password

Log In

Licensed Materials - Property of IEM Corp, IEM Corporation and other(s) 2012, 2014, IEM isa
registered trademark of IBM Corporation, in the United States, other countries, or both.

Figure 5-1 IBM PowerVC Login window

Note: The home window (Figure 5-2) does not offer the option to add a fabric.
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IBM Powervc Users Configuration Messages admin

"4\ Home
o %

IBM PowerVC Standard Edition will use the following resources to manage your virtual environment @ Learn more...

A
il AR\

=5 Add Storage 5 Add Network

L]
L

0

Last verified: Never

0
. Verify Environment
0

‘D

Figure 5-2 IBM PowerVC home window
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2. Click Add host to add the PowerKVM host, as shown in the Figure 5-3.

| »

Add Host

Specify the details for the PowerkVM host you want to add.

* Host name or IP address: * User ID:
9.114.181.171 || root

* Displ @

" g ol : Authentic ation type:
KVM-171 @ Password () SSH key

* Storage directory: (f) * Password: =
fmnb’nfsfitsopooﬂ sssesene

Show the mounted file systems that are on this host.

File systems mounted on KVIM-171:

Mount - Source Type Available (GB)

! Idevimapper extd 17.00 0
fibmpkvm_vg_ro
ot-

m

ibmpkvm_Iv_roo
t

Iboot fdev/sdb2 ext4 0.30
Imnt/nfs 9.114.104.185/  nis4 386.00
Mvarllib/ibvirt Idevimapper extd 1000.00 -

1

Figure 5-3 IBM PowerVC Add Host window

During the Add Host task, a package is transferred and installed in the PowerKVM host.
As Figure 5-4 shows, messages appear in the lower-right side of the browser.

The PowerVC install has started on the IBM PowerkyVi [
Host 05 ip9_114_251_197. The host will be added to the

management system after the install completes.

View All (3)...

Figure 5-4 Informational messages

After the host is added, you see the message in Figure 5-5.

ﬂ Added host powerkvm for registration. The host will be
displayed after this process completes.

View All (5)...

Figure 5-5 Host added successfully
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3. To review the messages, click the black menu bar at the top of the browser. Figure 5-6
shows the home window with the available PowerKVM hosts.

IBM PowerVeC Users Configuration Messages

;_-L':\ § Home

&)

IBM PowerVC Standard Edition will use the following resources to manage your virtual environment | '_f ) Learn more.

‘\
\u

=2 Add Storage == Add Network

=

Virtual machines: ()

Processors \ 0%

Memory | 0%
Local Disk (GB) [ 29%

u To create an image, perform one of the following tasks:
- From the Images page, select Upload.

- From the Hosts page, select a host, and click Manage Existing Virtual Machines. Then, from the Virtual Machines page, click Capture.
- Use the powervc-iso-import command on the management server.

@ W)-m |

5 Verify Environment

A

Figure 5-6 IBM PowerVC managing PowerKVM hosts

4. For a detailed view of the added PowerKVM, click the Hosts icon in the left navigation
panel (highlighted in Figure 5-6). Figure 5-7 shows the new PowerKVM hosts.

IBM PowerVc Users Configuration Messages
& - Hosts
- -
=i
E Hosts Host Groups
‘ﬁ " Refresh == Add Host Edit Host Remove Host Maintenance Mode Filter
¥ b
0 Manage Existing Virtual Machines Remotely Restart Virtual Machines
Name - Virtual Machines State Maintenance Status Health
E KVM-171 0 [# operating Mok ok
0
KVM-175 0 @ operating Bok @ ok
. - Total: 2 Selected: 0
4«

Figure 5-7 Detailed Hosts view

194 IBM PowerVC Version 1.3.2 Introduction and Configuration



5. Click a PowerKVM host to display more information, as shown in Figure 5-8.

IBM PowerVC Users Configuration Messages
i = Hosts  » Host: KVM-171
i | - Host: KVM-171
= «® Refresh ﬁf Enter Maintenance Mode
!E * Information
0 Name: KVM-171
Host name or IP address: 9.114.181.171
State: Ia Operating
: Maintenance Status: @ OK
Health: Ia OK
. CPU details: IBM POWERS, 16 cores, B threads, 4 sockets
Processor utilization: 9.969%
2 Hypervisor host name: ip9-114-181-171 pok.stglabs.ibm.com
T Storage type: NFS
@ Storage directory: Imnt/nfs/itsopool (mapped to 9.114.104.185/)
Maximum simultaneous threads: 8
- L PowerVC driver version: 1.2.31
s} B Available PowerVC driver version:  1.2.3.1

Figure 5-8 PowerKVM host information and capacity section
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You can expand and collapse any sections. The display information about virtual switches
and virtual machines (VMs) is shown in Figure 5-9.

W Hosts » Host: KVM-171

=) - Host: KVM-171

q,‘;‘ Refresh éf Enter Maintenance Mode

» Information

M=

0

» Capacity

ﬁ ~ Virtual Switches

0 <" Refresh ] Create Switch [ Edit Switch [3§ Delete Switch Filter >
. Name - State Speed IP Address Components

r 8114181171, enP3p8s0f0 (view
2 dzgrs laA\:a\IabIe e s fd55:faaf.e1ab:356:6eae:8b components)

L Total: 1 Selected: 1

@ = Virtual Machines

0 \r‘,h Refresh 5] Manage Existing Unmanage Filter i
1 i Name - State Processors Memorv Disk Size

Figure 5-9 PowerKVM Virtual Switches and Virtual Machines sections
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5.2.2 Adding storage

To add storage, complete the following steps:

1. Add the storage by clicking the Add Storage plus sign (+) in the center of the
IBM PowerVC home window. Figure 5-10 shows a window to specify the storage array IP
address and credentials. In our lab environment, we use an IBM SAN Volume Controller.
Enter the name, user ID, and password. Click Connect.

Add Storage

For each news storage provider, a default storage template is created. After the storage
provider has heen added, you can use the Configuration page to work with the templates.

Specify a storage controller

* Host name or IP address: * User IO
SWE SLpErUSEr
Display name: -
Hiay Authentication type:
SV ?) (@ Password () SSH key
* Password:

Connect

Add Storage Cancel

Figure 5-10 Add a storage device to IBM PowerVC
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2. After you provide the IP connection settings and credentials, specify the SAN Volume
Controller storage pool that is assigned to your environment. In Figure 5-11, the SAN
Volume Controller shows three pools. In our example, we select DS4800_site2_p02. Click
Add Storage.

Add Storage

For each new storage provider, a default storage template is created. You can modify
the template after the storage provider has been added.

Specify a storage controller /
Type: Storwize w7000 Mame: svc

Select a storage pool for the default template

The selected storage pool is used in the default storage template. To use a
different storage pool, create a new template on the Configuration page.

Hame Capacity (GB) Available -

IGB)
DS4800_site2_p02 434 453.25
DS8300_site2 p01 1585 1175
SSP_powerve 100 0

Total: 3 Selected: 1

Add Storage Cancel

Figure 5-11  SAN Volume Controller storage pool choice
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After you add the SAN Volume Controller and storage pool successfully, a new storage
provider appears on the IBM PowerVC home window, as shown in Figure 5-12 (Storage

Providers: 1). The storage provider does not have a managed volume yet.

IEM PowerVC Users Configuration Messages

& £ Home
=i

PaweryC will use the following resources to manage your virtual environment | 7 Learn more.

0 “!i
0 Hosts: 1 ofp Storage providers: 1 &
Managed volumes: 0

Processors o 23%
Memaory (ME) T 22%
Local Digk (3B) | 0%
Wirtual machines | 0%

@ Verify Environment [ View Results
Last verified: 10/30413, 10:63 AM

0

== Add Network

",

A

Figure 5-12 The new SAN Volume Controller storage provider
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5.2.3 Adding a network

To add a network, complete the following steps:
1. Click Add Network to open the window that is shown in Figure 5-13.

) | Networks »  Add Network
Sl @ Add Network
‘ EI (3) Learn more about adding networks
|
| * Name: Network type
~h—
0 Data_network =
IP address type: (2)
[T Tagging type: (") Dynamic (DHCP) (@ Static
| () Untagged (@ VLAN
| - - * Subnet mask:
0 * VLAN ID: () 255.2556254.0
f =
* Gateway:
* Virtual switch: (7) 932321
2 default -
Primary DNS: Secondary DNS:
0 MTU (Bytes): (7) 9071 906 11
® (-
Starting IP address: Ending IP address:
0
e Add Network Cancel
4 P

Figure 5-13 Add a network to the IBM PowerVC configuration

2. Add the network name, virtual LAN (VLAN) ID, subnet mask, default gateway, Domain
Name Server (DNS), and the address deployment choice (Dynamic Host Configuration
Protocol (DHCP) or Static). The configured virtual switch is automatically retrieved from

the PowerKVM configuration.
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3. After you add the network to the configuration, the home window is updated, as shown in
Figure 5-14.

IBM PowerVcC Users Configuration Messages

& £ Home
-

FPoweryC will use the following resources to manage your virtual environment (2) Learn more

Iy

0 Hosts: 1 eja Storage providers 1 sga Metwnrks: 1 fa

Managed valumes: 0
Processars B 3% :

Wermory (MB) L 22%

Local Disk (5B) | 0%
q Virtual machines | 0%
@ Verify Environment [ View Results
Last verified: 10430713, 10:53 &M
1
0

Figure 5-14 Network is configured
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Managing virtual switches

IBM PowerVC Standard for managing PowerKVM can manage multiple virtual switches to
accommodate your business requirements. Complete the following steps:

1. To edit the virtual switch configuration, from the IBM PowerVC home window, click the
Hosts icon, and then double-click the host that you want to use. Expand the Virtual
Switches section, if it is not expanded. The virtual switches are defined on the host, as
shown in Figure 5-15.

IBM PowerVeC Users Configuration Messages admin ®

-

Hosts » Host: powerkvm

=i - Host: powerkvm

Jﬁ ¥ Information
e

» Capacity

- Virtual Switches

" Refresh Edit Switch Filter =
1 Name -~ | State Speed IP Address Components
. default Available 0 Mbis MNone None
. Total: 1 Selected: o

» Virtual Machines

ARw, |
Figure 5-15 List of virtual switches
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2. Select the switch that you need to edit and click Edit Switch. From the list of available

components, select the physical component that you want to link to the virtual switch, and

click Save, as shown in Figure 5-16.

Edit Virtual Switch: default

Use this form to edit the components for this virtual switch.

Available Components:

Hame State Speed IP Address Assignment -
enP4p1s0fo & Unavaiiable | 1,000 Mbis None | e |T e
L IS
enP4p1sfi (A Unavaiiable 1,000 Mbis None [ Not Assigned |_v| |
enP4pisifz2 M Unavailable | 1,000 Mbis Mone I T

enPap1s0f3 /B Unavailable = 1,000 Mbis None lNutAssign&d. :

enPSp160s0f0 [ Avaiable | 1,000 Mbis 9.114.251.197 |mFl

Total: 8

Save Cancel

Figure 5-16 Edit virtual switch window

3. The message that is shown in Figure 5-17 appears. Verify that no other activity is running

on the host, and click OK.

@ Conflicts were found with the updated virtual switch selections:
Details:

Do not run any operations on the virtual machines on this Host while the ports are being
maodified. If you try to run another operation, such as deploy, the operations might fail.

Adding, deleting, or updating a port from Open vSwitch default may cause a loss of network
connectivity for virtual machines that are using this port.

Make the changes anyway?

OK - Cancel

Figure 5-17 Message about conflicts with the updated virtual switch selections
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4. After the process finishes, the component is shown in the Components column. Click View
Components to see the details that are shown in Figure 5-18.

Virtual Switch Components: default (9.114.251.197)

[ Edit

Name 1 & State Speed IP Address Aszsignment 2 &
enP5Sp160=0f0 Available 1,000 Mb/s None Azsigned

Total: 1

Figure 5-18 Details of the virtual switch components

Environment verification
Check the overall configuration by clicking Verify Environment.

Note: This verification is the same procedure for all IBM PowerVC versions.
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5.3 Host group setup

With Host Group set up, you can group hosts into #ost groups. You can set different
placement policies for each host group. To create a host group, complete the following steps:

1. Click Hosts — Host Groups and click Create Host Group, as shown in Figure 5-19.

Hosts » Create Host Group

. Create Host Group

Host groups allow you to logically partition your hosts for placement targeting.
'? ) Learn more about host groups
* Host group name:

Production

* Placement palicy:

Striping | =
Members
5 Add Remove Filter =
Name Virtual Machines
KVM-171 0

Create Host Group Cancel

Figure 5-19 Create a host group

2. Enter the host group name, select the placement policy, and the hosts.
3. Click Create Host Group at the bottom of the window.
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5.4 Importing ISO images

PowerVC Standard managing PowerVM does not provide a method to install Linux VMs from
ISO images.

PowerVC Standard managing PowerKVM offers you the option to use ISO images to create
Linux VMs. After the environment is verified, you can import ISO images to the IBM PowerVC
domain.

5.4.1 Importing ISO images by using the command-line interface

The first step to import an ISO image to IBM PowerVC is to transfer the file to the

IBM PowerVC hosts. Then, you can run the powervc-iso-import command to add the ISO to
IBM PowerVC. Example 5-1 shows an example of importing a Red Hat Enterprise Linux
(RHEL) ISO image by using the command-line interface (CLI).

Example 5-1 Import a Red Hat ISO image

[admin@powerkvm bin]# powervc-iso-import --name rhel65dvd2 --os rhel --Tocation
/softimg/rhel-server-6.5-ppc64-dvd.iso

Password

L e i e +
| Property Value |
L e i e +

Property 'architecture'
Property 'hw_vif model'

+

|

+

| ppco4

|
Property 'hypervisor type' | gemu

|

|

|

|

|

|

|

virtio

206

| |
| |
| |
| Property 'os distro' rhel |
| checksum 66bb956177d7b55946a5602935e67013 |
| container format bare |
| created at 2014-05-27T21:14:57.012159 |
| deleted False |
| deleted at None |
| disk_format iso |

id a898e706-c835-42c6-87c2-e53d8efh98ae

is_pubTic True

min_disk 0

min_ram 0

name rhel65dvd2

owner 9c03022ea2al46b78c495cc9a00b0487

protected False

size 3347902464

status active

updated_at 2014-05-27T21:15:47.330608

virtual_size None
S S +
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5.4.2 Importing ISO images by using the GUI

To import ISO images by using the graphical user interface (GUI), complete the following
steps:

1. To import ISO images or qcow2 images into IBM PowerVC by using the GUI, click Images
on the left navigation pane in IBM PowerVC. Then, click Upload. Enter the image name,
operating system, and image type, as shown in Figure 5-20. Click Browse to navigate to
the ISO image. Select the ISO image. Finally, click Upload.

Upload Image

Specify the details for the image that you want to upload.-ﬁ?} Learn more...

* Image name:

rhel

* Qperating system:
RHEL |~

* Image type:
180 | =

* Image file:

Browse... Mo file selected.

Upload Cancel

Figure 5-20 Upload Image window

Note: This process takes a few seconds or minutes, depending on the network
bandwidth and the size of the image.
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2. After the ISO image is successfully imported, the ISO image appears on the left navigation
pane of the IBM PowerVC home window, as shown in Figure 5-21.

IBM PowerVC Configuration admin @

=

& Home

g

IBM PowerVC Standard Edition will use the following resources to manage your virtual environment @. Learn more...

Hosts: 1 s Storage providers: 1 ejp Networks: 1 =ja
Wirtual machines: 1 Managedvolumes: 0

Processors I %

Memory | 1%

LocalDisk (GB) [ 28%

Verify Environment | [ View Results
Last verified: 5/22/14, 1:49 PM

@ -m-@ (8 &

Figure 5-21 1SO images that were imported to IBM PowerVC

3. The status of the ISO images can be verified by clicking the Images icon on the left
navigation pane to open the Images view that is shown in Figure 5-22.

IBM PowervVc Users Configuration Messages admin ®

& |l Images
all |

=

P Refresh  [§ Deploy [% Delete 4 Upload Filter i
JE Hame - State Operating System Type Last Updated

EI rhel65dvd2 Active rhel Image May 27, 2014 at 5:15:47 PM

Eastern Standard Time

Figure 5-22 Status of the imported ISO image
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4. Click the rhel65dvd2 image to get details, such as the ID, as shown in Figure 5-23.

IBM PowerVc Users Configuration Messages admin

Images » Image: rhel65dvd2

<L | Image: rhel65dvd2

[i Deploy [ Delete

Jﬁ ~ Information
= t—

2 Name: rhel65dvd2
State: Active
1D: a898e706-c835-42c6-87c2-e53d8efb98ae
- Checksum: G6bb956177d7b55946a5602935e67013
£ Size: 312GB
Created: May 27, 2014 at 5:14:57 PM Eastern Standard Time
. Lastupdated:  May 27, 2014 at 5:15:47 PM Eastern Standard Time

~ Specifications

Image type: Image
@ Container format: BARE
1 Disk format: 150

Operating system: rhel

ﬂ Hypervisor type: gqemu
Architecture: ppctd
- Virtual Machines

Name 2 a Host 1 - P State Health Task

Mo items to display

Figure 5-23 RHEL ISO image details

The images are in the /var/1ib/glance/images/ directory. Example 5-2 displays the ISO
image file based on the ID in the Images interface that is shown in Figure 5-23.

Example 5-2 SO image location and naming in IBM PowerVC
[admin@dIBM PowerVCkvm ~]$ 1s /var/lib/glance/images

a898e706-c835-42c6-87c2-e53d8efh98ae
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5.4.3 Deploying an RHEL ISO image

After an ISO image is imported, you can deploy it to a VM. This VM is a base that is ready for
future image captures and the automatic deployments of other VMs. Complete the following

steps:

1. From the Images window, on the left navigation pane (Figure 5-24), select the image and

click Deploy.

IBM PowerVC Users

Configuration

Messages

'_\' | Images
=Ll e

|_ J e_i:’ Refresh  [i Deploy r8 Delete < Upload '_-fEdit Description

‘E Name ~  State

Filter

Operating System Type Description Last Updated
[ rhelg5dvd2 ! B Active ! rhel Image June 18, 2015 a
1 } : 6:19:02 PM Eas
: : Standard Time
_ e e o e e T
b Total: 1 Selected: 1
< )

Figure 5-24 Select the image for deployment
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2. After the image is selected for deployment, you must specify the following parameters for
the target VM before any deployment can start (Figure 5-25):

VM name.

Target host or host group.

Compute template.

The following default values can be overridden when they are available:
* Processors

* Processor units

¢ Memory size

¢ Disk size

Network template.

The VM’s IP address or IBM PowerVC can select an IP address automatically from the
IP pool.

_ | -

3

R =3

2

IEM PowerVC Users Configuration Messages

Images » Deploy rhel65dvd2

| Deploy rhel65dvd2
* Virtual machine name: * Instances: R T A eI L A R P
linux20 1 =

Your projected usage based on your
Deploy target: (7) selections is shown in this color.

B Production | - Virtual machines (0)

i Compute template: ,(}; Processors (0 ) 128 Total
2-Small | = 0%
Memory (1,024 MB) 259,426 MB Total
* Processors 1 | 0%
* Memory (MB) 2,048 Disk size (152 GB) 545 GB Total
e -
* Disk size (GB) 20 _ 26%

Custom vCPU Distribution  None

* Network

_ Drimans nohunrl fouctam dafanl matamrand- l Snecifv IP address-

Figure 5-25 Virtual machine deployment parameters

3. Complete the required information, and click Deploy to start the VM’s deployment. During
the deployment process, IBM PowerVC displays several messages. Figure 5-26 shows the
deployment in-progress message.

[# Deployforimage rhels5dvd2 has started with 1D [
36d9cal31-fafe-4b58-aefd-f75cal12aa286 Monitor
deployment progress on the Vitual Machines page.

View All (13)...

Figure 5-26 Deployment in-progress message
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4. Figure 5-27 shows the successful deployment message.

ﬂ Deploy of virtual machine linux20 on host powerkvm was '
successful.

View All (14)...

Figure 5-27 Successful deployment verification message

5. The VM’s deployment can be monitored from the left navigation area, as shown in

Figure 5-28.

IBM PowerVC Users Configuration Messages root (0]

-
@ Virtual Machines
=L e

I7 " Refresh Start Stop Suspend Resume Restart Delete Capture Filter
i f Resize Migrate Attach Volume /=] Manage Existing Unmanage Z-v
~— Name 2. Host 1. P State Health Task

1
B rinuxzo KVM-1T1 9.47.69.126 (Static) _mive oK )

~| Tofal: 1 Selected: 0

EG

Figure 5-28 Virtual Machines view with highlighted State and Health columns
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6. Click the name to see the detailed Information and Specifications sections about the

deployed image, as shown in Figure 5-29.

IEM PowerVc

Users Configuration

" Refresh

iﬁ [ Edit Details

- Information
Name:

State:
Health:

1D:

Host:

Created:

Last updated:

- Specifications
Memory:

Processors:

- @ W -[@

Boot disk:

CPU topology:

Virtual Machines »  VM: linux20

VM: linux20

start (@ stop [J[] Suspend Resume (! Restart [ Delete I5) capture [ Resize o+ Migrate

1 Overview Aftached Volumes

Deployed image:

Processor utilization: 78.249%

+ Network Interfaces

linux20

Active

oK

b01213be-1e68-4760-9127-4b3d224c383a
KVM-171

rhel65dvd2

June 19, 2015 at 9:16:44 AM Eastern Standard Time

June 19, 2015 at 9:18:53 AM Eastern Standard Time

2GB
1

20 GB

Sockets: 1 Cores: 1 Threads: 1

Figure 5-29 Detailed information
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7. The sections can be collapsed and expanded as needed. Figure 5-30 shows the
expanded Network Interfaces and Details sections and the collapsed Information and
Specifications sections.

IBM PowerVC Users Configuration Messages root

Virtual Machines  »  VM:linux20

VM: linux20

. " Refresh start (@ Stop [I[] Suspend Resume (C'Restart [ Delete [ Capture [Resize o Migrate|
iﬁ [ Edit Details
1 Overview Attached Volumes

~ Network Interfaces

" Refresh  =j Add Edit Remove Filter -
Network - IP Address MAC Address VLAN ID Type
12 Data_network 9.47.69.126 fa:16:3e:5d:29:ab 2230 Static

Total: 1 Selected: o

~ Collocation Rules

Name - Policy Type Policy State Virtual Machines

Mo items to display

Total: o Selected: o

* Details

Power state: Running

Task state:

Disk config: MANUAL

Hypervisor host name: ip9-114-181-171.pok stglabs.ibm.com

Figure 5-30 Detailed information with expanded or collapsed sections

8. The Active status and OK health mean that the VM is deployed. Although this status

seems definitive, you still must install the initial Linux installation manually.

9. The machine is prepared and ready for the operating system (OS) installation. A shutdown

is required. Select the deployed VM and click Stop, as shown in Figure 5-31.

IBM PowerVeC Users Configuration Messages admin ®

Virtual Machines

«® Refresh start( @ Stop [ Suspend Resume (! Restart Delete ] Capture Filter

i Resize @ Migrate  [Gh Attach Volume

I

Name 24 Host 14 P State Health Task
1 CEpTEE :

' B tinuxzo ! pawerkvm 9.114.251.141 B Active ok

| : (Static)

Figure 5-31 Stop the virtual machine
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Note: This extra manual installation step is necessary only for ISO image deployment, not
for captured VMs.

Tip: When you select the VM, the action buttons become active. If no VM is selected, all of
the buttons remain inactive (gray).

Linux installation for the virtual machine
The following steps describe the manual installation of a Linux VM by using an 1SO image:

1. Start the VM by clicking Start on IBM PowerVC. When the VM is started, the state is
Active, as shown in Figure 5-32.

IBM PowerVC Users Configuration Messages admin - ®

Virtual Machines

P Refresh start @ Stop [J[] Suspend Resume (C'Restart [ Delete K5 Capture Filter
] == i Resize oo Migrate  [Eh Attach Volume i
183
S — Name 2. Host 14 P State Health Task
1 B linux20 powerkvm [Qé‘tl‘l{i.?ﬁ'l.‘lat‘l Active oK
E atic)

Figure 5-32 Virtual machine started and active

Note: The Health status might remain in the Warning state for several minutes.

2. After the VM status is Active and Health is OK, proceed with the manual installation steps.

3. Open a remote console connection from the PowerKVM command line to the VM by using
the virsh console command. First, list all of the VMs by running the virsh 1ist --all
command. Example 5-3 shows the output for the virsh command.

Example 5-3 virsh list --all output

[admin@powerkvm ~]# virsh list --all
Id Name State

- 1inux20-36d9ca31-00000017 shut off
[admin@powerkvm ~]#

4. Copy the name of the VM and run the following command:

virsh console [virtual_machine_name]
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5. This command opens a remote virtual console with the selected VM. Press any key to get
the initial input. You see the “Disc Found” message after RHEL starts, as shown in
Example 5-4.

Example 5-4 Virtual console that shows Disc Found message

Welcome to Red Hat Enterprise Linux for ppc64
e | Disc Found #---====uuun +

To begin testing the media before
installation press OK.

Choose Skip to skip the media test
and start the installation.

S S +
I 0K | ! Skip |

S S +

<Tab>/<A1t-Tab> between elements | <Space> selects | <F12> next screen

6. Follow the instructions to complete the Linux installation. When the installation finishes,
the VM is ready to be captured and deployed several times.

5.5 Capturing a virtual machine

A VM can be captured when it is in the Active state or a powered-off state.
This section describes how to capture a VM that is running and managed by IBM PowerVC.
This section covers the necessary steps to capture the VM:

1. Install cloud-init on the VM that you want to capture. You must perform this step only the
first time that you capture a VM.

2. Perform any pre-capture preparations, such as deleting or cleaning up log files, on the VM.
For SUSE Linux Enterprise Server VMs, change the devices so that they are mounted by
device name or Universally Unique Identifier (UUID).

Before you can capture a VM, you must ensure that the following requirements are met:

» Your IBM PowerVC environment is configured as described in 5.2, “Setting up PowerVC
Standard managing PowerKVM” on page 191.

» The host on which the VM is configured is registered in IBM PowerVC.

» When you capture VMs that use local storage, the /var/1ib/glance/images/ directory on
the IBM PowerVC management server is used as the repository for storing the qcow2 and
ISO images. The file system that contains the /var/1ib/glance/images/ directory must
have enough space to store the captured images.
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5.5.1 Installing cloud-init on the virtual machine

The cloud-init script enables VM activation and initialization. It is widely used for
OpenStack.

Before you capture a VM, install the cloud-init initialization package. This package is
available at /opt/ibm/powervc/images/cloud-init in IBM PowerVC.

Important: If you are installing the cloud-init package to capture a VM, and the activation
engine (AE) is installed, you must uninstall the AE. To uninstall the AE, see “sudo
shutdown -h now” on page 152.

Installing the required dependencies
Before you install cloud-init, you must install the necessary dependencies for cloud-init,
such as the following examples, from the repository:

v

Python boto

Yellowdog Updater, Modified (YUM)

Extra Packages for Enterprise Linux (EPEL)
Any other package manager

vyvyy

Not all dependencies are available in the regular RHEL repository.

For SUSE Linux Enterprise Server, install the dependencies that are provided at the following
site:

ftp://ftp.unicamp.br/pub/Tinuxpatch/cloud-init-ppc64/sles

For RHEL 6 and 7, complete the following steps:

1. Install the dependencies from the FTP location:
ftp://ftp.unicamp.br/pub/Tinuxpatch/cloud-init-ppc64

2. Add the EPEL YUM repository to get the dependent Red Hat Package Managers (RPMs):
— Run the following commands to set up the repository for RHEL 6:

wget
http://d1.fedoraproject.org/pub/epel/6Server/ppc64/epel-release-6-8.noarch.rpm
rpm -Uvh epel-release-6*.rpm

— Run the following commands to set up the repository for RHEL 7:
wget
http://d1.fedoraproject.org/pub/epel/7/ppc64/e/epel-release-7-5.noarch.rpm
rpm -Uvh epel-release-7*.rpm

Note: The EPEL RPM packages might be renamed with the updated version. You can
obtain the new versions from the following website with the correct version selected:

http://d1.fedoraproject.org/pub/epel/

Installing cloud-init
Install the appropriate cloud-init RPM for your OS from
/opt/ibm/powervc/images/cloud-init:

» For RHEL 6, install cloud-init-0.7.4-*.el16.noarch.rpm.
» For RHEL 7, install cloud-init-0.7.4-*.e17.noarch.rpmfrom the
/opt/ibm/powervc/images/cloud-init/rhel location.
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Modifying the cloud.cfq file
After you install cToud-init, modify the cloud.cfqg file that is available at

/etc/cloud/cloud. cfg with the following values, according to your OS.
For RHEL, update the cloud.cfg file with the following values:
» disable_root: 0
» ssh_pwauth: 1
> ssh_deletekeys: 1
For SUSE Linux Enterprise Server, edit the following fields in the cToud. cfg file:
1. Remove the following field:
users: -root
2. Add the following fields:
— ssh_pwauth: true
— ssh_deletekeys: true
For both RHEL and SUSE Linux Enterprise Server, add the following new values to the
cloud.cfg file:
» disable_ec2 metadata: True
» datasource list: ['ConfigDrive']
For SUSE Linux Enterprise Server only, after you update and save the cloud.cfg file, run the
following commands:

» chkconfig -s cloud-init-local on
» chkconfig -s cloud-init on

» chkconfig -s cloud-config on

» chkconfig -s cloud-final on

For RHEL 7, ensure that the following conditions are set on the VM that you are capturing or
deploying:

» SUSE Linux Enterprise Server is set to permissive or disabled on the VM that you are
capturing or deploying.

» Ensure that if Network Manager is installed, it is disabled.
» Ensure that the net-tools package is installed.

Note: This package is not installed by default when you select the Minimal Install
software option during the installation of RHEL 7 from an ISO image.

» Edit all of the /etc/sysconfig/network-scripts/ifcfg-eth* files and update
NM_CONTROLLED=no in them.

Removing the MAC address information
After you install the cloud-init initialization package, remove the Media Access Control
(MAC) address information by completing the following steps:

1. Replace /etc/udev/rules.d/70-persistent-net.rules with an empty file. (The .rules file
contains network persistence rules, including the MAC address.)

2. Replace /1ib/udev/rules.d/75-persistent-net-generator.rules with an empty file,
which generates the .rules file.
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Note: The recommended action is to replace the previous files with empty files rather
than deleting the files. If you delete the files, you might receive an udev kernel warning
at boot time.

3. Remove this HWADDR line from Fedora-based images:

/etc/sysconfig/network-scripts/ifcfg-eth0

Tip: The /etc/sysconfig/network-script file path for the HWADDR file applies for RHEL
only. For example, for the ifcfg-ethO adapter on RHEL, remove the HWADDR line from
/etc/sysconfig/network-script/ifcfg-eth0. For SUSE Linux Enterprise Server, the
HWADDR path is /etc/sysconfig/network. On SUSE Linux Enterprise Server, remove the
HWADDR line from /etc/sysconfig/network/ifcfg-eth0.

Important: You must remove the network persistence rules in the image because they
cause the network interface in the instance to come up as an interface other than eth0.
Your image has a record of the MAC address of the network interface card (NIC) when
it was first installed, and this MAC address is different each time that the instance boots.

5.5.2 Changing devices to be mounted by name or UUID

For SUSE Linux Enterprise Server virtual servers, use literal names for device names rather
than symbolic links. By default, devices are mounted by using -id, which means that they are
represented by symbolic links.

You must change the devices so they are mounted by device name or UUID rather than by
-id. You must perform this task before you capture a SUSE Linux Enterprise Server VM for
the first time. After you capture a SUSE Linux Enterprise Server VM for the first time, you can
capture and deploy an image of the resulting VM without performing this task.

To change the devices so that they are mounted by device name or UUID, complete the
following steps:

1. Search the file system table /etc/fstab for the presence of symbolic links. Symbolic links
look like /dev/disk/by-*.

2. Store the mapping of the /dev/disk/by-* symbolic links to their target devices in a
scratch file by running this command:

1s -1 /dev/disk/by-* > /tmp/scratchpad.txt
The contents of the scratchpad.txt file might look like Example 5-5.

Example 5-5 Symbolic links mapping

/dev/disk/by-id:

total 0

Trwxrwxrwx 1 root root 9 Apr 10 12:07
scsi-360050768028180ee380000000000603¢c -> ../../sda

Trwxrwxrwx 1 root root 10 Apr 10 12:07
scsi-360050768028180ee380000000000603c-partl -> ../../sdal

Trwxrwxrwx 1 root root 10 Apr 10 12:07
scsi-360050768028180€e380000000000603c-part2 -> ../../sda2

Trwxrwxrwx 1 root root 10 Apr 10 12:07
scsi-360050768028180ee380000000000603c-part3 -> ../../sda3

Trwxrwxrwx 1 root root 9 Apr 10 12:07
wwn-0x60050768028180ee380000000000603¢c -> ../../sda
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Trwxrwxrwx 1 root root 10 Apr 10 12:07
wwn-0x60050768028180ee380000000000603c-partl -> ../../sdal

Trwxrwxrwx 1 root root 10 Apr 10 12:07
wwn-0x60050768028180ee380000000000603c-part2 -> ../../sda2

Trwxrwxrwx 1 root root 10 Apr 10 12:07
wwn-0x60050768028180ee380000000000603c-part3 -> ../../sda3

/dev/disk/by-path:

total 0

Trwxrwxrwx 1 root root 9 Apr 10 12:07 scsi-0:0:1:0 -

Trwxrwxrwx 1 root root 10 Apr 10 12:07 scsi-0:0:1:0-
1 -0:0:1:0-
1 -0:0:1:0-

V

../../sda
partl -> ../../sdal
Trwxrwxrwx 1 root root 10 Apr 10 12:07 scsi- part2 -> ../../sda2
Trwxrwxrwx 1 root root 10 Apr 10 12:07 scsi- part3 -> ../../sda3

/dev/disk/by-uuid:

total 0

Trwxrwxrwx 1 root root 10 Apr 10 12:07 3cb4e486-10a4-44a9-8273-9051f607435¢e
-> ../../sda2

Trwxrwxrwx 1 root root 10 Apr 10 12:07 c6a9f4e8-4e87-49c9-b2-89086c2d1064
-> ../../sda3

/

Important: For the following steps, ensure that you use the device names in your own
scratchpad. txt file. The following values are merely examples.

3. Edit /etc/fstab, replacing the /dev/disk/by-* entries with the device names that the
symbolic links point to, as laid out in your scratchpad.txt file.

Example 5-6 shows what these lines might look like before you edit them.

Example 5-6 Sample device names before the change

/dev/disk/by-id/scsi-360050768028180ee380000000000603c-part2 swap swap
defaults 00

/dev/disk/by-id/scsi-360050768028180ee380000000000603c-part3 / ext3
acl,user_xattr 11

Example 5-7 shows what these lines might look like after you edit them.

Example 5-7 Sample device names after the change

/dev/sda2 swap swap defaults 00
/dev/sda3 / ext3 acl,user xattr 11

4. Edit the /etc/1il0.conf file so that the boot and root lines correspond to the device
names.

Example 5-8 shows what these lines might look like before you edit them.

Example 5-8 lilo.conf file before change

boot = /dev/disk/by-id/scsi-360050768028180ee380000000000603c-partl
root = /dev/disk/by-id/scsi-360050768028180ee380000000000603c-part3
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Example 5-9 shows what these lines might look like after you edit them.

Example 5-9 lilo.conf file after change

boot = /dev/sdal
root = /dev/sda3

5. Run the Tilo command.
6. Run the mkinitrd command.

Note: The installation steps for cloud-init might change with the update of cloud-init or
IBM PowerVC. Check the latest information about the cloud-init installation at IBM
Knowledge Center:

https://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.1/com.ibm.powervc.standa
rd.help.doc/powervc_install_cloudinit_hmc.htm]

5.5.3 Capturing the virtual machine

Before you can capture a VM, the VM must meet specific requirements. If you do not prepare
the VM before you capture it, you might get errors when you deploy the resulting image.
To capture a VM by using the cloud-init initialization package, complete the following steps:

1. Install cloud-init on the VM that you want to capture. You perform this step only the first
time that you capture a VM. For more information about how to install cloud-init, see
5.5.1, “Installing cloud-init on the virtual machine” on page 217.

2. If the VM that you want to capture is running a SUSE Linux Enterprise Server operating
system, change the device mounting. For more information, see 5.5.2, “Changing devices
to be mounted by name or UUID” on page 219.

3. Perform any pre-capture preparation, such as deleting or cleaning up log files, on the VM.

4. From the IBM PowerVC home window, click Virtual Machines, select the VM to capture,
and click Capture.

5. When the message that is shown in Figure 5-33 appears, click Continue to proceed.

Virtual machine capture requires preparation. Do not continue until manual
preparation has been performed.

To successfully capture a vitual machine, you must first prepare it to be captured.
If you do not prepare the virtual machine before you capture it, you will not be able
to successfully deploy the resulting image.

Note: If you have installed cloud-init and are using it as your initialization
package, you only need to prepare your virtual machine for capture once.

(7) Learn more .

Cancel

Continue

Figure 5-33 Warning message before you capture the VM
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6. Name the new image. Figure 5-34 shows a text box to enter the name, and it displays the
required default resources for this image.

Note: You can override the amount of required resources when you deploy a new VM
with this image.

Capture

Enter the new image name.

= Name of the new image: Default resources required

‘ Jinux20_capture_1 Processors: 1

Memory (MB): 2,042
Disk size (GB): 20

Figure 5-34 Capture window

7. Click Capture to continue. IBM PowerVC starts to capture the VM. IBM PowerVC presents
the message that is shown in Figure 5-35.

[3 Taking a snapshot of virtual machine linux20 as image '
linux21. It may take a few minutes for the snapshot to

complete.

View All (16)...

Figure 5-35 Snapshot in-progress message
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The process can take from a few seconds to a few minutes. To see the status of the capture
operation, click Virtual Machines. Then, check the Task column to see the status of the
shapshot, as shown in Figure 5-36.

Important: It is not necessary to shut down the VM that you want to capture. You can
capture images dynamically from VMs that are running, but you might need to review and
check any inconsistency in the data or applications outside of the operating system.

IBM Powervec Users Configuration Messages
& Virtual Machines
=i
efresh Start Stop Suspend Resume Restart @De\ele Capture Resize Migrate Filter
J = Attach Volume I
— Name 2 a Host 14 P State Health Task
4
B tinuxzo powerkvm 9.114 251 141 (Static) B Active oK 3 Image Snapshot

Fidure 5-36 Status from the Virtual Machines view

You can see the capture status by clicking Images, as shown in Figure 5-37.

IBM Powervc Users Configuration Messages

@ | | Images

P Refresh  [i Deploy [ Delete & Upload Filter -
JE Hame - | State Operating System Type Last Updated
] inux20_capture_1 Active thel Snapshot May 30, 2014 at 11:50:14 AM
4 Eastern Standard Time
[#] linux20_capture_2 thel Snapshot May 30, 2014 at 11:50:42 AW
Eastern Standard Time
[ tinux21 B Active thel Snapshot May 29, 2014 at 5:04:06 PM
1 Eastern Standard Time

| d2 [ Active thel Image May 27, 2014 a1 5:15:47 PM

] rhelssavdz
. Eastern Standard Time

Figure 5-37 Snapshot status from the Images view
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5.6 Deploying images

The process to create a VM by using an existing image is simple. The process is automated
by IBM PowerVC.
To deploy a new VM, complete the following steps:

1. Click Image, select the image that you want to deploy, and then click Deploy. Complete
the requested information. Figure 5-38 shows the first two sections of the Deploy window.

IBEM PowerVC Users Configuration L es root @

Images » Deploy linux21

|} Deploy linux21

. (?) Learn more about how these lists are filtered...
JE Current and projected use: (3

* Virtual machine name: * Instances:
linux21 1 -
2 Your projected usage based on your
Deploy target: (2) selections is shown in this color.

& production | = Virtual machines (1)

Compute template: '/)? Processors (1) 128 Total
2-Small |~ i 1%
Memory (3,072 MB) 259,426 MB Total
= Processors 1 | 1%
* Memory (MB) 2048 Disk size (182 GB) 545 GB Total
_ B | 33%
* Disk size (GB) 20

Custom vCPU Distribution  Mone

~ Network
Primary network (system default gateway): [7] Specify IP address:
Data_network | = Picked from IP pool

» Activation Input

.EE!M Cancel

Figure 5-38 General and network sections of the window to deploy a VM
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2. Figure 5-39 shows the expanded Activation Input section. In this section, you can upload
scripts or add configuration data. After the VM is deployed, the script or data automatically
configures the VM according to your requirements.

Images » Deploy linux21

5L | Deploy linux21

+ General

i+ Network

 Activation Input

() Learn more about activation input

Configuration script:

(@ Entertext () Selectfile

@ Server metadata key-value pairs:

Key Value Action

Deploy Cancel

Figure 5-39 Activation Input section of the window to deploy a virtual machine

After you click Deploy, IBM PowerVC displays a message similar to the message that is
shown in Figure 5-40.

[@ Deployforimage linux21 has started with ID 2107bdae- [
b199-4b23-923e-44a1437812fd. Monitor deployment
progress on the Virtual Machines page.

View All (18)...

Figure 5-40 Deployment is started message
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3. When the deployment is complete, you can click Virtual Machines to see the new
deployed image, as shown in Figure 5-41.

5 ] _
IBM PowerVC Users Configuration Messages admin ®

o Virtual Machines

™ Refresh start @ Stop [][] Suspend Resume (2 Restart [ Delete [5] Capture Filter

J f i Resize co Migrate  [G Attach Volume =+
— Name 2 a Host 14 P State Health Task
2
B tinuxzo powerkvm 9.114.251.141 3 Active oK
(Static)
(E linux21 powerkvm Building OK 1. Initializing )

Figure 5-41 Virtual Machines view

Note: The network is configured automatically by IBM PowerVC during the task to build the
VM. When the deployment task finishes, the VM is running and connected to the network.
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5.7 Resizing virtual machines

PowerVC Standard managing PowerKVM can resize VMs with a simple procedure.

To resize your VMs, complete the following steps:

1. From the window that lists all VMs, select the VM to resize.

2. Click Resize to open the window that is shown in Figure 5-42.

Resize

selecting a template.

the new values, and restarts it.

Current resource allocations:
Processors: 1, Memory: 2 048 MB, Disk: 0 GB
CPU Topology: Sockets: 1, Cores: 1, Threads: 1

(7) Learn more about resizing
Compute template:
Choose one to auto-fill specifications below | =
* Processors: (7)
1
= Memory (MB): (Z)
2,048

= Disk (GB):
0

Edit the current allocations or select a compute template. You can also edit the allocations after

/I, Resizing an active virtual machine immediately stops the viftual machine, recreates it with

Figure 5-42 Resize virtual machine window

Note: You can select a compute template to populate the required resource values or edit

each field manually.

Important: If you change the size of the disk, ensure that you go into the OS of the VM and
complete the required steps so that the OS can use the new space that was configured on

the disk. For more information, see your OS documentation.

If the disk belongs to an IBM i VM, the size of the disk cannot be changed, so the value is

ignored.

Chapter 5. IBM PowerVC Standard Edition for managing IBM PowerKVM

227



5.8 Suspending and resuming virtual machines

IBM PowerVC can suspend and resume a running VM. To suspend a VM, select it and then
click Suspend. Two methods exist to suspend a VM, as shown in Figure 5-43.

Suspend

Select whether you want to pause or suspend the virtual machine.

(O] EF'ause - Stores the current state of the virtual machine in memaory and
temporarily prevents action from being performed on this machine.

-Z':‘.I Suspend - Saves the state and memory of the virtual machine on the disk
and suspends the virtual machine.

Figure 5-43 Suspend or pause a virtual machine

After you select an option, click OK. The VM state changes to Paused or Suspended. To
resume the VM, select it and click Resume.

Important: It is not possible to restart VMs that are in a Suspended or Paused state. The
only available option is to perform a hard restart.

5.9 Restarting a virtual machine

IBM PowerVC can restart a VM. To do so, complete the following steps:
1. To restart a VM, select the VM and click Restart.
2. When the Restart window opens (Figure 5-44), select either a soft restart or a hard restart.

Restart

Select whether you want to do a soft restart or a hard restart for the vitual machine. If
the soft restari fails, a hard restart will be performed.

(@ iSoftrestart - Shuts down the virtual machine normally.

() Hard restart - Shuts down the virtual machine immediately without
shutting down the operating system first. A hard restart might result in
loss of data.

Figure 5-44 Restart a virtual machine
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Note: It is possible to restart VMs in a Suspended or Paused state. However, the only
available option is to perform a hard restart.

5.10 Migrating virtual machines

IBM PowerVC also support the migration of VMs between PowerKVM hosts if the VM meets
the requirements of migration, for example, Network File System (NFS) shared storage was
configured for the PowerKVM hosts. For the detailed requirements of VM migration, see

IBM Knowledge Center:
http://www.ibm.com/support/knowledgecenter/SSXK2N_1.3.1/com.ibm.powervc.kvm.help.d
oc/powervc_relocating_vm_kvm.html

To migrate a VM, complete the following steps:

1. Go to the Virtual Machines window, select the VM to migrate, and click Migrate. Select the
destination host, as shown in Figure 5-45, and then click Migrate.

B8 virtual Machines

Refresh Stop Suspend ~ Restart Delete Capture
Resize Migrate Attach Volume Manage Existing Unmanage
Migrate

To perform a hot migration of virtual machine linux21, select the destination host.

(7) Learn more about migrating

Host: | Selected by placement policy | =

Selected by placement policy
KVM-171

Figure 5-45 Migrate a virtual machine
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2. The VM is migrated to the destination host live, as shown in Figure 5-46.

Virtual Machines

™ Refresh Start Stop Suspend Resume Restart [# Delete Capture Filter
Resize I"I|grate Attach Volume ] Manage Existing [5 Unmanage T
Name 2. Host 14 P State Health Task
B tinuxzo KVM-171 9.47.69.126 (Static) [ Active oK
Bl rinuxz1 KVM-175 9.47.69.127 (Static) 2. migrating oK 3. Migrating
(]

ﬂ Relocating virtual machine linux21 to a host selected by

the placement policy. It might take a few minutes to
complete.

Total: 2 Selected: 1

View All (26)...

Figure 5-46 Migrate a virtual machine

5.11 Restarting virtual machines remotely

With IBM PowerVC, you can restart VMs remotely if a PowerKVM host fails. To do so,
complete the following steps:

1. After a PowerKVM host fails, go to the Hosts window, select the failed host, and click
Remotely Restart Virtual Machines, as shown in Figure 5-47.

IBEM PowerVC Users Configuration root
Hosts Host Groups
JE <" Refresh = Add Host [ EditHost [ Remove Host | Enter Maintenance Mode Filter
2 ‘&l Manage Existing Virtual Machines  [By Remotely Restart Virtual Machines -
Name - Virtual Machines State Maintenance Status Health
KVM-171 0 Operating oK oK
iz = Fr 1
KVM-175 12 ! @ Unknown oK 0K
..
2

Figure 5-47 Remotely Restart Virtual Machines option
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2. Select the VM or all VMs, select the destination host, as shown in Figure 5-48, and click

Remote Restart.

Remotely Restart Virtual Machines

After selecting a virtual machine to remotely restar, you can specify the destination host.

»

Select a virtual machine

ijEERemotely restart all virtual machines.:

Name - State
B tinuxz0 Active
B fnux21 Active

Total: 2 Selected: o

Filter
Processors
1

1

Remote Restart

Memory

2048

2048

m

Close

Figure 5-48 Select virtual hosts to restart remotely

Figure 5-49.

The selected VMs are restarted remotely on the destination PowerKVM host, as shown in

The remote restart function provides a new way to enhance the availability of applications.

root

Resume

] Manage Existing

9.47 69.126 (Static)

9.47.69.127 (Static)

IBM PowerVC Configuration
& Virtual Machines
S

P Refresh Start Stop Suspend
iﬁ Resize @ Migrate Attach Volume
— Name 2. Host 1a P

&

— | [ linuxz0 KVM-171

ﬁ B rinux2s VM-171
2

. ~ | Total: 2 Selected: o

i

Restart Delete Capture | Filter
Unmanage b
State Health Task
Active oK
Active oK

Figure 5-49 Virtual machines that were restarted remotely
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Note: Before you use the remote restart function, you must set up IBM PowerVC to meet
the requirements. For the detailed remote restart requirements, see IBM Knowledge
Center:

https://www.ibm.com/support/knowledgecenter/SSXK2N 1.3.1/com.ibm.powervc.kvm.he
1p.doc/powervc_recover_data_kvm.html

5.12 Deleting virtual machines

IBM PowerVC can delete a VM. The process deletes the VM and the associated storage.

To delete a VM, complete the following steps:
1. To delete a VM, select it and click Delete.

2. When you see a confirmation message that is similar to the message that is shown in
Figure 5-50, click OK if the message shows the correct machine.

\39 Confirm the deletion of virtual machine linux21. Any disks associated with the
virtual machine will be deleted, and any storage volumes and virtual network
interfaces will be detached.

OK Cancel

Figure 5-50 Delete a virtual machine
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5.13 Creating and attaching volumes

IBM PowerVC can create volumes in the available storage providers. These volumes can be

assigned to a VM later, or it is possible to create and attach volumes in one single step.

To create a volume, click Storage Volumes, and then click Create. A window that is similar to
the window that is shown in Figure 5-51 opens.

Create Volume

* Storage template:
powerkvm-storage default

* Volume name:
Description:
= Size (GBY: (7)

1
Real Size: 0.02 GB

Specify the details for this storage volume.

-

b

'

(?) Learn about storage templates
Current Storage Used

Storage (3,164.16 GB) 14,899.2 GB Total
— 21%

The projected storage use based on the selected
volume size is shown in this color.

Storage Provider: powerkvm-storage
Valume Type: Thin

Storage Pool: pool1-HDD-Raid6
Available Capacity: 11,735.04 GB
Real Capacity: 2% of virtual capacity

Create Volume Cancel

Figure 5-51 Create Volume window

It is possible to attach the volume later to an existing VM.
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5.14 Attaching volumes

IBM PowerVC can attach a volume to existing VMs. It is also possible to create the volume
and attach it in the same operation.

To attach volumes, complete the following steps:

1. Click Virtual Machines, select the VM, and click Attach Volume.

2. In the Attach Volume window (Figure 5-52), click Attach a new volume to this virtual
machine to add a volume. Enter the storage template, volume name, description, and size
(GB). Click Attach.

Attach Volume

() Attach an existing volume to this virtual machine.
(@ Aftach a new volume to this virtual machine.

Create a new volume to attach to this virtual machine.

* Storage template: (7) Learn about storage templates

powerkvm-storage default | = Current Storage Used

* Volume name: Storage (3,164.16 GB) 14,899.2 GB Total
linux20_disk2 I 21%

Description: The projected storage use based on the selected
linux20_dis k2 volume size is shown in this color.

= Size (GB): (7) Storage Provider. powerkvm-storage

- T Volume Type: Thin
i 10| = Storage Pool: pool1-HDD-Raid6

Available Capacity: 11,735.04 GB

Real Size: 0.2 GB 3 : )
Real Capacity: 2% of virtual capacity

Figure 5-52 Attach a new volume to a virtual machine
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3. To attach an existing volume, click Attach an existing volume to this virtual machine. A
list of volumes is shown, as shown in Figure 5-53.

Attach Volume
._’i:uéAﬂach an existing volume to this virtual machine :
(7 Attach a new volume to this virtual machine.
Select an existing volume to attach.
Filter e
Name - Size (GB) State Health Storage Template Description
& linw20_disk2 10 Available 0K powerkvm-storage linux20_disk2
default
[ testvol 1 Available [ oK powerkvm-storage
default
Total: 2 Selected: o
Attach Cancel

Figure 5-53 Attach an existing volume to this virtual machine
It is possible to attach volumes to paused and suspended VMs.

Note: When you attach volumes to Linux VMs, additional work is required for the OS to

discover the volumes. For more information, check the documentation for your Linux
distribution.
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IBM Cloud PowerVC Manager

This chapter describes one of the key features that is introduced in IBM Cloud PowerVC
Manager, which allows the user to manage one or several virtual machines (VMs) that are
created by themselves in few clicks.

A set of functions that is available on IBM Cloud PowerVC Manager is referred to as the
self-service portal.

The abilities that a user with self-service authority can perform depends on the project
policies that are set by the project administrator. Project policies specify what users can do
and whether administrator approval is required for each action. In general, a self-service user
can perform the following actions:

» Manage VMs that are owned by that user.

» Deploy VMs by using a deploy template.

» Review and withdraw action requests.

» View their own metering data.

This chapter focuses on those tasks that are performed by users without any previous
experience with IBM PowerVC, such as:

» Logging in to Cloud Power VC Manager

» Exploring the Cloud PowerVC Manager user interface

» Deploying VMs from a template

» Reviewing and withdrawing action requests

Also, this chapter shows the tasks that are run by the administrator user on those requests
that are created by self-service users, if their intervention is required.
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It covers the following topics:

» 6.1, “Logging in as a self-service user” on page 238

6.2, “Self-service portal graphical user interface” on page 239

6.3, “Deploying virtual machines from a template” on page 239

6.4, “Viewing the information that is used for deployment” on page 240
6.5, “Viewing deployment requests” on page 241

6.6, “Administrator actions for user requests” on page 242
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6.1 Logging in as a self-service user

After you receive the notification from your administrator that your access is granted and role
is set, you can connect to the IBM PowerVC graphic user interface (GUI) by completing the
following steps:

1. Open a web browser on your workstation and point it to the IBM PowerVC address:
https://<ip address or hostname>/

2. Login to IBM PowerVC with your given user ID and password, as shown in Figure 6-1.

IBM PowerVC

Login

* User name:
demno?

* Password
-------

Login

Licensed Materials - Property of [BM Corp, [BM Corporation and other(s) 2012,
2016, 16M is a registered trademark of IEM Corporation, in the United States, other
countriss, or both,

Figure 6-1 IBM PowerVC Login window
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6.2 Self-service portal graphical user interface

This chapter briefly presents the self-service portal GUI that is included in this edition of
Cloud PowerVC Manager and shows the basic functions that are allowed for a self-service
user, set as self-service user, from the home window, as illustrated in Figure 6-2.

!;\ :_'E_\ Home

r) IBM Gloud PowerVC Manager

1BM Cloud PawerVC Manager enables users to easily deploy and work with virual machines on IBM Power systems. (2) Learn more...

ﬁ [ To deploy a virtual machine, visit the Deploy Templates page.

Requests can be viewed and modified on the Requests page

Figure 6-2 Self-service portal home window.

The following sections describe the steps to perform to get your VM ready to use.

6.3 Deploying virtual machines from a template

To create your VM, you must select a deploy template, as shown in Figure 6-3.

Deploy templates are created by the administrator. They contain all of the settings necessary
to deploy a VM from a given image. For example, the deploy template specifies the numbers
of memory processors that are allocated to a VM created by using this template.

IEM PowerVeC Messages Requests

PN ]ﬁ Deploy Templates

CIN
" Refresh > Deploy

Jﬁ Name 4 | Operating System Processors Memory (MB)

i [ Demo-rhel72-template i RHEL 1 2,048

Total: 1 Selected: 1

Figure 6-3 Deploy Templates selection interface
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6.4 Viewing the information that is used for deployment

A user must specify a name for the VM and how many instances to create. Additionally, you
can add a pair key, a description, and a message for the administrator in case you require
approval, as shown in Figure 6-4.

IEM PowerVC Messages Reguests

usert (ibm-

Deploy Templates »  Deploy template-rhel73

|8’ Deploy template-rhel73

F

Deploy Template Specifications
Operating system: RHEL
Processors: 1

Memory (MB): 4,09

@@ -(m

Specifications

*Virtual machine name:

my-new-vm

* Instances:

1

Key pair: ()

Nons =

Virtual machine description:

Sales Development VM

Message to administrator: (7)

Required for testing a new appiication.

Deploy Cancel

Figure 6-4 Deploy template information

Next, after you run the Deploy action, depending on the policy, either the deployment is
started immediately or a request is created that requires administrator approval. After
approval, the deployment is started.

If you are interested in project policies, see 2.8.2, “Projects and role management planning”
on page 61.
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Figure 6-5 shows the message in the bottom right corner that provides information about your
request. Additionally, the indicator by the Requests menu item is incremented.

IBM PowerVe Messages  Requests® demot (demot) © (D

& | Deploy Templates

& Refresh | [ Deploy Filter
| Name 4 Operating System Processors Memory (MB) Description
1 [ Demo-rhel72-template RHEL 1 2,048 Template to create RHEL72 Vs for

[ Deploy tempiate Demo?-rhei72-template deployment has
been requested. Status of request ID 832074d5-
bb07-45ec-afh8-becd72ec872a can be viewed on the
Requests page.

Total: 1 Selected: 1

iew All (125)..

F}gure 6-5 Deployment that is submitted and request that is created

6.5 Viewing deployment requests

You can see the status of your request. From your home window, click Requests and a new
web page shows all the information about your request and its status, as shown in Figure 6-6.

.
IBEM PowerVc Messages Requesls. demof (demof)

Requests »  Request Details

B i@ Request Details

5]

P Refresh  [3 Cancel

‘
~ Information
1 1D: 832974d5-bb07-45ec-afb8-beed72ecBT2a
Status: Pending

ﬁ Type: Deplay
Created:

June 1, 2016 at 2:58:20 P FLE Standard Time
Status reason:  Requestneeds approval from admin

Instance count: 2

~ Details
Processors: 1

Memory (MB): 2,048

Figure 6-6 Request details and information

After your request is approved, you can use your VM for the period that is set in the project
policy.

Note: If you need more time to use your VM, you can request an expiration extension with
the user interface. Depending on the project’s policies, the extension might be approved
immediately or it might be added to your list of requests.
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6.6 Administrator actions for user requests

This section describes the actions to be performed by the administrator on your requests.

6.6.1 Viewing request details as an administrator

After the administrator receives your request, he must check the details of your request to
approve, deny, or deploy your VM Deploy request, as shown in Figure 6-7.

Requests * Request Details

|| Request Details
" Refresh A Approve @ Deny

[ user message

Required for testing & new appiicafion.

1
ﬁ ~ Information
34
ID: b1447b47-8151-440c-b233-036034be57bf
Status: Pending
. Status reason: Request needs approval from the administrator.
5 Type: Depioy
Instance count: 1
@ Created: November 17, 2016 at 4:20:40 PM CST
3

User: userl

= Details
Processors: 1

Memory (MB):

706 Image: template-rhel73

242

Deploy target:

Storage connectivity group:

Minimum virtual processors:

Maximum virtual processors:

Minimum memory (MB):
Maximum memory (MB):

n. it

Default Group
Any host, all VIOS
1

1

6,144

=

Figure 6-7 Request details from the administrator’s home window view
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6.6.2 Approving a request as an administrator

The administrator can then approve or deny the request by using the top buttons. The
administrator may add a message to the self-service user. If the administrator approves the
request, the VM is deployed automatically, as shown in Figure 6-8.

Reguest Details

Request Details

Refresh Approve Deny

=3 : | Approve Reqguest
‘Confirm the approval of the selected request.

3 = Message to user:
For Technical Support contact helpdesk@ibm.com

[ [

Figure 6—8 Administrator’s approval submitted

6.6.3 Viewing approved new virtual machines

When all requests are attended and either approved or rejected, the administrator’s queue is
clear, as shown in Figure 6-9.

IBM Powervc Configuration ~ Messages ~ DROEvents | Requests demoadmin (

& | =| Requests
e

" Refresh

i ﬁ % Nofilter applied
—  Tpe Status v | Date User

No items to display

- -@ -iW @

Total: 0 Selected: o

Figure 6-9 Administrator user clean queue
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Software-Defined Networking
(technical preview)

Software-defined networking (SDN) virtualizes your network in a similar way that compute
resources are virtualized. With SDN, you can deploy networks and change your network
layout without making any physical changes to your network environment. IBM PowerVC
supports the SDN technical preview on PowerVM NovaLink managed systems.

Important: In IBM PowerVC Version 1.3.2, SDN is offered as a technical preview that is
meant for a test environment for administrators to understand SDN. /¢ is not meant for
production environments.

SDN has the following functions:

» Security groups to control virtual machine (VM) communication. Rules can be used to
specify which IP addresses, IP protocols, and ports a VM can communicate with. For more
information, see “Security groups” on page 248.

» Overlay network support (such as Virtual Extensible LAN (VXLAN)). Overlay networks
work with Open vSwitch (OVS) to allow VMs that are on different physical networks to
communicate with each other over a private virtual network. For more information, see
“Network overlays” on page 251.

Note: This function is not supported when Red Hat Enterprise Linux (RHEL) is used for
the network node operating system. For more information about network nodes, see
“Network nodes” on page 253.

» Support for virtual routers to connect your overlay network to your wide area network
(WAN). For more information, see “Virtual routers” on page 253.

Note: This function is not supported when RHEL is used for the network node operating
system. For more information about network nodes, see “Network nodes” on page 253.
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» Support for floating IP addresses to assign a public IP address from your WAN to a VM on
the overlay network. For more information, see “Floating IP addresses” on page 254.

Note: This function is not supported when RHEL is used for the network node operating
system. For more information about network nodes, see “Network nodes” on page 253.

» Quality of service (QoS) support. With these settings, you can define how fast a VM can
send data without any special hardware. For more information, see “Quality of service” on
page 267.

Considerations: The following restrictions apply to SDN:
» These REST APIs are not available:
— HMC Registration:
POST /v2.1/{tenant_id}/ibm-hmcs
— Managing an existing VM:
e POST /v2.1/{tenant_id}/os-hosts/{host name}/onboard
e POST /v2.1/{tenant_id}/os-hosts/{host name}/unmanage
* GET /v2.1/{tenant id}/os-hosts/{host name}/all-servers
— Host Shared Ethernet Adapters:
GET /v2.1/{tenant_id}/host-seas
» The verify environment tool is not supported.

» When using the Host network placement API, all networks are considered valid for all
hosts.

This appendix covers the following topics:

“SDN requirements for IBM PowerVC”

“Security groups” on page 248

“Components of private and public communication when using SDN” on page 250
“Setting up a network node” on page 255
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SDN requirements for IBM PowerVC

You must meet the following requirements before you can implement the SDN technical
preview. You must also install IBM PowerVC in preview mode to activate the SDN functions.
For more information, see 3.2, “Installing IBM PowerVC” on page 71.

Note: You cannot upgrade from a previous version of IBM PowerVC to the SDN technical
preview mode. Additionally, you cannot upgrade from SDN technical preview mode to other
versions.
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Compute node requirements
The compute node must meet the following requirements:

» It must have at least one Novalink based PowerVM system that is installed with the SDN
technical preview.

Note: When IBM PowerVC is running in the SDN technology preview mode, all virtual
Ethernet routing runs through the NovaLink component. IBM PowerVC cannot provision
Shared Ethernet Adapters (SEAs). This is a limitation of the technical preview only.

» All necessary ports are opened, as described in IBM Knowledge Center:

http://www.ibm.com/support/knowledgecenter/SSXK2N 1.3.1/com.ibm.powervc.standar
d.help.doc/powervc_planning security firewall hmc.html

Configuring NovaLink for the SDN technical preview
There are two ways to configure your NovaLink based system for the SDN technical preview:

» Platform installer

When you use the NovaLink PowerVM Platform Installer with the SDN technical preview
option, the installer builds the system with the necessary components to enable IBM
PowerVC to connect to the system and manage SDN. This setup includes installing the
software, attaching a physical network interface card (NIC) to the NovaLink partition, and
performing basic configuration of the OVS component on the NovaLink system.

» Manual configuration

If you choose to manually configure your NovaLink based system for the SDN technical
preview, you must perform these configuration steps:

— Assign a physical network card to the NovaLink management partition.
— Ensure that the NovaLink operating system is RHEL 7.3 LE or Ubuntu 16.04 LTS.

Note: If you are having connectivity issues, the firewall is likely causing the problem.
Apply firewall rules only to external facing devices, such as br-ex. Do not apply them
against the internal devices, such as br-tun, br-int, or tap devices. To determine
whether the firewall is the problem, disable the firewall for a short time and if
connectivity is restored, that indicates that the rules are incorrect. For RHEL, the
firewall might need to be disabled by running systemct1 disable firewalld.

— Register a host. IBM PowerVC installs OVS and creates a placeholder vSwitch bridge
named br-ex. You must add a physical port or link aggregation to br-ex.

Network node requirements

If you plan to use overlay networks, virtual routers, or floating IP addresses, a network node is
required. Use at least three nodes for redundancy and load-balancing purposes, even though
only one node is required. Network nodes and servers have these requirements:

» At least two cores with 8 GB of memory. Extra processors and memory can increase
throughput.

» Either x86_64 or ppc64le. This can be a PowerVM VM with direct-attach Network 1/O.
» Supported operating system: Ubuntu 16.04 (ppc64le or x86_64).
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Note: RHEL 7.3 (ppc64le or x86_64) is not supported as a network node for the
technical preview.

» Attached to the public WAN and has IP connectivity to the NovalLink compute host.

» OVS is configured with one port named br-ex. The br-ex port requires the following items:
— It must have IP connectivity to your Novalink hosts and your WAN.
— It must be on a network that has free IP addresses for your floating IP addresses.
— It must be attached to a physical port.

» IBM PowerVC sets up br-ex in the network node at installation time.

» You cannot use a PowerVM VM with virtual I/O. However, if the VM has a dedicated
network card, it can run as a network node.

Because the network node serves as the bridge between the WAN and the overlay networks,
the switch port must have the appropriate VLANSs to host the floating IP addresses and virtual
routers, which are typically the VLANs that you configure to the compute host, but with SDN

they are configured to the smaller set of network nodes instead.

Security groups

Security groups are part of the IBM PowerVC technical preview functions. They let you control
which VMs can communicate with each other by creating a security group and then assigning
it to a VM. The security group has a set of rules that specify how the VM is allowed to
communicate with others.

IBM PowerVC comes with a default security group named “default”’. The default security
group allows all inbound and outbound traffic. If you want your default security group to be
more restrictive, you can delete the existing rules of that group and add the new rules.
Alternatively, you can create a security group with the rules that you want.

Setting up a security group

248

To set up a security group on a VM, you must set up a security group for a port on the VM by
completing the following steps:

1. Create a security group by running the following command. To find the value for
project_ID, run openstack project Tist.

neutron security-group-create <name> --tenant-id <project ID>
--description <description>

The new security group has two rules that allow outbound traffic through IPv4 and IPv6, as
shown in Example A-1.

Example A-1 Security groups that are defined

neutron security-group-create test-sg --tenant-id
66988123f81842ef82bdb2265abe502e --description "Test security group"
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2. Add rules to the new security group and remove the security rules that are not required.
The rules in a security group control what the VM can access. Use these commands to
work with security group rules. For a list of all available security group rules, run neutron

security-group-rule-list.
a. Create a security group rule by running the following command:
neutron security-group-rule-create

Example A-2 shows the output of this command.

Example A-2 Create a security group

/usr/bin/neutron security-group-rule-create --direction ingress --ethertype IPv4
--description "Test security group rule" my_security_group

/usr/bin/neutron security-group-rule-create --direction ingress --ethertype IPv6
--description "Test security group rule" my_security_group

b. Delete a security group rule by running the following command:

neutron security-group-rule-delete <security group_rule>

3. Apply the security group to a specific port by running the following command:

neutron port-update <port uuid> --security-group <security group>
a. If you do not know the port UUID, run neutron port-Tlist.

b. If you want to associate multiple security groups with a port, repeat the option
--security-group.

Updating or removing a security group

To modify the security group or remove it from the port, complete the following steps:

1.

Update the security group by running the following command:

security-group-update [--name NAME] [--description DESCRIPTION]
<security_group>

Update the rules of a security group. You cannot update an existing rule. You must remove

the rule that is not required and add the rules as required.
Detach all security groups from a port by running the following command:

neutron port-update <port_uuid> --no-security-groups
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Applying security groups to an instance during a deployment

There are two ways to apply a security group during a deployment.
1. Use ports that are associated with security groups:
a. Create a port by running the following command:
neutron port-create --security-group <security group> <network>

If you want to associate multiple security groups with a port, repeat the option
--security-group.

Example A-3 shows the output of the command.

Example A-3 Associate multiple security groups

neutron port -create --security-group <sgl> --security-group <sg2> <network>

b. Deploy a VM by using the port that you created by running the following command:
nova boot --nic port-id=<port-uuid> <other parameters as necessary>

2. Deploy the VM by using the nova boot command with the --security-groups option.

Components of private and public communication when using

SDN

250

You can use SDN to set up a virtual private network between VMs that are not physically
connected, which helps you change your network faster and more efficiently. For example, if
you need more IP addresses or you have a new project that needs a network, an
administrator create the necessary setup instantly.

There are several features available to you when using SDN. If you plan to use network
overlays, you must consider using network nodes to support virtual routers and floating IP
addresses. Here are the features:

Network overlays Private virtual networks that allow VMs to communicate on a private
network without requiring physical infrastructure updates.

Network nodes VMs or physical hosts where virtual routers run.

Virtual routers Allow VMs on a network overlay to communicate with the WAN.

Floating IP addresses Public IP addresses (from the WAN) that can be dynamically
assigned to a VM. Floating IP addresses allow systems on the WAN
to communicate with a VM on a network overlay.
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A network overlay with virtual router and floating addresses is shown in Figure A-1.

VM 1 VM 2

IP: 10.0.0.5 IP: 10.0.0.6

Figure A-1 SDN network components

Network overlays

One key component of SDN is the use of network overlays. A network overlay is a virtual
network that connects VMs together on a private network segment even if the host systems
are on different base VLANSs. A network overlay can connect VMs that are on different
physical networks if the host servers have IP connectivity.

The network overlay works by encapsulating the VM's Ethernet packet in the PowerVM
NovaLink host's IP packet. The encapsulation process bundles the client VM's Ethernet
packet into its overlay and then sends it to the other host. The outer address routes the
packet from one host to the other. Then, the inner address ensures that the packet is
delivered to the correct VM. The packet encapsulation is done by the OVS in the NovalLink
partition.
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Figure A-2 shows the SDN encapsulation process.

NovaLink 1 NovaLink 2
192.0.2.10 192.0.2.20

To: Red2 MAC
To:10.0.0.2
Redl | From: 10.0.0.1
[10.0.0.1 From: Redl MAC

DX
==

Open vSwitch

To: 192.0.2.20
From: 192.0.2.10
UDP DST: 4789
UDP SRC: Dynamic
VNI: 100

[ Red2 |
10.0.0.2

To: 10.0.0.2
From: 10.0.0.1

<l

Open vSwitch

Figure A-2 SDN encapsulation

In Figure A-2, the packet must go from VM Red1 to VM Red2, but they are not physically
connected. However, a Red network overlay was set up between the two VMs. The network
overlay embeds the packet in another packet that is sent from NovalLink 1 to NovaLink 2.
When the packet arrives at Noval.ink 2, it is delivered to Red2.

Figure A-3 shows how the network overlay embeds packets.

Destination | Source Len/ PQ Other Layer 3 Payload Pad FC5S
WAC MAC Type Tag Tags
] 6h 2h 0-2b  0-482h “ariahle - 50 fewer bytes due to overlay 0+b 4h
P H
r - .
IP 0 : T{ Source | Destination Encapsulated Packet
Miscellaneous N d = IP IP
: e u
| F m
90 1h 2h  4n 4h Original Size

Figure A-3 Ethernet packets before and after encapsulation

Overlay networks have their own VXLAN identifier. If each VXLAN ID is unique, network IP
addresses for VMs that are on different overlay networks can overlap. For example, in

Figure A-2, the VMs Red1 and Blue1 have the same IP address. This overlap does not cause
any conflicts with internal communication because they are on different overlay networks.
When external sources try to access IP addresses on an overlay network, IBM PowerVC uses
Floating IP addresses to avoid confusion.
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Network nodes

Network nodes are systems (either VMs or physical hosts) where virtual routers run. They
route traffic to and from the external network (WAN). Because each network node can have
several virtual routers, this system must be fast enough to handle routing traffic for multiple
networks. You can set up your environment with a single network node, but it is a preferred
practice to have multiple network nodes. This practice avoids network bottlenecks and helps
ensure that your network does not fail if one node goes down. When creating multiple network
nodes, they must all be on the same physical network. If you do set up multiple network
nodes, one node is in standby mode until the active node fails.

An environment with multiple network nodes is shown in Figure A-4.

Figure A-4 Multiple network nodes in an SDN network

In Figure A-4, there are two self-contained network overlays. VM 1 and VM 4 can
communicate with each other, and VM 2 and VM 3 can communicate with each other.
However, VM 1 cannot communicate with VM 2 or VM 3. All four VMs can communicate with
the WAN. The two network nodes are identical. This duplication serves two purposes. They
share the network traffic load, and if one node stops working, all of the networks are still fully
functional. IBM PowerVC uses the OpenStack Neutron Virtual Router Redundancy Protocol
(VRRP) to handle redundancy.

Virtual routers

Overlay networks are virtual networks. For network overlays to communicate with the WAN, a
virtual router is needed. A virtual router runs on a network node, which provides access to the
WAN. It also has an OVS, which can communicate on the overlay network. The virtual router
bridges the WAN and the overlay network.

Note: The virtual router allows the VM to communicate to the WAN by using Network
Address Translation (NAT), but traffic coming from the WAN cannot reach the VM unless
you set up a floating IP address.
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Virtual routers are meant to be used only with overlay networks. VLAN and flat networks are
bridged directly onto the physical Ethernet, similar to shared Ethernet networking.

In Figure A-5, VM1 and VM2 can communicate with each other over the green overlay
network. Both VMs can communicate to the WAN through the virtual router, but machines on
the WAN cannot communicate with VM1 or VM2.

VM 1 VM 2

IP: 10.0.0.5 IP: 10.0.0.6

Figure A-5 Shows the virtual router that connects the green overlay network with the WAN

Floating IP addresses

A floating IP address is a public-facing IP address that is attached to a VM on an overlay
network. The virtual router then uses NAT to change the IP address. Floating IP addresses
serve two purposes:

» They allow external addresses to connect to addresses on the virtual overlay network.

» The floating IP addresses are always unique, so even if IP addresses overlap between
overlay networks, the external packets can reach the appropriate VM.

Note: Floating IP addresses should be assigned to the NIC on the VM with the default
gateway. IBM PowerVC deploys this as the first NIC on the VM. If there are additional NICs
and the default gateway is changed to a different NIC, the floating IP should be
reassociated with that other NIC.
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Setting up a network node

Network nodes are systems (either VMs or physical hosts) where virtual routers run. They
route traffic to and from the external network (WAN). Because each network node can have
several virtual routers, this system must be fast enough to handle routing traffic for multiple
networks.

You can set up your environment with a single network node, but it is a preferred practice to
have multiple network nodes. This practice avoids network bottlenecks and helps ensure that
your network does not fail if one node goes down. When creating multiple network nodes,
they must all be on the same physical network. If you do set up multiple network nodes, one
node is in standby mode until the active node fails.

You must ensure that the system you use as a network node is set up correctly, then add it to
IBM PowerVC. Ensure that the system meets the requirements that are listed in “SDN
requirements for IBM PowerVC” on page 246.

Other configuration that might be required:

» If you are having connectivity issues, the firewall is likely causing the problem. Apply
firewall rules only to external facing devices, such as br-ex. Do not apply them against the
internal devices, such as br-tun, br-int, or tap devices. To determine whether the firewall is
the problem, disable the firewall for a short time and if connectivity is restored, that
indicates that the rules are incorrect. For RHEL, the firewall might need to be disabled by
running systemct1 disable firewalld.

» You might need to modify the /etc/network/interfaces file to ensure that ports are not
removed from br-ex after restarting. Example A-4 shows an example for Ubuntu 16.04 that
ensures that the br-ex network starts correctly after your system is restarted.

Example A-4 Checking for correct ports

source /etc/network/interfaces.d/*
# The Toopback network interface
auto 1o
iface 1o inet Toopback
auto br-ex
1Tow-ovs br-ex
iface br-ex inet static
ovs_type OVSBridge
ovs_ports ens3
# The primary network interface
address 192.0.2.64
netmask 255.255.255.0
etwork 192.0.2.0
roadcast 192.0.2.255
gateway 192.0.2.254
# dns-* options are implemented by the resolvconf package, if installed
dns-nameservers 198.51.100.50
dns-search dns.mycompany.com
auto ens3
allow-br-ex 12port
iface ens3 inet manual
ovs_bridge br-ex
vs_type OVSPort
# The following is sometimes required so ports are not removed from br-ex after
rebooting:
post-up ovs-vsctl add-port br-ex ens

Appendix A. Software-Defined Networking (technical preview) 255



To add the network node to IBM PowerVC, run the following command:
powervc-register -r network-node -o add -n <node name> -p <properties file>
Example properties file

Example A-5 is an example of a properties file.

Example A-5 Property file example

access_ip = 1.2.3.4
user_id = userl
password = passwOrd

If you must unregister the network node from IBM PowerVC, run the following command:

powervc-register -r network-node -o remove -n <node_name>
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Useful commands and scripts

This appendix provides some useful commands and scripts, and covers the following topics:

» “Useful OpenStack commands” on page 258

“Useful powervc-config commands” on page 259

“Useful software-defined network commands (technical preview only)” on page 264
“Useful scripts” on page 269

“REST APIs example” on page 271

vvyyy
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Useful OpenStack commands

This section includes some commands that you might find useful.

Adding a user to access the IBM Power Virtualization Center GUI instead of
root

You can run the commands that are shown in Example B-1 to access the IBM Power
Virtualization Center (IBM PowerVC) GUI. You most likely want to change the password to
something much more secure.

Example B-1 Commands to access the IBM PowerVC GUI

adduser powervc -p SECRET

source /opt/ibm/powervc/powerverce

export 0S_USERNAME=root

export 0S_PASSWORD=SECRET

openstack role add --project ibm-default --user powervc admin

FH H FH I H

Adding and listing a project
To create a project and list it, run the commands that are shown in Example B-2.

Example B-2 Create and list a project

# openstack project create --description "Six Project" six

L et e et +
| Field | value

L et e et +
| description | Six Project

| domain_id | default

| enabled | True

| id | 4e5ed9491daf44319eab573ebd0825e6 |
| is_domain | False

| name | six |
| parent_id | default

tommm e m tmmmmmmmmmmmmmmmmcmmcmmmcmmeoe- +
# openstack project list

o e e S +
| 1D | Name |
o e e R +

| 135537788461455183a90a4886142a65 | powervm |
| 1fOca545a8ladfffa8af6cf5fd2beadl | ibm-default |
| 4e5ed9491daf44319eab573ebd0825e6 | six |
| aa0ed38f28154f0aaac3c0e60decfb65 | service |
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Creating users and roles for access to a project

You can create users and add roles to them by running the commands that are shown in
Example B-3. You might want to use a more secure password.

Example B-3 Create users and roles for access to a project

# adduser sixadmin -p SECRET

# adduser halfdozen -p SECRET

# openstack role add --project six --user sixadmin admin
# openstack role add --project six --user halfdozen admin
# openstack user Tist

Fomm e Fom e +

| 1D | Name

Fomm e Fom e +

| 1dd45dfcald83b0e38 . . . | powervc |
| 79d13683f8ab37b1d5 . . . | sixadmin |
| 897db369914c6109c4 . . . | halfdozen |
L e +

Changing a role

Perhaps you need to change a role after you discover that a user is not an administrator. To
do so, run the commands that are shown in Example B-4.

Example B-4 Change a role

# openstack role remove --project six --user halfdozen admin
# openstack role add --project six --user halfdozen deployer

Useful powervc-config commands

This section is a quick reference to several commands.

The following commands find the current settings with example output from IBM PowerVC
V1.3.2.0 on RHEL 7.3 BE on POWERS. Most of the settings are the default values except the
network ones. Adding -h after the command shows you how to set the same variable.

The command that is shown in Example B-5 can be used to set the network domain as the
root user.

Example B-5 Set the network domain

# /usr/bin/powervc-config compute server-domain --set ats.uk.ibm.com

The default domain name was updated for the specified hosts. Verify that no tasks
are in-progress, then run the '/opt/ibm/powervc/bin/powervc-services nova restart'
command to restart the nova services and complete the operation.
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General subcommands

This section lists general powervc-config subcommands.

Listing an interface configuration
To list an interface configuration, run the command that is shown in Example B-6.

Example B-6 List an interface configuration

# powervc-config general ifconfig
powervc IP version : 4
powervc management address: vml7.ats.uk.ibm.com
powervc hostname: vml7
ifconfig Change the hostname or IP address of the IBM PowerVC
controller

Listing an IP address
To list an IP address, run the command that is shown in Example B-7.

Example B-7 List an IP address

# powervc-config general ipaddress
Current value: 9.137.62.17

ipaddress The IP address of the IBM PowerVC controller Warning: This
option will be deprecated in future releases.

Listing a host name
To list a host name, run the command that is shown in Example B-8.

Example B-8 Llst a host name

# powervc-config general hostname
Current value: vml7

hostname The hostname of the IBM PowerVC controller Warning: This
option will be deprecated in future releases.

Identify subcommands

260

The following commands are identify subcommands for the powervc-config command.

Listing a token expiration
To list a token expiration, run the command that is shown in Example B-9.

Example B-9 List a token expiration

# powervc-config identity token expiration
Current value: 6:00:00
Default value: 6:00:00
token_expiration Configure the expiration interval for the identity token

The output is in Hours:Minutes:Seconds format.
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Listing a repository
To list a repository, run the command that is shown in Example B-10.

Example B-10 List a repository

# powervc-config identity repository
IBM PowerVC is configured for operating system authentication.

repository Configure the repository for authentication credentials,
for example an LDAP server.

# powervc-config image image _size cap
Current value: 1099511627776 B
Default value: 1099511627776 B
image_size_cap Configure the maximum image size, which can be uploaded
through IBM PowerVC controller

Image subcommand

Example B-11 shows the image subcommand.

Example B-11 Image subcommand

# powervc-config image user_storage_quota
Current value: 0 B
Default value: 0 B
user_storage_quota Configure the maximum amount of per-user image storage.

Storage subcommand

Example B-12 shows the storage subcommand.

Example B-12 Storage subcommand

# powervc-config storage portgroup
portgroup Configure the EMC VMAX PortGroup Tist

Compute subcommand

Example B-13 shows the compute subcommand.

Example B-13 Compute subcommand

# powervc-config compute server-domain

[global] (none)
828641A_214423W Tocaldomain
828641A_212B8BW Tocaldomain
824721L_213C93A pok.stglabs.ibm.com
824721L_2142B2A pok.stglabs.ibm.com
828642A_21C1B6V pok.stglabs.ibm.com
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Metering subcommands

262

The following commands are useful subcommands to display the metering in your
IBM PowerVC environment.

Working with meter data

You can show the current time to live value for the meter data by running the command that is
shown in Example B-14.

Example B-14 Current time to live value command

# powervc-config metering meter ttl
Current value: 14 days, 0:00:00
Default value: 14 days, 0:00:00

Note: By default, the meter data is stored for 14 days.

To change it (for example, to 30 days - 30*24=720), run the following command:

# powervc-config metering meter ttl --set 720 --unit hr
Setting metering_time_to_live to 720 hr

To get metering data by using “the curl method”, complete the following steps:

1. Source the environment (for a specific project; the example here is ibm-default) by running
the following command:

# source /opt/ibm/powervc/powervcre
2. Get the token by running the following command:
# openstack token issue

Because the Token ID is a long value and might be difficult to extract because of the ASCII
table, you can parse the command output for easy copy by running the following
command:

# openstack token issue | head -5 | grep id | awk '{print $4}°

3. Use the obtained Token ID and get all data for a given project for all users in that project (in
JSON Format) by running the following command:

# curl -1 -k -X GET \
"https://localhost:5000/powervc/openstack/metering/v2/samples?q.field=project i
d&q.value=<Project ID>" -H "X-Auth-Token:<Token ID>" | python-m json.tool

You also can get CPU EC values for a given project for all users in that project (in JSON
Format) by running the following command:

# curl -1 -k -X GET \
"https://localhost:5000/powervc/openstack/metering/v2/meters/total vcpu?q.field
=project_id&q.value=<Project ID>" -H "X-Auth-Token:<Token ID>" | python-m
json.tool
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Running data queries
You can run data queries by using the following command examples.

To run a data query to obtain the total number of volumes, run the command that is shown in
Example B-15.

Example B-15 Data query to obtain the total number of volumes

# curl -1 -k -X GET \
"https://localhost:5000/powervc/openstack/metering/v2/meters/total_volumes?q.field
=project_id&q.value=<Project ID>" -H "X-Auth-Token:<Token ID>" | python -m
json.tool | grep counter name | wc -1

Note: By default, a query for data gives back a maximum of 100 entries.

To run a data query to obtain the total number of volumes and show up to 1000 entries if
available, run the command that is shown in Example B-16.

Example B-16 Data query to obtain the total number of volumes and show up to 1000 entries

# curl -1 -k -X GET \
"https://lTocalhost:5000/powervc/openstack/metering/v2/meters/total_volumes?1imit=1
000q.field=project_id&q.value=<Project ID>" -H "X-Auth-Token:<Token ID>" |
python-mjson.tool | grep counter name | wc -1

Web subcommands

The following subcommands control inactivity time outs and password prompts.

inactivity_timeout
Example B-17 shows the inactivity_timeout subcommand.

Example B-17 The inactivity_timeout command

# powervc-config web inactivity_timeout
Current value: 2:00:00
Default value: 2:00:00
inactivity_timeout Time that UI users will be allowed to idle before being
prompted and Togged out. Value 0 or Tess will disable the timer.

token_expiration_warning_time
Example B-18 shows the token_expiration_warning_time subcommand.

Example B-18 The token_expiration_warning_time subcommand

# powervc-config web token_expiration warning time
Current value: 0:15:00
Default value: 0:15:00
token_expiration warning_time Time before token expiration to prompt user for
password to obtain new token. Value 0 or less will disable the timer.
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Useful software-defined network commands (technical preview
only)

This section provides you with a handful of commands for implementing and supporting
software-defined networks (SDNs).

Network configuration

The following commands assist you in configuring the main network aspects of SDN.

Creating an overlay network

To create a Virtual Extensible LAN (VXLAN) overlay network named private with a
segmentation ID of 20,000, run the command that is shown in Example B-19.

Example B-19 Create an overlay network

# neutron net-create private --provider:network type \
vxlan --provider:segmentation_id 20000
Created a new network:

admin_state_up True
availability_zone_hints
availability_zones

created_at 2016-11-16T22:32:18Z
description
id 4clc6dd5-1b04-4e0d-923a-6590e268e52¢

ipv4_address_scope
ipv6_address_scope

mtu 1450

name private

port_security_enabled True

project_id cbfcl12b911b44c299fabd412a507b125
provider:network_type vxlan

provider:physical_network
provider:segmentation_id 20000
qos_policy id

revision_number 3
router:external False
shared False
status ACTIVE
subnets
tags
tenant_id cbfcl2b911b44c299fabd412a507b125
updated_at 2016-11-16T22:32:18Z
N e +
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Defining a subnetwork for the private network

To create a subnetwork that is named my_subnet within the new overlay network, run the
command that is shown in Example B-20.

Example B-20 Define a subnetwork for the private network

# neutron subnet-create private 10.0.0.0/24 --name my_subnet --dns-nameservers
Tist=true 8.8.8.8 8.8.4.4
Created a new subnet:

S SRR ——— P S +
| Field | value
S SRR ——— P S +
allocation_pools {"start": "10.0.0.2", "end": "10.0.0.254"}
cidr 10.0.0.0/24
created_at 2016-11-18T00:22:48Z
description
dns_nameservers 8.8.8.8
8.8.4.4
enable_dhcp True
gateway_ip 10.0.0.1
host_routes
id 4ec7b422-4613-4a28-a0ef-3a4fa2e0ff88
ip_version 4

ipv6_address_mode
ipv6_ra_mode

name my_subnet

network_id 4clcbdd5-1b04-4e0d-923a-6590e268eb2c
project_id cbfcl2b911b44c299fa6d412a507b125
revision_number 2

service_types
subnetpool_id
tenant_id cbhfcl2b911b44c299fa6d412a507b125
updated_at 2016-11-18T00:22:48Z

S SRR ——— P S +

Defining the external network

To create an external network named “public”, run the command that is shown in
Example B-21.

Example B-21 Define the external network

# neutron net-create public --provider:network type flat
--provider:physical _network external --router:external=True

admin_state_up
availability zone hints
availability zones

created_at 2016-11-18T07:47:44Z
description
id b7bf326b-9b02-4f6d-a0a5-597e3albb2a8

ipv4_address_scope
ipv6_address_scope
is_default

False
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mtu 1500

name public

port_security _enabled True

project_id cbfcl2b911b44c299fab6d412a507b125

provider:network_type flat

provider:physical_network | external

provider:segmentation_id

qos_policy_id

revision_number 3

router:external True

shared False

status ACTIVE

subnets

tags

tenant_id cbfcl2b911b44c299fabd412a507b125

updated_at 2016-11-18T07:47:44Z
T e +

Creating a subnetwork for the external network

To define a subnetwork for the previously created public network that is named new_subnet,
run the command that is shown in Example B-22.

Example B-22 Create a subnetwork for the external network

# neutron subnet-create --disable-dhcp --gateway 9.47.79.254 \
--name new_subnet --allocation-pool start=9.47.70.153,\
end=9.47.70.155 --allocation-pool start=9.47.66.25,\
end=9.47.66.28 public 9.47.64.0/20

Note:

» All of the network nodes must be on the same physical network, and therefore must be
on the same subnet.

» If you have a disconnected set of IP addresses within a subnet, you need to set up
multiple allocation pools.

Creating the virtual router
This virtual router can be used for multiple overlay networks and allows the VMs on the

overlay network to access the wide area network (WAN).
To create the virtual router, complete the following steps:
1. Run the following command:

# neutron router-create private_to_public

2. Get the network UUID from the output of the command and run the router-gateway-set
command to give the router an external gateway. Running the following commands
reserves a port on the public facing network for this router:

# neutron net-list
# neutron router-gateway-set private _to_public external_network uuid

3. Run the subnet-1ist command to determine the private VXLAN subnet from step 2 and
then run router-interface-add to add that subnet to the router:

# neutron subnet-Tist
# neutron router-interface-add private_to_public private_subnet
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This attaches a port from the private overlay network to this router. That port is the
gateway address for the virtual machines (VMs).

Important: You must set up the router interface for the overlay network before deploying
VMs in the network.

Creating a floating IP address
To create a floating IP on the external network that was created in step 1 on page 266, run the
following command:

# neutron floatingip-create public

Associating the new floating IP address
To associate the new floating IP with one of your VMs, run the following command:

# neutron floatingip-associate floating_ ip_address VM _port ID
Where floating_ip_address is the floating IP UUID and VM_port_ID is the port ID of the VM
with which the floating IP address associates. The value for floating_ip_address must be a

member of the public IP address pool that you specified in “Creating a floating IP address”. To
determine the IP address to use, run these commands:

# neutron floatingip-list
# neutron port-list

Note: Floating IP addresses are separate from the VMs. A VM with an associated floating
IP address has no awareness of the floating IP address.

Tip: To ensure that the new application does not use too much of the production
environment's bandwidth, set up QoS controls, as described in “Quality of service”.

Quality of service

This section provides commands to establish and control the bandwidth of a given application
by using policies.

Quality of service network policy (limits)

To create an SR-IOV control policy to limit the bandwidth that applications running at the VMs
can use, run the following command:

# neutron qos-policy-create new limit

Creating quality of service policy rules
To create a rule within the quality of service (QoS) policy so that ports that are attached to this
policy cannot send data faster than 5,000 kilobits per second, run the following command:

# neutron qos-bandwidth-limit-rule-create new_limit --max-kbps 5000

Applying the quality of service policy
To bind and enable the defined QoS policy into a specific port, for example, port 80 for a web
server, run the following command:

# port-update 80 --qos-policy new_limit
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Listing quality of service rules

To list existing QoS rules to find their respective UUIDs for management, run the following
command:

# neutron qos-bandwidth-Timit-rule-Tist

Updating a quality of service rule
To update a defined QoS rule with new configuration values, run the following command:

# qos-bandwitdh-1imit-rule-update <qos-bandwidth-rule-uuid> <qos-policy-name>
--max-kbps <rate>

Removing a quality of service rule from a port
To remove a QoS rule from a specific port, run the following command:

# neutron port-update <port uuid> --no-qos-policy

Security management

268

This section shows some useful commands to implement the appropriate levels of security
through the creation of groups and rules within your SDN configuration.

Creating a security group

You can set up security groups as an additional layer of security, as shown in Example B-23.
This group segmentation can limit with what a VM can communicate.

Example B-23 Create a security group

# neutron security-group-create My group
Created a new security group:

Fom - F e - +
| Field | value |
Fom - F e - +
| created at | 2016-11-18T07:25:25Z |
| description | |
| id | dc489d02-8ca3-4ea3-9393-7416b83dfa2b |
Fom e - F e e - +

Adding rules to a security group

You can create a rule that allows the members of the group to be pinged from all IP
addresses, as shown in Example B-24. Use the group ID that is returned from Example B-23
instead of the group name.

Example B-24 Add rules to the security group

# neutron security-group-rule-create --protocol icmp --direction \
ingress 23a99c7f-3097-4f9b-9460-6e33cc4b54ad
Created a new security_group_rule:

oo Oy py +
| Field | value |
oo e e +
| created_at | 2016-11-18T07:26:10Z |
| description | |
| direction | ingress |
| ethertype | 1Pv4 |
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id 23a99c7f-3097-4f9b-9460-6e33cc4b54ad
port_range_max
port_range_min
project_id cbfcl2b911b44c299fa6d412a507b125
protocol icmp

remote_group_id
remote_ip_prefix

revision_number 1
security_group_id | dc489d02-8ca3-4ea3-9393-7416b83dfa2b
tenant_id cbfcl2b911b44c299fa6d412a507b125
updated_at 2016-11-18T07:26:10Z

S SRR ——— S Sy +

Removing a security group
To remove an existing security group by providing the UUID, run the following command:

# neutron security-group-delete dc489d02-8ca3-4ea3-9393-7416b83dfazb
Deleted security group(s): dc489d02-8ca3-4ea3-9393-7416b83dfa2b

Useful scripts

The scripts that are provided in this section format output as report quality output.

Listing the defined projects and user assignments

To list the projects and users that are defined, run the openstack role assignment list
command. A script is helpful to align the output into something more readable.

Note:
» The -f option stops TTY style output.
» The -c column-name option selects what is output.

» The --name option removes the hexadecimal D and provides the names (note the
double "-").

» Removing the @Service lines removes internal users.

By project, role, and user name
The script that is shown in produces list quality output from the openstack command.

Example B-25 List by project, role, and user name

# openstack role assignment list -c Project -c Role -c User --names -f value \
| grep -v @Service | sed 's/@Default//g' | \
awk '{ printf "%-15s %-15s %-15s\n", $3, $1, $2 }' | sort

eight admin eightadmin
eight admin nig

eight admin powervc
eight deployer eightdep
eight self_service eightself
eight self_service scotts
ibm-default admin nig
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ibm-default admin powervc

ibm-default admin root
ibm-default self_service scotts
seven admin nig

seven admin powervc
seven admin sevenadmin
seven deployer sevendep
seven self_service scotts
seven self_service powrpro
seven self_service sevenself
Six admin nig

Six admin powervc
Six admin sixadmin
Six deployer halfdozen
Six self_service scotts
Six self_service sixtine
Six self_service sixtus

By user name, project, and role

The script that is shown in Example B-26 produces list quality output from the openstack
command.

Example B-26 List by user name, project, and role

# openstack role assignment list -c Project -c Role -c User --names -f value |
grep -v @Service | sed 's/@Default//g' | awk '{ printf "%-15s %-15s %-15s\n", $2,
$3, $1 }' | sort

270

eightadmin eight admin
eightdep eight deployer
eightself eight self _service
halfdozen Six deployer
scotts eight self _service
scotts ibm-default self_service
scotts seven self _service
scotts Six self _service
nig eight admin

nig ibm-default admin

nig seven admin

nig Six admin
powervc eight admin
powervc ibm-default admin
powervc seven admin
powervc Six admin

root ibm-default admin
powrpro seven self _service
sevenadmin seven admin
sevendep seven deployer
sevenself seven self_service
sixadmin Six admin
sixtine SiX self_service
sixtus SiX self_service
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REST APIs example

There is no CLI for working with IBM PowerVC on a script basis, but you can use several
types of interfaces to build solutions on top of IBM PowerVC:

» Supported OpenStack APIs: These APIs are a subset of the APIs that are provided by
OpenStack and can be used with IBM PowerVC without any modifications.

» Extended OpenStack APIs: These APlIs are a subset of the APIs that are provided by
OpenStack, but their functions are extended by IBM PowerVC.

» IBM PowerVC APIs: These APIs do not exist in OpenStack and are exclusive to
IBM PowerVC.

Note: For more information about IBM PowerVC APIs, see IBM Knowledge Center:

https://www.ibm.com/support/knowledgecenter/en/SSXK2N_1.3.1/com.ibm.powervc.sta
ndard.help.doc/powervc_pg kickoff_hmc.htm]

Here is an example of removing a volume by using the supported OpenStack APls.

Complete the following steps:

1. After IBM PowerVC services are installed and running on a managing system, the first
step is to request an authorization token by using the openstack token issue command,
as shown in Example B-27. This token is required to use the required APIs.

Example B-27 Token request from the command line

# openstack token issue

S S o o oo o +
| Field | value
S S o o o e
________________ +

expires 2016-11-21 23:06:13+00:00

id

gAAAAABYMymFWID033jqqA1S7xs24ajCkTqlGmhcssTNHWVIdaR2c0gTFKO04yAGYOA2YanERAw7 vmoSdYUOAmzYn-
5ns_k37EL4FjW0j49aQFqd44XcFGXHIKm6kPT16_wyyYwqrD390XJB11XBT _hh0z-AqYBpQS9PZrYt-
gv39KgK0g4pRFoUtXdOffwNMIFin36hY5MFBtLDXDRRZWKb481MOdGAMGHMgRAUGS fbKcwCHOaVf 754
project_id | cOc4cl559ef24cc2b6541e80c43858d4

user_id 0688b01e6439ca32d698d20789d52169126fb41fbladddafcebb97d854e836¢9

Fommmmmmemeem U +

Note: Access tokens are valid for 6 hours. Request a new token at least 1 hour before it
expires to ensure that the token does not expire in the middle of an operation.
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2. To use the OpenStack APls, you need the tenant-id. For Version 3.0 and later APIs, the
terms tenant and project are interchangeable. To get the ID, create a python script or use
a REST plug-in in your browser, such as RESTED 1.0.0. You can accomplish this task by
using either the CLI or the GUIL.

To use the CLI, run the commands that are shown in Example B-28.

Example B-28 Tenant-id request from command line

# cat tenants
#!/usr/bin/python

import httplib
import json
import os
import sys

def main():
token = raw_input("Please enter PowerVC token : ")
print "PowerVC token used = "+token

conn = httplib.HTTPSConnection('Tocalhost")
headers = {"X-Auth-Token":token, "Content-type":"application/json"}
body = nn

conn.request ("GET", "/powervc/openstack/identity/v3/projects", body, headers)
response = conn.getresponse()

raw_response = response.read()

conn.close()

json_data = json.loads(raw_response)

print json.dumps(json data, indent=4, sort keys=True)

if __name__ =="_main__":

main()
# chmod u+x tenants

# ./tenants

Please enter PowerVC token :
gAAAAABYMy1-006kjXd90QaZV4WOuZLbuyeobItJ5HR SjcGVcOpzZGdp ToP2hTJIEz1KgS8qwRK4fmjy3WoDUzVx8u_fDL
ArW1U86rkUYFshHregGnE Dskny0SO ymLATZwcuGeEQO1lcBpijeRbZIyP2A0uqjRx0wnVtKEMmeVd48J-Z2d7PszIqT8W6Ed
EDCT1rQG_hmIiEKCmWgpfOCrsObrtoV_YIno95df5psd0fIkKJICXnk20

PowerVC token used =
gAAAAABYMy1-006kjXd90QaZV4WOuZLbuyeobItJ5HR SjcGVcOpzZGdp ToP2hTJIEz1KgS8qwRK4fmjy3WoDUzVx8u_fDL
ArW1U86rkUYFshHregGnE Dskny0SO ymLATZwcuGeEQO1lcBpijeRbZIyP2A0uqjRx0wnVtKEMmeVd48J-2d7PszIqT8W6Ed
EDCT1rQG_hmIiEKCmWgpfOCrsObrtoV_YIno95df5psd0fIkKJCXnk20

{

"Tinks": {

"next": null,

"previous": null,

"self": "https://9.47.76.108/powervc/openstack/identity/v3/projects"”

}’

"projects": [

{

"description": "IBM Service Tenant for service users and groups",

"domain_id": "7ca0bd908588480486e9399a238e3f4b",

"enabled": true,
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"id": "17cd686591c948d3a970d8ac204eafbe",

"is_domain": false,

"Tinks": {

"self":
"https://9.47.76.108/powervc/openstack/identity/v3/projects/17cd686591c948d3a970d8ac204eafbe"
'

"name": "service",

"parent_id": "7ca0bd908588480486e€9399a238e3f4b"

'

{

"description": "IBM Tenant for storing VM NVRAM data for remote restart",
"domain_id": "7ca0bd908588480486€9399a238e3f4b",

"enabled": true,

"id": "473511b7bb5e4733b650e00454e59f47",

"is_domain": false,

"Tinks": {

"self":
"https://9.47.76.108/powervc/openstack/identity/v3/projects/473511b7bb5e4733b650e00454e59147"
'

"name": "powervm",

"parent_id": "7ca0bd908588480486€9399a238e3f4b"

'

{

"description": "IBM Default Tenant",

"domain_id": "default",

"enabled": true,

"id": "c0c4cl559ef24cc2hb6541e80c43858d4",

"is_domain": false,

"Tinks": {

"self":
"https://9.47.76.108/powervc/openstack/identity/v3/projects/cOc4cl559ef24cc2b6541e80c43858d4"
'

"name": "ibm-default",
"parent_id": "default"
}
]
}
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To use the GUI, complete the following steps:

a. Open your browser plug-in and provide the following information, as shown in
Figure B-1.
URL.: https://powervc.ip/powervc/openstack/identity/v3/projects
Method: GET
Header: X-Auth-Token
Request + & .
URL https://9.47.76.108/powervc/openstack/identity/v3/projects
Headers v
X-Auth-Token SAAAAABYMYMFWID033]qqA157x524a]CkTq1 Gmhc =)
+ Add header
Basic auth >

Figure B-1 REST request to get the tenant-ids

b. After you submit the request, you get an answer with the details that are shown in
Figure B-2.

Response - https://9.47.76.108 ervc/openst x

200 ok

Headers »

Response body v

{

"links": {
"self": "https://9.47.76.188/powervc/openstack/identity/v3/projects”,
"previous": null,
"next": null

+

"projects": [{
"is_domain": false,
"description": "IBM Service Tenant for service users and groups",
"links": {

"self": "https://9.47.76.108/powervc/openstack/identity/v3/projects/17cd686591c948d:

}
"enabled": true,
"id": "17cd686591c948d3a970d8ac204eaf6e",
"parent_id": "7ca®bd90858848048629399a238e3f4b",
"domain_id": "7ca@bd908588480486e9399a238e3f4b",
"name": "service"

h{
"is domain": false,
"description": "IBM Tenant for storing WM NVRAM data for remote restart",
"links": {

Figure B-2 API response example
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3. To remove a specific volume, use the supported OpenStack Block storage (Cinder) API.
Its details are shown in Table B-1.

Table B-1 OpenStack API to remove a volume

Method Path Description

DELETE /v2/{tenant_id}/volumes/{volume_id} | Deletes a specified volume.

You can get the volume_id by calling another Cinder API, or by looking at the volume
attributes on IBM PowerVC GUI as shown in Figure B-3.

Storage » Volume: volume-test-14722741-09da

[ﬂ Volume: volume-test-14722741-09da

. Refresh 7 Edit % Delete

~ Information

Name: volume-test-14722741-090a

1D: defabia7-28a0-4a3e-a36(-4e9405724578
Storage provider volume ID: 1011

Storage provider volume name:  volume-test-14722741-08da

Description:
State: B Avaiatle
Health: ok

Storage template:

Sharing enabled: False
Volume type:

Storage pool:

Storage provider: Storage

Figure B-3 Get volume ID attribute

After you get the volume_id, you can call the delete volume API by using a script from the
command line or by using any REST plug-in on your browser. You can check the task
status on the Messages tab on IBM PowerVC, as shown in Figure B-4.

Type Timestamp ~ | Message
ucoess 2 5 e volume volume-Image_Test_template_capture_1i_volume_- - as been successfully deleted or removed
st 11/21/16, 11:51 AM The vol lume-h T k 1_vol 2016d351-0b35 h fuly del
ucoess 2 4 e volume volume-test- -09da has been successfully deleted or removed.

@ s 11/21/16, 11:46 AM The vol i 14722741-09da fully dek d

Figure B-4 Volume deletion status message
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Related publications

The publications that are listed in this section are considered suitable for a more detailed
description of the topics that are covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide additional information about the topic in this
document. Some publications that are referenced in this list might be available in softcopy
only.

>

>

»

»

>

IBM Power Systems HMC Implementation and Usage Guide, SG24-7491
IBM PowerVM Enhancements What is New in 2013, SG24-8198

IBM PowerVM Virtualization Introduction and Configuration, SG24-7940
IBM PowerVM Virtualization Managing and Monitoring, SG24-7590

Implementing the IBM System Storage SAN Volume Controller with IBM Spectrum
Virtualize V7.6, SG24-7933

You can search for, view, download, or order these documents and other Redbooks,
Redpapers, web docs, draft and additional materials, at the following website:

ibm.com/redbooks

Online resources

These websites are also relevant as further information sources:

>

IBM Knowledge Center:
http://www.ibm.com/support/knowledgecenter/
IBM PowerVC V1.3.1 Cheat Sheet:

https://www.ibm.com/developerworks/community/blogs/aixpert/entry/PowerVC 1 3 1
Cheat Sheet?lang=en

Information about IBM Platform Resource Scheduler:
http://www.ibm.com/systems/platformcomputing/products/rs/
Latest IBM PowerVC Standard Edition requirements:
http://ibm.co/1jC4Xx0

Managing IBM PowerVC as an administrator:

https://www.ibm.com/support/knowledgecenter/en/SSVSPA 1.3.2/com.ibm.powervc.clo
ud.help.doc/powervc_cloud_managing_admin.html

OpenStack:

http://www.openstack.org/foundation/
https://wiki.openstack.org/wiki/Main_Page
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https://www.ibm.com/support/knowledgecenter/en/SSVSPA 1.3.1/com.ibm.powervc.clo
ud.help.doc/kc_welcome-cloud-supermap.html

» Top-level link for IBM PowerVC Standard Edition Version 1.3.1 documentation:

https://www.ibm.com/support/knowledgecenter/en/SSXK2N_1.3.1/com.ibm.powervc.sta
ndard.help.doc/kc_welcome-standard-supermap.html

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services

278 IBM PowerVC Version 1.3.2 Introduction and Configuration


http://www.ibm.com/support/
http://www.ibm.com/support/
http://www.ibm.com/services/
http://www.ibm.com/services/
https://www.ibm.com/support/knowledgecenter/en/SSVSPA_1.3.1/com.ibm.powervc.cloud.help.doc/kc_welcome-cloud-supermap.html
https://www.ibm.com/support/knowledgecenter/en/SSXK2N_1.3.1/com.ibm.powervc.standard.help.doc/kc_welcome-standard-supermap.html

SG24-8199-04
ISBN 0738442348

Redhooks IBM PowerVC Version 1.3.2 Introduction and Configuration

(0.5” spine)
0.475"<->0.873"
250 <-> 459 pages









“llil

SG24-8199-04
ISBN 0738442348

Printed in U.S.A.

flsjolvlinlail @® Redbooks,

ibm.com/redbooks



https://www.facebook.com/IBMRedbooks
https://plus.google.com/117986870691663860381/posts
https://www.youtube.com/user/IBMRedbooks
https://twitter.com/IBMRedbooks
https://www.linkedin.com/company/2890543?goback=.fcs_GLHD_ibm+redbooks_false_*2_*2_*2_*2_*2_*2_*2_*2_*2_*2_*2_*2&trk=ncsrch_hits
http://www.weibo.com/ibmredbooks
http://www.redbooks.ibm.com/redbooks.nsf/pages/mobileapp?Open
http://www.redbooks.ibm.com

	Go to the current abstract on ibm.com/redbooks
	Front cover
	Contents
	Figures
	Tables
	Examples
	Notices
	Trademarks

	Preface
	Authors
	Now you can become a published author, too!
	Comments welcome
	Stay connected to IBM Redbooks

	Summary of changes
	January 2017, Fifth Edition

	Chapter 1. IBM PowerVC introduction
	1.1 IBM PowerVC overview
	1.1.1 IBM PowerVC functions and advantages
	1.1.2 IBM PowerVM NovaLink overview

	1.2 IBM PowerVC Editions
	1.2.1 IBM PowerVC Standard Edition
	1.2.2 IBM Cloud PowerVC Manager

	1.3 PowerVC versions and releases
	1.3.1 IBM PowerVC release to OpenStack edition cross-reference
	1.3.2 IBM PowerVC Version 1.3.0
	1.3.3 IBM PowerVC Version 1.3.1
	1.3.4 IBM PowerVC Version 1.3.2

	1.4 IBM PowerVC adoption

	Chapter 2. IBM PowerVC planning
	2.1 IBM PowerVC requirements
	2.1.1 Hardware and software requirements
	2.1.2 Hardware and software requirements for IBM PowerVC
	2.1.3 Other hardware compatibility
	2.1.4 Web browsers

	2.2 IBM PowerVM NovaLink requirements
	2.2.1 PowerVM NovaLink system requirements

	2.3 Host and partition management planning
	2.3.1 Physical server configuration
	2.3.2 HMC or PowerKVM planning
	2.3.3 Virtual I/O Server planning

	2.4 Placement policies and templates
	2.4.1 Host groups
	2.4.2 Placement policies
	2.4.3 Template types
	2.4.4 Information that is required for compute template planning
	2.4.5 Information that is required for deploy template planning

	2.5 IBM PowerVC storage access SAN planning
	2.5.1 vSCSI storage access
	2.5.2 NPIV storage access
	2.5.3 Shared storage pool: vSCSI
	2.5.4 Storage access in IBM PowerVC Standard Edition managing PowerKVM

	2.6 Storage management planning
	2.6.1 IBM PowerVC terminology
	2.6.2 Storage templates
	2.6.3 Storage connectivity groups and tags

	2.7 Network management planning
	2.7.1 Infoblox support
	2.7.2 Multiple network planning
	2.7.3 Shared Ethernet Adapter planning
	2.7.4 Planning Single Root I/O Virtualization networks

	2.8 Planning users and groups
	2.8.1 User management planning
	2.8.2 Projects and role management planning

	2.9 Security management planning
	2.9.1 Ports that are used by IBM Power Virtualization Center
	2.9.2 Providing a certificate

	2.10 Product information

	Chapter 3. IBM PowerVC installation
	3.1 Setting up the IBM PowerVC environment
	3.1.1 Creating the virtual machine to host IBM PowerVC
	3.1.2 Downloading and installing Red Hat Enterprise Linux
	3.1.3 Customizing Red Hat Enterprise Linux

	3.2 Installing IBM PowerVC
	3.3 Uninstalling IBM PowerVC
	3.4 Upgrading IBM PowerVC
	3.4.1 Before you begin
	3.4.2 Performing in-place upgrade
	3.4.3 Upgrading or migrating from earlier versions

	3.5 Updating IBM PowerVC
	3.6 IBM PowerVC backup and recovery
	3.6.1 Backing up IBM PowerVC
	3.6.2 Recovering IBM PowerVC data
	3.6.3 Status messages during backup and recovery
	3.6.4 Consideration about backup and recovery

	3.7 IBM PowerVC command-line interface
	3.7.1 Exporting audit data

	3.8 Virtual machines that are managed by IBM PowerVC
	3.8.1 Linux on Power virtual machines
	3.8.2 IBM AIX virtual machines
	3.8.3 IBM i virtual machines


	Chapter 4. IBM PowerVC for managing IBM PowerVM
	4.1 IBM PowerVC graphical user interface
	4.2 Introduction to the IBM PowerVC setup
	4.3 Managing resources outside of IBM PowerVC
	4.4 Connecting to IBM PowerVC
	4.5 Host setup
	4.5.1 Host maintenance mode
	4.5.2 Host Groups

	4.6 Hardware Management Console management
	4.6.1 Adding an HMC
	4.6.2 Changing the HMC credentials
	4.6.3 Changing the HMC
	4.6.4 Change management connection, HMC, and PowerVM NovaLink

	4.7 Storage and SAN fabric setup
	4.7.1 Adding a storage controller to IBM PowerVC
	4.7.2 Adding a SAN fabric to IBM PowerVC

	4.8 Storage port tags setup
	4.9 Storage connectivity group setup
	4.10 Storage template setup
	4.11 Storage volume setup
	4.12 Network setup
	4.12.1 Basic network setup
	4.12.2 SR-IOV network setup

	4.13 Compute template setup
	4.14 Environment verification
	4.14.1 Verification report validation categories

	4.15 Management of virtual machines and images
	4.15.1 Virtual machine onboarding
	4.15.2 Refreshing the virtual machine view
	4.15.3 Starting the virtual machine
	4.15.4 Stopping the virtual machine
	4.15.5 Opening a console window
	4.15.6 Capturing a virtual machine image
	4.15.7 Deploying a new virtual machine
	4.15.8 Resizing the virtual machine
	4.15.9 Migration of virtual machines
	4.15.10 Host maintenance mode
	4.15.11 Restarting virtual machines remotely from a failed host
	4.15.12 Attaching a volume to the virtual machine
	4.15.13 Detaching a volume from the virtual machine
	4.15.14 Resetting the state of a virtual machine
	4.15.15 Deleting images
	4.15.16 Unmanaging a virtual machine
	4.15.17 Deleting a virtual machine

	4.16 Users, groups, and roles setup
	4.16.1 Adding user accounts
	4.16.2 Updating the user accounts
	4.16.3 Disabling the root user account from IBM PowerVC
	4.16.4 Working with roles
	4.16.5 Setting project policies
	4.16.6 Lightweight Directory Access Protocol
	4.16.7 User and Group filtering


	Chapter 5. IBM PowerVC Standard Edition for managing IBM PowerKVM
	5.1 Install IBM PowerVC Standard to manage PowerKVM
	5.2 Setting up PowerVC Standard managing PowerKVM
	5.2.1 Adding the PowerKVM host
	5.2.2 Adding storage
	5.2.3 Adding a network

	5.3 Host group setup
	5.4 Importing ISO images
	5.4.1 Importing ISO images by using the command-line interface
	5.4.2 Importing ISO images by using the GUI
	5.4.3 Deploying an RHEL ISO image

	5.5 Capturing a virtual machine
	5.5.1 Installing cloud-init on the virtual machine
	5.5.2 Changing devices to be mounted by name or UUID
	5.5.3 Capturing the virtual machine

	5.6 Deploying images
	5.7 Resizing virtual machines
	5.8 Suspending and resuming virtual machines
	5.9 Restarting a virtual machine
	5.10 Migrating virtual machines
	5.11 Restarting virtual machines remotely
	5.12 Deleting virtual machines
	5.13 Creating and attaching volumes
	5.14 Attaching volumes

	Chapter 6. IBM Cloud PowerVC Manager
	6.1 Logging in as a self-service user
	6.2 Self-service portal graphical user interface
	6.3 Deploying virtual machines from a template
	6.4 Viewing the information that is used for deployment
	6.5 Viewing deployment requests
	6.6 Administrator actions for user requests
	6.6.1 Viewing request details as an administrator
	6.6.2 Approving a request as an administrator
	6.6.3 Viewing approved new virtual machines


	Appendix A. Software-Defined Networking (technical preview)
	SDN requirements for IBM PowerVC
	Security groups
	Setting up a security group
	Updating or removing a security group
	Applying security groups to an instance during a deployment

	Components of private and public communication when using SDN
	Network overlays
	Network nodes
	Virtual routers
	Floating IP addresses

	Setting up a network node
	Example properties file


	Appendix B. Useful commands and scripts
	Useful OpenStack commands
	Adding a user to access the IBM Power Virtualization Center GUI instead of root
	Adding and listing a project
	Creating users and roles for access to a project
	Changing a role

	Useful powervc-config commands
	General subcommands
	Identify subcommands
	Image subcommand
	Storage subcommand
	Compute subcommand
	Metering subcommands
	Web subcommands

	Useful software-defined network commands (technical preview only)
	Network configuration
	Quality of service
	Security management

	Useful scripts
	Listing the defined projects and user assignments

	REST APIs example

	Related publications
	IBM Redbooks
	Online resources
	Help from IBM

	Back cover

