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Notices

This information was developed for products and services offered in the U.S.A.

IBM may not offer the products, services, or features discussed in this document in other countries. Consult
your local IBM representative for information on the products and services currently available in your area.
Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM
product, program, or service may be used. Any functionally equivalent product, program, or service that
does not infringe any IBM intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document.
The furnishing of this document does not give you any license to these patents. You can send license
inquiries, in writing, to:

IBM Director of Licensing, IBM Corporation, North Castle Drive, Armonk, NY 10504-1785 U.S.A.

The following paragraph does not apply to the United Kingdom or any other country where such
provisions are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES CORPORATION
PROVIDES THIS PUBLICATION "AS 1S" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR
IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer
of express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. IBM may
make improvements and/or changes in the product(s) and/or the program(s) described in this publication at
any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any
manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the
materials for this IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes appropriate without
incurring any obligation to you.

Information concerning non-IBM products was obtained from the suppliers of those products, their published
announcements or other publicly available sources. IBM has not tested those products and cannot confirm
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Introduction to WebSphere
Application Server V7.0

IBM WebSphere is the leading software platform for On Demand Business and
service-oriented architecture (SOA) for your enterprise. Providing
comprehensive leadership, WebSphere is evolving to meet the demands of
companies faced with challenging business requirements. This includes the
following tasks:

v

Increasing operational efficiencies

Strengthening client loyalty

Integrating disparate platforms and systems

Responding with speed to any market opportunity or external threat
Adapting existing business to change quickly

vvyYyy

IBM WebSphere is designed to enable you to build business-critical enterprise
applications and solutions as well as combining them with innovative new
functions. WebSphere includes and supports a wide range of products that help
you develop and serve your business applications. They are designed to make it
easier for clients to build, deploy, and manage dynamic Web sites and other more
complex solutions productively and effectively.

This chapter introduces WebSphere Application Server V7.0 for distributed
platforms and z/OS, and highlights other IBM software products related with
WebSphere Application Server.
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1.1 Java Platform Enterprise Edition (Java EE)

WebSphere is the IBM brand of software products designed to work together to
help deliver dynamic On Demand Business quickly. It provides solutions for
connecting people, systems, applications, and services with internal and external
resources. WebSphere is infrastructure software, or middleware, designed for
dynamic On Demand Business and for enabling SOA for your enterprise. It
delivers a proven, secure, robust, and reliable software portfolio that provides an
excellent return on investment.

The technology that powers WebSphere products is Java. Over the years, many
software vendors have collaborated on a set of server-side application
programming technologies that help build Web accessible, distributed,
platform-neutral applications. These technologies are collectively branded as the
Java Platform, Enterprise Edition (Java EE) platform. This contrasts with the Java
Platform, Standard Edition (Java SE) platform, with which most clients are
familiar. Java SE supported the development of client-side applications with rich
graphical user interfaces (GUIs). The Java EE platform, built on top of the Java
SE platform, provides specifications for developing multi-tier enterprise
applications with Java. It consists of application technologies for defining
business logic and accessing enterprise resources such as databases,
enterprise resource planning (ERP) systems, messaging systems, internal and
external business services, e-mail servers, and so forth.

Java Platform name changes: Java EE and Java SE were formerly named
Java 2 Platform, Enterprise Edition (J2EE™) and Java 2 Platform, Standard
Edition (J2SE™) respectively.

After this name change, J2EE 1.5 is renamed as Java EE 5. J2SE 6 is
renamed as Java SE 6. This book will cover these standards with their new
names.

The potential value of Java EE to clients is tremendous. This includes the
following benefits:

» An architecture-driven approach allowing application development helps
reduce maintenance costs and allows for construction of an information
technology (IT) infrastructure that can grow to accommodate new services.

» Application development standards, tools and predefined rules improve
productivity and accelerates and shortens development cycles.

» Packaging, deployment, and management standards for your enterprise
applications facilitate systems and operations management.
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>

Industry standard technologies enable clients to choose among platforms,
development tools, and middleware to power their applications.

Platform independence gives flexibility to create an application once and to
run it on multiple platforms. This provides true portability to enterprise
applications.

Embedded support for Internet and Web technologies allows for applications
that can bring services and content to a wider range of customers, suppliers,
and others, without creating the need for proprietary integration.

Java EE 5, the latest release of the Java EE platform, represents a significant
evolution in the Java enterprise programming model. It improves the application
developer experience and productivity with following new features:

>

Latest specifications

Enterprise JavaBeans™ (EJB™) 3.0
JAX-WS 2.0

- JSP™ 2.1

Servlet 2.5

- JSF1.2

Java Development Kit (JDK™) 6.0
Usage of progressive disclosure

Annotations and injection support to reduce complexity
EJB development as Plain Old Java Objects (POJOs)

Java Persistence API (JPA) to allow creation of simpler entities using
annotated POJO model

Another exciting opportunity for IT is Web services. Web services allow for the
definition of functions or services within an enterprise that can be accessed
using industry standard protocols (such as HTTP and XML) already in use today.
This allows for easy integration of both intra- and inter-business applications that
can lead to increased productivity, expense reduction, and quicker time to
market. Web services are also the key elements of SOA, which provides reuse of
existing service components and more flexibility to enable businesses to address
changing opportunities.
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1.2 WebSphere Application Server overview

WebSphere Application Server is the IBM runtime environment for Java-based
applications. This section gives an overview of the options and functionalities that
WebSphere Application Server V7.0 offers:

Application server purpose

Evolving Java application development standards
Enhanced management

Broader integration

Advanced tooling and extensions

vyvyVvyyvyy

1.2.1 Application server purpose

An application server provides the infrastructure for executing applications that
run your business. It insulates the infrastructure from hardware, operating
system, and the network (Figure 1-1). An application server also serves as a
platform to develop and deploy your Web services and Enterprise JavaBeans
(EJBs), and as a transaction and messaging engine while delivering business
logic to end-users on a variety of client devices.

I
|

B Application Server

Application

Hardware, Operating System, Database,
Network, Storage ...

Figure 1-1 Basic presentation of an application server and its environment

The application server acts as middleware between back-end systems and
clients. It provides a programming model, an infrastructure framework, and a set
of standards for a consistent designed link between them.

WebSphere Application Server provides the environment to run your solutions
and to integrate them with every platform and system as business application
services conforming to the SOA reference architecture (Figure 1-2 on page 5).
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Figure 1-2 Position of Business Application Services in SOA reference architecture

WebSphere Application Server is a key SOA building block. From a SOA
perspective, with WebSphere Application Server you can perform the following
functions:

» Build and deploy reusable application services quickly and easily
Run services in a secure, scalable, highly available environment
Connect software assets and extend their reach

Manage applications effortlessly

Grow as your needs evolve, reusing core skills and assets

vvyyy

WebSphere Application Server is available on a wide range of platforms and in
multiple packages to meet specific business needs. By providing the application
server that is required to run specific applications, it also serves as the base for
other WebSphere products, such as IBM WebSphere Enterprise Service Bus,
WebSphere Process Server, WebSphere Portal, and many other IBM software
products.

As business needs evolve, new technology standards become available. The
reverse is also true. Since 1998, WebSphere has grown and adapted itself to
new technologies and to new standards to provide an innovative and
cutting-edge environment that allows you to design fully-integrated solutions and
to run your business applications.
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1.2.2 Evolving Java application development standards

WebSphere Application Server V7.0 provides the runtime environment for
applications that conform to the J2EE 1.2, 1.3, 1.4, and Java EE 5 (formerly
J2EE 1.5) specifications.

Java SE V6 support adds the ability to invoke the Java compiler from within the
Java Virtual Machine (JVM™) and includes scripts with the ability to access APls
within the JVM.

Feature Pack for EJB 3.0: The Feature Pack for EJB 3.0 available for
WebSphere Application Server V6.1 is embedded into WebSphere Application
Server V7.0.

If you have used EJB 3.0 Feature Pack functionality in your application in a
WebSphere Application Server V6.1 environment before, there is no need to
install additional WebSphere Application Server packages to use these
applications with V7.0.

For universal data access and persistence, WebSphere Application Server
supports the following specifications:

» Java DataBase Connectivity (JDBC™) API 4.0
Using the JDBC API, you can connect to any type of data sources.
» Java Persistence API (JPA)

JPA delivers simplified programming models and a standard persistence API
for building reusable persistent objects.

» Service Data Objects (SDO)

With SDO, application programmers can uniformly access and manipulate
data from heterogeneous data sources as collections of tree-structured or
graph-structured objects. WebSphere Application Server V7.0 extends the
application server to support the following tasks:

» Java Specification Requests (JSR) 286 (Portlet 2.0) compliant portlets

» Session Initiation Protocol (SIP) applications conforming to the JSR 116
specification

» Java Servlet 2.5 (JSR 154) and JavaServer™ Pages (JSR 245) specifications
for Web applications

WebSphere Application Server’'s enhanced support for application development
standards delivers maximum flexibility and significantly improves developer
productivity.
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1.2.3 Enhanced management

WebSphere Application Server has several packaging options to meet your
demands. With these packages you can create basic scenarios with single
application server environments. Furthermore, you can extend your environment
to include multiple application servers that are administered from a single point of
control, the deployment manager. These application servers can be clustered to
provide scalable and high available environments.

New management features

WebSphere Application Server V7.0 adds the following new management
features to its packages:

>

Flexible management components

These components allow you to build advanced and large-scale topologies
while reducing management and maintenance complexity.

— Administrative agent
Manage multiple stand-alone servers from a central point.
— Job manager

Transfer management jobs like deploying, starting and stopping
applications, and distributing files. You can include stand-alone and
Network Deployment servers in such topologies.

Centralized Installation Manager

This component provides the capability to perform centralized installations
from the deployment manager to remote endpoints.

Business Level Application definition

The new notion of defining applications, this allows you to group and manage
Java EE and other related artifacts under a single application definition.

Improved Console Command Assistant

This component provides easier security configuration and database
connectivity, wizards, and a stand-alone thin administration client that enable
efficient management of the deployment environment.

Enhanced administrative scripting for wsadmin

An extended sample script library accelerates automation implementations. It
also includes enhanced AdminTask commands.

Consolidated administration feature for WebSphere DataPower®

This component allows you to manage and integrate your WebSphere
DataPower appliances into your environment.
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Runtime provisioning

WebSphere Application Server’s runtime provisioning mechanism allows the
application server runtime to select only the needed functions for memory and
space dynamically while running applications. Starting only the necessary
components for an application reduces the server footprint and startup time.

Security management and auditing

WebSphere Application Server V7.0 adds value to your installations by providing
the following security management and auditing improvements:

» A broader implementation of Kerberos and Single Sign-On features delivering
improved interoperability with other applications and environments.

» Ability to create multiple security domains within a single WebSphere
Application Server cell. Each security domain can have its own user
population (and underlying repository). Additionally, the application domain
can be separated from the administrative domain.

» Security auditing records the generation of WebSphere Application Server
administrative actions. These actions can be security configuration changes,
key and certificate management, access control policy changes, bus and
other system resources management, and so on. This feature enables you to
hold administrative users accountable for configuration and run time changes.

» The DMZ Secure Proxy, a proxy server hardened for DeMilitarized Zone
(DMZ) topologies, allows you to have a more secure out-of-box proxy
implementation outside the firewall.

» Fine-grained administration security can now be enforced through the
administration console. You can restrict access based on the administrators'
role at the cell, node, cluster, or application level, offering fine-grained control
over administrator scope. This capability is valuable in large-cell
implementations where multiple administrators are responsible for subsets of
the application portfolio running on the cell.

1.2.4 Broader integration

WebSphere Application Server’s expanded integration support simplifies
interoperability in mixed environments.

Web services

WebSphere Application Server V7.0 includes support for the following Web
services and Web services security standards:

» Web Services Interoperability Organization (WS-I) Basic Profile 1.2 and 2.0
» WS-I Reliable Secure Profile
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Java API for XML Web Services (JAX-WS)

SOAP 1.2

SOAP Message Transmission Optimization Mechanism (MTOM)
XML-binary Optimized Packaging (XOP)
WS-ReliableMessaging

WS-Trust

WS-SecureConversation

WS-Policy

For centrally defining various quality-of-service polices you might want to apply to
Web services that are already deployed, WebSphere Application Server V7.0

p

>

rovides Web service policy sets. There are two types of policy sets:
Application policy sets
These sets are used for business-related assertions, such as business operations
that are defined in the Web Service Description Language (WSDL) file.
System policy sets

These sets are used for non-business-related system messages, such as
messages that are defined in specifications that apply quality of service
policies. Examples include security token (RST) messages that are defined in
WS-Trust, or the creation of sequence messages that are defined in
WS-Reliable Messaging metadata.

Rather than defining individual policies and applying them on a Web service
base, policy sets can be applied once to all Web service applications to which
they are applicable, insuring a uniform quality of service for a given type of Web
service. Related to this, WebSphere Service Registry and Repository, an
additional WebSphere Software product, can discover WebSphere Application
Server V7.0 JAX-WS policy sets and existing associations, and can represent
those as policy attachments.

Web Services Feature Pack: The Feature Pack for Web Services available
for WebSphere Application Server V6.1 is embedded into WebSphere
Application Server V7.0.

If you have used Web Services Feature Pack functionality in your application
in a WebSphere Application Server V6.1 environment before, there is no need
to install additional WebSphere Application Server packages to use these
applications with V7.0.
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WebSphere Application Server supports the Web Services for Remote Portlets
(WSRP) standard. Using this standard, portals can provide portlets, applications,
and content as WSRP services, and other portals can integrate the WSRP
services as remote portlets for their users. With WebSphere Application Server
you can provide WSRP services. A portlet container, like WebSphere Portal, can
consume these services as remote portlets.

Messaging, connectivity, and transaction management
WebSphere Application Server supports asynchronous messaging through the
use of a Java Message Service (JMS) provider and its related messaging
system. WebSphere Application Server includes a fully integrated JMS 1.1
provider called the default messaging provider. The default messaging provider
complements and extends WebSphere MQ and the application server. It is
suitable for messaging among application servers and for providing messaging
capability between WebSphere Application Server and an existing WebSphere
MQ backbone.

WebSphere Application Server also supports Java EE Connector Architecture
(JCA) 1.5 resource adapters, which provides connectivity between application
servers and Enterprise Information Systems (EIS). WebSphere Application
Server V7.0 comes with Java Transaction API (JTA) 1.1 specification support,
which provides standard Java interfaces for transaction management.

Authentication and authorization

WebSphere Application Server provides authentication and authorization
capabilities to secure administrative functions and applications. Your choice of
user registries include an operating system user registry, like the Resource
Access Control Facility (RACF®) on z/OS, an LDAP registry (for example, IBM
Tivoli Directory Server), custom registries, file-based registries, or federated
repositories. In addition to the default authentication and authorization
capabilities, WebSphere Application Server has support for Java Authorization
Contract for Containers (JACC) 1.1. This gives you the option of using an
external JACC-compliant authorization provider for application security. The IBM
Tivoli Access Manager client embedded in WebSphere Application Server is
JACC-compliant and can be used to secure your WebSphere Application
Server-managed resources.

Application client

With WebSphere Application Server you can run client applications that
communicate with a WebSphere Application Server by installing the application
client component on the system on which the client applications run. It provides a
stand-alone client run-time environment for your client applications and enables
your client to run applications in a Java EE environment that is compatible with
EJB.
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The Application Client for WebSphere Application Server Version 7.0 consists of
the following client components:

» Java EE application client application
This component uses services provided by the Java EE Client Container.
» Thin application client application

This component does not use services provided by the Java EE Client
Container and includes a JVM API.

» Applet application client application

This component allows users to access enterprise beans in the WebSphere
Application Server through a Java applet in a HTML document.

» ActiveX® to EJB Bridge application client application

This component uses the Java Native Interface (JNI™) architecture to
programmatically access the JVM API (Windows® only).

Web server support

WebSphere Application Server can work with a Web server (like the IBM HTTP
Server included in WebSphere Application Server packages) to route requests
from browsers to the applications that run in WebSphere Application Server. A
WebSphere Web Server Plug-in is provided for installation with supported Web
servers. This plug-in directs requests to the appropriate application server and
performs workload balancing and fail-over among servers in a cluster.

1.2.5 Advanced tooling and extensions

This section discusses WebSphere Application Server tooling and extension
enhancements.

Application development and deployment tools

WebSphere Application Server includes the Rational® Application Developer
Assembly and Deploy V7.5 software platform, which is a set of tools based on
Eclipse that allows you to develop and deploy Java EE 5 applications. It includes
scripting tools to be used with WebSphere Application Server. WebSphere
Application Server is also compatible with Rational Application Developer for
WebSphere Software V7.5, which is available separately and fully exploits
capabilities within WebSphere Application Server V7.0 as a Java EE 5
application development and deployment tool.

Note: Rational Application Developer Assembly and Deploy V7.5, Rational
Application Developer V7.5 for WebSphere Software, and their differences are
explained in 1.5, “Related products” on page 23.
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Installation Factory

WebSphere Application Server includes the Installation Factory tool for creating
customized install packages (CIPs). CIPs are used for packaging installations,
updates, fixes, and applications to create custom and all-in-one installation
solutions. Installation Factory is convenient for ISVs that want to create
customized and bundled application solutions with WebSphere Application
Server, as well as for organizations who prefer to have ready-to-deploy
installation packages containing all the pre-installed artifacts. Consider using
Installation Factory to create one or more CIPs and use those CIPs to deploy or
update WebSphere throughout your organization.

Update Installer
WebSphere Application Server ships the Update Installer (UPDI) for installing
maintenance packages, fix packs, interim fixes, and so on.

WebSphere Application Server Feature Packs

WebSphere Application Server Feature Packs simplify the adoption of new
technology standards and make them available before the release of a new
version of WebSphere Application Server. This strategy started with WebSphere
Application Server V6.1 and continued with WebSphere Application Server V7.0.
Unlike in version 6.1, Feature Pack for EJB 3.0 and Feature Pack for Web
Services are embedded to WebSphere Application Server V7.0. At the time of
writing, there are two feature packs available for WebSphere Application Server
V7.0, as shown in Figure 1-3 on page 13:

» Feature Pack for Web 2.0

This feature pack enables you to build and run SOA services in a Web 2.0
application by offering Ajax and other Web 2.0-specific technical supports on
the server, rather than the front-end support only.

» Feature Pack for Service Component Architecture (SCA)

This feature pack provides an implementation of the Open SCA specifications
and a powerful programming model for constructing applications based on
SOA.

About Open SCA specifications: The Open SCA specifications were
designed by key technology vendors, including IBM, to address the service
composition and assembly development needs of organizations adopting
SOA.
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Figure 1-3 Feature Pack structure for WebSphere Application Server V7.0

1.3 Packaging

Because different e-business application scenarios require different levels of
application server capabilities, WebSphere Application Server is available in
multiple packaging options. Although they share a common foundation, each

provides unique benefits to meet the needs of applications and the infrastructure

that supports them. At least one WebSphere Application Server product fulfills
the requirements of any particular project and its supporting infrastructure. As
your business grows, the WebSphere Application Server family provides a
migration path to more complex configurations. The following packages are

available:

vyvyVvyyvyy
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WebSphere Application Server - Express V7.0
WebSphere Application Server V7.0
WebSphere Application Server for Developers V7.0
WebSphere Application Server Network Deployment V7.0
WebSphere Application Server for z/OS V7.0
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Figure 1-4 summarizes the main components included in each WebSphere
Application Server package.
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Figure 1-4 Packaging structure of WebSphere Application Server V7.0

1.3.1 WebSphere Application Server - Express V7.0

The Express package is geared to those who need to get started quickly with a
strong and affordable application server based on standards. It is specifically
targeted at medium-sized businesses or departments of a large corporation, and
is focused on providing ease of use and ease of application development. It
contains full Java EE 5, EJB 3.0, and Web services support but is limited to a
32-bit single-server environment and to a maximum of 240 Processor Value
Units (PVUs) per server for licensing purposes.
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It also includes feature pack support. This package does not provide clustering
and high availability features.

For more information about WebSphere Application Server - Express V7.0, see
the following Web page:

http://www.ibm.com/software/webservers/appserv/express/

1.3.2 WebSphere Application Server V7.0

The WebSphere Application Server package is the next level of server
infrastructure in the WebSphere Application Server family. Although the
WebSphere Application Server package is functionally equivalent to Express
(single-server environment), this package differs in packaging and licensing. It is
available for both 32-bit and 64-bit platforms. This package is ideal for lightweight
application solutions where cost and simplicity are key. This package is also
referred to as the WebSphere Application Server V7.0 Base package.

For more information about WebSphere Application Server V7.0, see the
following Web page:

http://www.ibm.com/software/webservers/appserv/was/

1.3.3 WebSphere Application Server for Developers V7.0

The WebSphere Application Server for Developers package is functionally
equivalent to the WebSphere Application Server package but it is licensed for
development use only.

WebSphere Application Server for Developers is an easy-to-use development
environment to build and test applications for your SOA.

1.3.4 WebSphere Application Server Network Deployment V7.0

WebSphere Application Server Network Deployment (ND) provides the
capabilities to develop more enhanced server infrastructures. It extends the
WebSphere Application Server base package and includes the following
features:

» Clustering capabilities
Edge components
Dynamic scalability
High availability

S
S
S
» Advanced management features for distributed configurations
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These features become more important at larger enterprises, where applications
tend to service a larger client base, and more elaborate performance and high
availability requirements are in place.

WebSphere Application Server Network Deployment Edge Components provide
high performance and high availability features. For example, the Load Balancer
(a software load balancer) provides horizontal scalability by dispatching HTTP
requests among several Web server or application server nodes supporting
various dispatching options and algorithms to assure high availability in high
volume environments. The usage of Edge Component Load Balancer can reduce
Web server congestion, increase content availability, and provide scaling ability
for the Web server.

WebSphere Application Server Network Deployment also includes a dynamic
cache service, which improves performance by caching the output of servlets,
commands, Web services, and JSP files. This cache can be replicated to the
other servers. The state of dynamic cache can be monitored with the cache
monitor application. For more information about WebSphere Application Server
Network Deployment V7.0, see the following Web page:

http://www.ibm.com/software/webservers/appserv/was/network/
1.3.5 WebSphere Application Server for z/OS V7.0

IBM WebSphere Application Server for z/OS is a full-function version of
WebSphere Application Server Network Deployment. While it offers all the
options and functions common to WebSphere Application Server V7.0 on
distributed platforms, it enhances the product in a variety of ways:

» Defines Service Level Agreements (SLA) on a transaction base (response
time per transaction).

» Protects your production with Workload Management, in times of
unpretendable peaks.

» Uses z/OS functionality for billing based on used resources or transactions.

» Uses one central security repository, including Java role-based security.

» Builds a cluster inside of a single application server (multi-servant).

» Profits from near linear hardware and software scalability.

» Profits from System z cluster (Parallel Sysplex®) and up to 99.999%
availability.

For more information about WebSphere Application Server for z/OS V7.0, see
Chapter 14, “WebSphere Application Server for z/OS” on page 419 or visit the
following Web page:

http://www.ibm.com/software/webservers/appserv/zos 0s390/
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1.3.6 Packaging summary

Table 1-1 details the WebSphere Application Server features.

Table 1-1 WebSphere Application Server V7.0 Packaging

Features Express Base Network z/0S
Deployment

Workload management within a server: No No No Yes

integrated with z/OS Workload Manager (for

SLA’s on transactional level and reporting for

chargeback)

Enterprise Java Beans 3.0 Yes Yes Yes Yes

Full Java EE 5 support Yes Yes Yes Yes

Advanced security Yes Yes Yes Yes

Broad operating-system support and database Yes Yes Yes Yes

connectivity

Advanced clustering No No Yes Yes

Integration with IBM Rational Application Yes Yes Yes Yes

Developer Assembly and Deploy

Job manager and deployment manager No No Yes Yes

Rapid Java Development and Deployment Kit Yes Yes Yes Yes

(JDK) 6.0

Runtime provisioning Yes Yes Yes Yes

Large-scale transaction support No No Yes Yes

Dynamic caching No No Yes Yes

Reporting and charge back: No No No Yes

Granular reporting on resource consumption

WebSphere Application Server Feature Packs Yes Yes Yes Yes

Administrative agent Yes Yes Yes Yes

Edge components No No Yes Yes

Note: Not all features are available on all platforms. See the system

requirements Web page for each WebSphere Application Server package for

more information.

Chapter 1. Introduction to WebSphere Application Server V7.0
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1.4 Supported hardware, platforms, and software

This section details the hardware, platforms, and software versions that
WebSphere Application Server V7.0 supports at the time this book was written.

For the most up-to-date operating system levels and hardware requirements,
refer to the WebSphere Application Server system requirements, at the following
Web page:

http://www.ibm.com/software/webservers/appserv/doc/latest/prereq.html

1.4.1 Hardware

18

Supported hardware for WebSphere Application Server V7.0 include the
following:

>

vyVVvyVYyVYVYYVYYyY

IBM POWER® family of processors

PA-RISC processor

Intel® Itanium® 2 processor

Intel Pentium® processor at 500 MHz or faster
Intel EM64T or AMD™ Opteron™

IBM System z processors

IBM System i (iSeries®)

SPARC workstations
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1.4.2 Operating systems

Table 1-2 shows supported operating systems and their versions for WebSphere
Application Server V7.0

Table 1-2 Supported operating systems and versions

Operating systems

Versions

Microsoft® Windows

Supported with 32-bit WebSphere Application Server:
Microsoft Vista Business

Microsoft Vista Enterprise

Microsoft Windows Server® 2003 with SP2

Microsoft Windows Server 2003 R2

Microsoft Windows Server 2008, Datacenter with SP1
Microsoft Windows Server 2008, Enterprise with SP1
Microsoft Windows Server 2008, Standard with SP1
Microsoft Windows XP Professional with SP2

Supported with 64-bit WebSphere Application Server:
Microsoft Windows Server 2003 x64 R2

Microsoft Windows Server 2008 Enterprise x64 with SP1
Microsoft Windows Server 2008 Datacenter x64 with SP1
Microsoft Windows Server 2008 Standard x64 with SP1

YyVYyVYVYVYVYYY
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IBM AIX®

Supported with 32-bit and 64-bit WebSphere Application Server:
» AIX 6.1 with Maintenance Package 6100-00-04
» AIX 5L™ 5.3 with Service Pack 5300-07-01

Sun™ Solaris™ on Sparc

Supported with 32-bit WebSphere Application Server:

» Sun Solaris Version 9 with Patch Cluster dated 1/03/08 or later
» Sun Solaris Version 10 with Patch Cluster dated 1/07/08 or later
Supported with 64-bit WebSphere Application Server:

» Sun Solaris Version 10 with Patch Cluster dated 1/07/08 or later

Sun Solaris on x64

Supported with 64-bit WebSphere Application Server:
» Sun Solaris Version 10 with Patch Cluster dated 1/07/08 or later

HP-UX on PA-RISC

Supported with 32-bit WebSphere Application Server:
» HP-UX 11iv2 with Patch Bundle dated Dec 2007
» HP-UX 11iv3 with Patch Bundle dated Sep 2007

HP-UX on Itanium

Supported with 64-bit WebSphere Application Server:
» HP-UX 11iv2 with Patch Bundle dated Dec 2007
» HP-UX 11iv3 with Patch Bundle dated Sep 2007
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Operating systems Versions

Linux® on x86 Supported with 32-bit WebSphere Application Server:

Red Hat Enterprise Linux AS, Version 4 with Update 6
Red Hat Enterprise Linux ES, Version 4 with Update 6
Red Hat Enterprise Linux WS, Version 4 with Update 6
Red Hat Enterprise Linux, Version 5 with Update 1
SUSE® Linux Enterprise Server, Version 9 with SP4
SUSE Linux Enterprise Server, Version 10 with Update 1

vyvyVvyYvYyVvyy

Linux on x86-64 and POWER Supported with 32-bit and 64-bit WebSphere Application Server:
Red Hat Enterprise Linux, Version 4 with Update 6

Red Hat Enterprise Linux, Version 5 with Update 1

SUSE Linux Enterprise Server, Version 9 with SP4

SUSE Linux Enterprise Server, Version 10 with Update 1

v
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Linux on System z and zSeries® | Supported with 31-bit and 64-bit WebSphere Application Server:
Red Hat Enterprise Linux AS, Version 4 with Update 6

Red Hat Enterprise Linux, Version 5 with Update 1

SUSE Linux Enterprise Server, Version 9 with SP4

SUSE Linux Enterprise Server, Version 10 with Update 1

v

vYyy

IBM z/OS Supported with 31-bit and 64-bit WebSphere Application Server:
(Supported for WebSphere z/OS V1.7

Application Server V7.0 for z/OS) z/OS V1.8

z/OS V1.9

z/0S.e

z/0S.e V1.7

z/0S.e V1.8

vyvyVYyYYVvyYy

IBM i

v

IBM i V5R4
IBM i V6R1

v

About support limitations: To see if there is a 32-bit or 64-bit support
limitation for your operating system, refer to the WebSphere Application
Server system requirements Web page:

http://www.ibm.com/software/webservers/appserv/doc/latest/prereq.html
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1.4.3 Web servers

Supported Web servers for WebSphere Application Server V7.0 are as follows:

YVYVYVYVYVYVYVYYVYY

Apache HTTP Server 2.0.58

Apache HTTP Server 2.2

IBM HTTP Server for WebSphere Application Server V6.1
IBM HTTP Server for WebSphere Application Server V7.0
Internet Information Services (IIS) 6.0

Internet Information Services (IIS) 7.0

Lotus® Domino® Enterprise Server 7.0.2

Lotus Domino Enterprise Server 8.0

Sun Java™ System Web Server 6.1 SP8

Sun Java System Web Server 7.0 Update 1

Note: Not every Web server is supported on all platforms. For more
information refer to the WebSphere Application Server system requirements

Web page:

http://www.ibm.com/software/webservers/appserv/doc/latest/prereq.html

1.4.4 Database servers

Table 1-3 shows the database servers that WebSphere Application Server V7.0

supports.

Table 1-3 Supported database servers and versions

Databases

Versions

IBM DB2® 2

DB2 for iSeries 5.3, 5.4, or 6.1

DB2 for z/OS V8, V9 or V9.1

DB2 Connect™

DB2 Enterprise Server Edition V8.1, V8.2, V9.0 and V9.5
DB2 Express V8.1, V8.2, V9.0 and V9.5

DB2 Workgroup Server Edition V8.1, V8.2, V9.0 and V9.5

Cloudscape

Cloudscape 10.3 (Derby)

Oracle®

Oracle 10g Standard/Enterprise Release 1 - 10.1.0.5
Oracle 10g Standard/Enterprise Release 2 - 10.2.0.3
Oracle 11g Standard/Enterprise Release 1 - 11.1.0.6

Sybase

Sybase Adaptive Server Enterprise 12.5.4
Sybase Adaptive Server Enterprise 15.0.2

Microsoft SQL Server®

Microsoft SQL Server Enterprise 2005 SP2
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Databases Versions

Informix® Dynamic Server 10.00xC6
Dynamic Server 11.10xC1
Dynamic Server 11.5xC1

IMS IMS V9
IMS V10
WebSphere WebSphere Information Integrator 8.2 FP8

Information Integrator WebSphere Information Integrator 9.1 FP3
WebSphere Information Integrator 9.5 FP2

a. For a detailed list of supported fixpack levels and editions for DB2, see the
support document #7013265 at the following Web page:
http://www.ibm.com/support/docview.wss?rs=180&uid=swg27013265

1.4.5 Directory servers

Supported directory servers for WebSphere Application Server V7.0 are as
follows:

» LDAP Servers using Stand Alone LDAP User Registry Configuration and
Federated Repository Configuration:

— IBM Tivoli Directory Server 6.0

— IBM Tivoli Directory Server 6.1

— IBM z/OS Integrated Security Services 1.8
— IBM z/OS Integrated Security Services 1.9
— IBM z/OS.e Security Server 1.8

— IBM z/OS.e Security Server 1.9

— Lotus Domino Enterprise Server 7.0

— Lotus Domino Enterprise Server 8.0

— Novell® eDirectory 8.7.3 SP9

— Novell eDirectory 8.8.1

— Sun Java Directory Server 6.0

— Sun Java Directory Server 6.1

— Windows Active Directory® 2003

— Windows Active Directory 2008

» LDAP Servers using only Federated Repository Configuration:

— Windows Active Directory Applications Mode 1.0 SP1
— OpenLDAP 2.4.7
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1.5 Related products

IBM offers complementary software products surrounding WebSphere
Application Server that provide simplification for developers, enhanced
management features, and a high performance runtime environment. Some of
these are introduced in this chapter:

WebSphere Application Server Community Edition
WebSphere Extended Deployment

Rational Application Developer Assembly and Deploy V7.5
Rational Application Developer for WebSphere Software V7.5
Project Zero and WebSphere sMash

vyvyvyyvyy

1.5.1 WebSphere Application Server Community Edition

WebSphere Application Server Community Edition is a lightweight single-server
Java EE application server built on Apache Geronimo, the open source
application server project of the Apache Software Foundation. This edition of
WebSphere Application Server is completely based on open source code and
available to download free of charge.

Note: WebSphere Application Server Community Edition’s codebase is
different from the WebSphere Application Server. It is not a different
packaging option for WebSphere Application Server. It is a separate product.

WebSphere Application Server Community Edition is a powerful alternative to
open source application servers. It has the following features:

» Brings together best-of-breed technologies across the broader open source
community to support Java EE 5 specifications such as the following:

— Apache MyFaces
— Apache OpenEJB
— Apache Open JPA
— Apache ActiveMQ
— TranQL

» Supports the Java Developer Kit (JDK) from IBM and Sun.
» Can be used as a runtime for Eclipse with its plug-in.

» Includes an open source Apache Derby database which is a small-footprint
database server with full transactional capability.

» Contains an easy-to-use administrative console application.
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» Product binaries and source code are available as no-charge downloads from
the IBM Web site.

» Optional fee-based support for WebSphere Application Server Community
Edition from IBM Technical support teams.

» Can be included in advanced topologies and managed with WebSphere
Extended Deployment.

For more information and the option to download WebSphere Application Server
Community Edition, see the following Web page:

http://www.ibm.com/software/webservers/appserv/community/

1.5.2 WebSphere Extended Deployment

WebSphere Extended Deployment (XD) is a suite of application infrastructure
products that can be installed and used separately or as a package:

» WebSphere Virtual Enterprise

This product, formerly Operations Optimization, provides application
infrastructure virtualization capabilities. Virtualization can lower costs required
to create, manage, and run enterprise applications by using existing hardware
resources. This package also contains additional management features like
application edition and dynamic application management, management of
heterogeneous application servers, and service policy management, which
provide an enhanced management environment for existing infrastructure.

» WebSphere eXtreme Scale

This product, formerly WebSphere Extended Deployment Data Grid, allows
business applications to process large volumes of transactions with efficiency
and linear scalability. WebSphere eXtreme Scale operates as an in-memory
data grid that dynamically caches, partitions, replicates, and manages
application data and business logic across multiple servers. It provides
transactional integrity and transparent failover to ensure high availability, high
reliability, and constant response times. WebSphere eXtreme Scale is a
software technology for conducting extreme transaction processing.

» Compute Grid

This product enables the scheduling, execution, and monitoring of batch type
jobs and compute-intensive tasks with service policy and workload
management.

This composition of packages delivers enhanced qualities of service with
features for optimizing IT resources and can be used in collaboration with
WebSphere Application Server packages.
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Some of the benefits of WebSphere Extended Deployment are as follows:

» Provides virtualization capabilities that can dynamically match available
resources to changing workload demands. It enables more efficient resource
use as well as improved application performance and scalability.

» Features virtualization, and workload and health management for the
following application environments:

— PHP

BEA WebLogic

JBoss

Apache Tomcat

WebSphere Application Server Community Edition

» Offers enhanced capabilities in job scheduling, monitoring, and management
for batch-type workloads.

» Delivers customizable health policies and actions to help enhance
manageability.

» Supports innovative and highly scalable data fabrics to accelerate
data-intensive application performance.

For more information about WebSphere Extended Deployment, see the following
Web page:

http://www.ibm.com/software/webservers/appserv/extend/

1.5.3 Rational Application Developer Assembly and Deploy V7.5

In WebSphere Application Server V7.0, Rational Application Developer
Assembly and Deploy V7.5 replaces the Application Server Toolkit (AST) function
provided with WebSphere Application Server V6.1. This Eclipse-based
Integrated Development Environment (IDE) expands on the functions provided in
the Application Server Toolkit with Java EE 5 and is a subset of Rational
Application Developer for WebSphere Software V7.5. Rational Application
Developer Assembly and Deploy is fully licensed and supported with the
WebSphere Application Server license.
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Some of the features of Rational Application Developer Assembly and Deploy are
as follows:

» Profile management tools for WebSphere Application Server
» Jython tools for administration script development and Jacl to Jython
conversion tools

J2EE 1.4 (same level as Application Server Toolkit V6.1)

Java EE 5 XML-form based DD editors

Java EE 5 application support

Supports only WebSphere Application Server V7.0 as runtime
Contains WebSphere Application Server debug extensions
Enhanced EAR support

Application deployment support

SIP development tools

Visual editing tools

Adapters support for simplified and enhanced integration

VVYVYVYVYVYVYVYYVYY

1.5.4 Rational Application Developer for WebSphere Software V7.5

Rational Application Developer for WebSphere Software is a full-featured
Eclipse-based IDE and includes comprehensive tools to improve developer
productivity. It is the only Java IDE tool you need to design, develop, and deploy
your applications for WebSphere Application Server.

Rational Application Developer for WebSphere Software adds functions to
Rational Application Developer Assembly and Deploy (Figure 1-5).

q “

Rational Application Developer for WebSphere Software

[_Rational Application Developer
Assembly & Deploy

-

\\

Figure 1-5 Rational development tools

Rational Application Developer for WebSphere Software includes the following
functions:

» Concurrent support for J2EE 1.2, 1.3, 1.4, and Java EE 5 specifications and
support for building applications with JDK 5 and JRE™ 1.6.

» EJB 3.0 productivity features.
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» Visual editors, as follows:

— Domain modeling
— UML modeling
— Web development

» Web services and XML productivity features.

» Portlet development tools.

» Relational data tools.

» WebSphere Application Server V6.0, V6.1 and V7.0 test servers.

» Web 2.0 development features for visual development of responsive Rich
Internet Applications with Ajax and Dojo1.

» Integration with the Rational Unified Process and the Rational tool set, which
provides the end-to-end application development life cycle.

» Application analysis tools to check code for coding practices. Examples are
provided for best practices and issue resolution.

» Enhanced runtime analysis tools, such as memory leak detection, thread lock
detection, user-defined probes, and code coverage.

» Component test automation tools to automate test creation and manage test
cases.

» WebSphere adapters support, including CICS®, IMS, SAP®, Siebel®, JD
Edwards®, Oracle and PeopleSoft®.

» Support for Linux and Microsoft Windows operating systems.

Note: Rational Application Developer for WebSphere Software is optionally
installable as a 60-day trial with WebSphere Application Server V7.0 and
purchased as a separate product.

For more information about Rational Application Developer for WebSphere
Software V7.5, see the following Web page:

http://www-01.ibm.com/software/awdtools/developer/application/

1.5.5 Project Zero and WebSphere sMash

Project Zero is an incubator project started by IBM, centered around agile
development and the next generation of dynamic Web applications. The project
brings a simple environment to create, assemble, and run applications based on
popular Web technologies. This environment includes a scripting runtime for

' The Dojo Toolkit is a modular open source JavaScript™ toolkit (or library), designed for the rapid
development of cross platform, JavaScript/Ajax based applications and Web sites.
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Groovy and PHP. It also includes application programming interfaces optimized
for producing REST-style services, integration mash-ups, and rich Web interfaces
corresponding to Web 2.0 concepts. It gives access to the latest features by
defaulting to experimental modules. Project Zero is free for development and
limited deployment.

Project Zero creates a new way to build commercial software, an approach that is
called Community-Driven Commercial Development. Community-Driven
Commercial Development is powered by community feedback.

The Community-Driven Commercial Development process served as a base for
two IBM Software products:
» WebSphere sMash Developer Edition

This product is a stable build of Project Zero, offered free of charge for
development and limited deployment usage. It includes useful tools for
developing applications in WebSphere sMash.

» WebSphere sMash

This product is the final commercial product and consists of stable modules
for production deployment. WebSphere sMash also includes messaging and
reliable communications features with Reliable Transport Extension for
WebSphere sMash package.

Some of the features of WebSphere sMash are as follows:

— ltis an application-centric runtime. You can just create an application and
run it. Everything needed to run the application is built in, including the
HTTP stack,

— Itis designed around Dynamic Scripting, REST, Rich Web Interfaces,
AJAX, and Feeds corresponding to Web 2.0 concepts.

— Application logic is created in one of two scripting languages:
e Groovy, for people that prefer Java.

e PHP for existing PHP programmers. The PHP runtime is provided
directly in the WebSphere sMash.

— It empowers developers to build applications directly on the Web with a
Web interface, and compose applications by wiring together REST
services.

For more information about Project Zero, see the following Web page:

http://www.projectzero.org/

For more information about WebSphere sMash, see the following Web page:

http://www.ibm.com/software/webservers/smash/
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Integration with other
products

WebSphere Application Server works closely with other IBM products to provide
a fully integrated solution. This chapter introduces some of these products,
including those that provide enhanced security and messaging options, and
broad integration features:

»
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“Tivoli Access Manager” on page 30

“Tivoli Directory Server” on page 33

“WebSphere MQ” on page 35

“WebSphere Adapters” on page 39

“WebSphere DataPower” on page 41

“DB2” on page 46

“Tivoli Composite Application Manager for WebSphere” on page 47
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2.1 Tivoli Access Manager

IBM Tivoli Access Manager provides a more holistic security solution at the
enterprise level than the standard security mechanisms found in WebSphere
Application Server.

Tivoli Access Manager provides the following features:

» Defines and manages centralized authentication, access, and audit policy for
a broad range of business initiatives.

» Establishes a new audit and reporting service that collects audit data from
multiple enforcement points, as well as from other platforms and security
applications.

» Enables flexible Single Sign-on (SSO) to Web-based applications that span
multiple sites or domains with a range of SSO options, to eliminate help-desk
calls and other security problems associated with multiple passwords.

» Uses a common security policy model with the Tivoli Access Manager family
of products to extend support to other resources.

» Manages and secures your business environments from your existing
hardware (mainframe, PCs, servers) and operating system platforms
including Windows, Linux, AlX, Solaris, and HP-UX.

» Provides a modular authorization architecture that separates security code
from application code.

In summary, Tivoli Access Manager provides centralized authentication and
authorization services to different products. Applications delegate authentication
and authorization decisions to Tivoli Access Manager.

For more information about Tivoli Access Manager, see the following Web page:

http://www.ibm.com/software/tivoli/products/access-mgr-e-bus/

2.1.1 Integration with WebSphere Application Server

WebSphere Application Server provides its own security infrastructure. This
infrastructure is composed of some mechanisms that are specific to WebSphere
Application Server but also many that use open security technologies standards.
This security technology is widely proven, and the software can integrate with
other enterprise technologies.

For more information about WebSphere Application Server’s security
infrastructure, refer to 12.2, “Security in WebSphere Application Server” on
page 381.
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The WebSphere Application Server security infrastructure is adequate for many
situations and circumstances. However, integrating WebSphere Application
Server with Tivoli Access Manager allows for an end-to-end integration of
application security across the entire enterprise.

The advantages at the enterprise level of using this approach are as follows:
» Reduced risk through a consistent services-based security architecture.

» Lower administration costs through centralized administration and fewer
security subsystems.

» Faster development and deployment.

» Reduced application development costs because developers do not have to
develop bespoke security subsystems.

» Built-in, centralized, and configurable handling of legislative business
concerns such as privacy requirements.

Repositories

As with WebSphere Application Server security, Tivoli Access Manager requires
a user repository. It supports many different repositories, such as IBM Tivoli
Directory Server and Microsoft Active Directory. Tivoli Access Manager can be
configured to use the same user repository as WebSphere Application Server,
enabling you to share user identities with both Tivoli Access Manager and
WebSphere Application Server.

Tivoli Access Manager policy server

The Tivoli Access Manager policy server maintains the master authorization
policy database, which contains the security policy information for all resources
and the credentials information of all participants in the secure domain, both
users and servers. The authorization database is then replicated across all local
authorization servers.

Tivoli Access Manager for WebSphere component

The Tivoli Access Manager client is embedded in WebSphere Application Server.
The Tivoli Access Manager client can be configured using the scripting and GUI
management facilities of WebSphere Application Server.

The Tivoli Access Manager server is bundled with WebSphere Application
Server Network Deployment. Tivoli Access Manager further integrates with
WebSphere Application Server by supporting the special subjects
AllAuthenticated and Everyone.
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Note: AllAuthenticated and Everyone are subjects that are specific to
WebSphere Application Server. These special categories allow access to a
resource to be granted to all those users who have been authenticated
regardless of what repository user groups they might belong to and allow
access to be granted to all users whether or not they are authenticated.

All communication between the Tivoli Access Manager clients and the Tivoli
Access Manager server is performed through the Java Authorization Contract for
Containers (JACC) API.

Figure 2-1 shows the integration interfaces between WebSphere Application
Server and Tivoli Access Manager.

WebSphere Application Server V7.0
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Figure 2-1 Integration of WebSphere Application Server with Tivoli Access Manager
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Further advantages of using Tivoli Access Manager

We already reviewed the enterprise level advantages of using Tivoli Access
Manager. Using Tivoli Access Manager at the application server level has the
following further advantages:

» Supports accounts and password policies

» Supports dynamic changes to the authorization table without having to restart
applications

» Provides tight integration with WebSphere Application Server

Security, networking, and topology considerations

Because the LDAP server contains, and the Access Manager server manages,
sensitive data in terms of authentication, authorization, and privacy, the servers
belong to the data layer of the network. It is suggested to enable Secure Sockets
Layer (SSL) configuration options between the databases so data is encrypted.

Legal considerations (privacy and data protection): Be aware that there
might be some legal or regulatory issues that surround storing of certain data
types, such as personally identifiable data in the European Union, on IT
systems. Ensure that you have consulted your legal department before
deploying such information on your systems. These considerations vary by
geography and industry.

2.2 Tivoli Directory Server

In today's highly connected world, directory servers are the foundation of
authentication systems for internal, and more commonly, external user
populations in the corporate infrastructure.

IBM Tivoli Directory Server provides a high-performance Lightweight Directory
Access Protocol (LDAP) identity infrastructure capable of handling millions of
entries. It is built to serve as the identity data foundation for your Web
applications and identity management initiatives.

2.2.1 Lightweight Directory Access Protocol

A directory is a data structure that enables the look up of names and associated
attributes arranged in a hierarchical tree structure. In the context of enterprise
application servers, this enables applications to look up a user principal and
determine what attributes the user has and of which groups the user is a
member. Decisions about authentication and authorization can then be made
using this information.
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LDAP is a fast and simple way of looking up user entities in a hierarchical data
structure. It has advantages over using databases as a user repository in terms
of speed, simplicity, and standardized models or schemas for defining data.
Standard schemas have standard hierarchies of objects, such as objects that
represent a person in an organization. These objects, in turn, have attributes
such as a user ID, common name, and so forth. The schema can have custom
objects added to it, meaning that your directory is extensible and customizable.

Generally, LDAP is chosen over a custom database repository of users for these
reasons. LDAP implementations (such as IBM Tivoli Directory Server) use
database engines under the covers, but these engines are optimized for passive
lookup performance (through indexing techniques). This is possible because
LDAP implementations are based on the assumption that the data changes
relatively infrequently and that the directory is primarily for looking up data rather
than updating data. For more information about IBM Tivoli Directory Server, see
the following Web page:

http://www.ibm.com/software/tivoli/products/directory-server/

2.2.2 Integration with WebSphere Application Server

You can enable security in WebSphere Application Server to manage users, and
assign specific roles to them. To have a user account repository you must select
the type of user registry to be used (in this case, an LDAP registry). Tivoli
Directory Server can be used as a standalone LDAP registry for user account
repository of WebSphere Application Server. You can configure your user
account repository through the Integrated Solutions Console or through the
wsadmin command line tool.

Security, networking, and topology considerations

Because the LDAP server contains sensitive data in terms of authentication,
authorization, and privacy, the LDAP server belongs to the data layer of the
network. It is suggested to enable SSL options in the WebSphere Application
Server security configuration so that the data is encrypted between the
application server layer and the data layer.

Legal considerations (privacy and data protection): There might be some
legal or regulatory issues that surround storing of certain data types, such as
personally identifiable data in the European Union, on IT systems. Ensure that
you have consulted your legal department before deploying such information

on your systems. These considerations vary by geography and industry.

For a list of supported directory servers for WebSphere Application Server, see
1.4.5, “Directory servers” on page 22.

34 WebSphere Application Server V7.0: Concepts, Planning, and Design


http://www.ibm.com/software/tivoli/products/directory-server/

2.3 WebSphere MQ

IBM WebSphere MQ is an asynchronous messaging technology that is available
from IBM. WebSphere MQ is a middleware technology designed for
application-to-application communication rather than application-to-user and
user interface communication.

WebSphere MQ is available on a large number of platforms and operating
systems. It offers a fast, robust, and scalable messaging solution that assures
once, and once only, delivery of messages to queue destinations that are hosted
by queue managers. This messaging solution has APIs in C, Java, COBOL, and
other languages, which allow applications to construct, send, and receive
messages.

With the advent of Java Message Service (JMS), generic, portable client
applications can be written to interface with proprietary messaging systems such
as WebSphere MQ. The integration of WebSphere Application Server with
WebSphere MQ over time has been influenced by this dichotomy of generic JMS
and proprietary WebSphere MQ access approaches.

For more information about WebSphere MQ, see the following Web page:

http://www.ibm.com/software/integration/wmq/

2.3.1 Integration with WebSphere Application Server

WebSphere Application Server messaging is a general term for a group of
components that provide the messaging functionality for applications.
WebSphere MQ and WebSphere Application Server messaging are
complementary technologies that are tightly integrated to provide for various
messaging topologies.

WebSphere Application Server supports asynchronous messaging based on the
JMS programming interface and the use of a JMS provider and its related
messaging system. JMS providers must conform to the JMS specification version
1.1.
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For WebSphere Application Server Version 7.0, the WebSphere MQ messaging
provider has enhanced administrative options supporting the following functions:

» WebSphere MQ channel compression

Data sent between WebSphere Application Server and WebSphere MQ can
be compressed, reducing the amount of data that is transferred.

» WebSphere MQ client channel definition table

The client channel definition table reduces the effort required to configure a
connection to a queue manager.

» Client channel exits

Client channel exits are pieces of Java code that you develop, and that are
executed in the application server at key points during the life cycle of a
WebSphere MQ channel. Your code can change the runtime characteristics of
the communications link between the WebSphere MQ messaging provider
and the WebSphere MQ queue manager.

» Transport-level encryption using SSL

Transport-level encryption using SSL is the supported way to configure SSL
for JMS resources associated with the WebSphere MQ messaging provider.
The SSL configuration is associated with the communication link for the
connection factory or activation specification.

» Automatic selection of the WebSphere MQ transport type
Servers in a cluster can be configured automatically to select their transport.

In WebSphere Application Server V7.0, you can use the following JMS providers:

» The default messaging provider

WebSphere MQ

Third-party JMS providers

V5 default messaging provider (for migration purposes)

vvyy

The default messaging provider is the JMS APl implementation for messaging
(connection factories, JMS destinations, and so on). The concrete destinations
(queues and topic spaces) behind the default messaging provider interface are
implemented in a service integration bus. A service integration bus consists of
one or more bus members, which can be application servers or clusters. Each
bus member will have one messaging engine (more, in the case of clusters) that
manages connections to the bus and messages. A service integration bus can
connect to other service integration buses and to WebSphere MQ. Similarly, the
WebSphere MQ JMS provider is the JMS APl implementation with WebSphere
MQ (with queue managers, for example) implementing the real destinations for
the JMS interface. WebSphere MQ can coexist on the same host as a
WebSphere Application Server messaging engine.
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Whether to use the default messaging provider, the direct WebSphere MQ
messaging provider, or a combination depends on a number of factors. There is
no set of questions that can lead you directly to the decision. However, consider
the following guidelines.

In general, the default messaging provider is a good choice for the following
circumstances:

» You are currently using the WebSphere Application Server V5 embedded
messaging provider for intra-WebSphere Application Server messaging.

» You require messaging between WebSphere Application Server and an
existing WebSphere MQ backbone and its applications.

The WebSphere MQ messaging provider is good choice for the following
circumstances:

» You are currently using a WebSphere MQ messaging provider and simply
want to continue using it.

» You require access to heterogeneous, non-JMS Enterprise Information
Systems (EIS).

» You require access to WebSphere MQ clustering.

Using a topology that combines WebSphere MQ and the default messaging
provider gives you the benefit of the tight integration between WebSphere and
the default messaging provider (clustering), and the flexibility of WebSphere MQ.

For more information about messaging with WebSphere Application Server and
about new features for WebSphere MQ connectivity see the following IBM
Information Center page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web
sphere.nd.iseries.doc/info/iseriesnd/ae/cmj_jmsp wmq.htm]

Connecting WebSphere Application Server to WebSphere MQ
If you decide to use a topology that includes both WebSphere MQ and the default
messaging provider, there are two mechanisms to allow interaction between
them:

» Extend the WebSphere MQ and service integration bus networks by defining
a WebSphere MQ link on a messaging engine in a WebSphere Application
Server that connects the service integration bus to a WebSphere MQ queue
manager.

WebSphere MQ sees the connected service integration bus as a queue
manager. The service integration bus sees the WebSphere MQ network as
another service integration bus.
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WebSphere MQ applications can send messages to queue destinations on
the service integration bus and default messaging applications can send
messages to WebSphere MQ queues without being aware of the mixed
topology. As with WebSphere MQ queue manager networks, this mechanism
can be used to send messages from one messaging network to the other. It
cannot be used to consume messages from the other messaging network.

Keep in mind:

» WebSphere MQ to service integration bus connections are only
supported over TCP/IP.

» A service integration bus cannot be a member of a WebSphere MQ
cluster.

» Integrate specific WebSphere MQ resources into a service integration bus for
direct, synchronous access from default messaging applications running in
WebSphere Application Servers. This is achieved by representing a queue
manager or queue sharing group1 as a WebSphere MQ server in the
WebSphere Application Server cell and adding it to a service integration bus
as a bus member.

WebSphere MQ queues on queue managers, and queue sharing groups
running on z/OS, can be accessed in this way from any WebSphere
Application Server that is a member of the service integration bus.

Only WebSphere MQ queue managers and queue sharing groups running on
z/OS can be accessed from a service integration bus in this way.

The WebSphere MQ server does not depend on any one designated
messaging engine. This type of connectivity to MQ can tolerate the failure of
any given message engine if another is available in the bus, increasing
robustness and availability. This mechanism can be used for both sending
and consuming messages from WebSphere MQ queues.

When a default messaging application sends a message to a WebSphere MQ
queue, the message is immediately added to that queue. It is not stored by
the service integration bus for later transmission to WebSphere MQ when the
WebSphere MQ queue manager is not currently available. When a
WebSphere Application Server application receives a message from a
WebSphere MQ queue, it receives the message directly from the queue.

T An MQ shared queue group is a collection of queues that can be accessed by one or more queue
managers. Each queue manager that is a member of the shared queue group has access to any of
the shared queues.
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Figure 2-2 shows a sample integration for WebSphere Application Server and
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Figure 2-2 WebSphere Application Server integration with WebSphere MQ

2.4 WebSphere Adapters

IBM WebSphere Adapters provide a set of generic technology and business
application adapters with wizards that quickly and easily service enable
Enterprise Information Systems (EISs) such as legacy applications, Enterprise
Resource Planning (ERP), Human Resources (HR), Customer Relationship
Management (CRM), and supply chain systems, and integrate them to IBM
Business Process Management (BPM), Enterprise Service Bus (ESB), and
application server solutions in a service-oriented architecture (SOA).

WebSphere Adapters implement the Java Connector Architecture (JCA) and
Enterprise MetaData Discovery specifications to provide a simple and quick
integration experience with graphical discovery tools without resorting to writing
code.

WebSphere Adapters includes three types of adapters:
» Application Adapters

These adapters integrate enterprise business application suites:

— JD Edwards EnterpriseOne
— Oracle E-Business Suite

— PeopleSoft Enterprise

— SAP Exchange Infrastructure
— SAP Software

— Siebel Business Applications
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» Technology Adapters
These adapters deliver file and database connectivity solutions:

— Email

— Flat Files

— File Transfer Protocol (FTP)

— Java Database Connectivity (JDBC)

» WBI Adapters

These adapters use an asynchronous stand alone runtime architecture (the
WBI Framework) with WebSphere MQ or JMS as the underlying transport
protocol. Originally designed for WebSphere InterChange Server (WICS),
they remain available for WebSphere Message Broker, WebSphere ESB, and
WebSphere Process Server users transitioning from WebSphere InterChange
Server or WebSphere Business Integration Server.

WebSphere Adapters are used with the WebSphere Adapter Toolkit, an
Eclipse-based toolkit, to enable customers and business partners to develop
custom JCA adapters to meet unique business requirements. The toolkit helps to
create either a basic JCA 1.5 adapter, or an adapter that uses the additional
capabilities of the Adapter Foundation Classes used by WebSphere Adapters.
The WebSphere Adapter Toolkit is provided as a no-fee download from IBM
developerWorks® to customers and business partners who secure licenses to
WebSphere Integration Developer and Rational Application Developer for
WebSphere Software.

For more information about IBM WebSphere Adapters, see the following Web
page:
http://www.ibm.com/software/integration/wbhiadapters/
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2.4.1 Integration with WebSphere Application Server

WebSphere Adapter is designed to plug into WebSphere Application Server and
to provide bidirectional connectivity between enterprise applications (or Java EE
components), WebSphere Application Server, and EIS.

Figure 2-3 shows the relation between WebSphere Application Server and a
WebSphere Adapter.

WebSphere Application Server

Enterprise
Application
or Java EE
Component

WebSphere Enterprise
Adapter Information
System

Figure 2-3 WebSphere Adapter integration with WebSphere Application Server

Note: Other available WebSphere Adapters are supported only with
WebSphere Integration Developer, WebSphere Process Server and

WebSphere Enterprise Service Bus.

2.5 WebSphere DataPower

IBM WebSphere DataPower SOA Appliances represent an important element in
the IBM holistic approach to SOA. IBM SOA appliances are purpose-built,
easy-to-deploy network devices that simplify, secure, and accelerate your XML
and Web services deployments while extending your SOA infrastructure. These
new appliances offer an innovative, pragmatic approach to harness the power of
SOA while simultaneously enabling you to use your existing application, security,
and networking infrastructure investments.
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The IBM WebSphere DataPower SOA Appliances family contains
rack-mountable network devices that offer the following features:

»

»

1U (1.75-inch thick) rack-mountable, purpose-built network appliances.

XML/SOAP firewall, field-level XML security, data validation, XML Web
services access control, and service virtualization.

Lightweight and protocol-independent message brokering, integrated
message-level security, fine-grained access control, and the ability to bridge
important transaction networks to SOAs and ESBs.

High performance, multi-step, wire-speed message processing, including
XML, XML Stylesheet Language Transformation (XSLT), XPath, and XML
Schema Definition (XSD).

Centralized Web services policy and service-level management.
Web services (WS) standard support:

— WS-Security

— Security Assertion Markup Language (SAML) 1.0/1.1/2.0
— portions of the Liberty Alliance protocol

— WS-Federation

— WS-Trust

— XML Key Management Specification (XKMS)

— Radius, XML Digital Signature

— XML-Encryption

— Web Services Distributed Management (WSDM)
— WS-SecureConversation

— WS-Policy

— WS-SecurityPolicy

— WS-ReliableMessaging

— SOAP

— Web Services Description Language (WSDL)

— Universal Description

— Discovery, and Integration (UDDI)

Transport layer flexibility, which supports HTTP/HTTPS, MQ, Secure Sockets
Layer (SSL), File Transfer Protocol (FTP), and others.

Scalable, wire-speed, any-to-any message transformation, such as arbitrary
binary, flat text and XML messages, which include COBOL copybook,
CORBA, CICS, ISO 8583, ASN.1, EDI, and others.
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DataPower appliances can meet the challenges that are present in an SOA
network with the following features:

»

Consumable simplicity

An easy-to-install and easy-to-maintain network appliance that satisfies both
application and network operational groups, and supports current and
emerging standards, and readily available XML Web services standards.

Enhanced security

Key support that includes XML/SOAP firewall and threat protection, field-level
XML security, data validation, XML Web services access control, service
virtualization, and SSL acceleration.

Acceleration

A drop-in solution that can streamline XML and Web service deployments,
helping to lower the total cost of ownership and accelerate a return on your
assets, as you continue to move to SOA. SOA appliances are purpose-built
hardware devices that are capable of offloading overtaxed servers by
processing XML, Web services, and other message formats at wire speed.

2.5.1 DataPower appliance models

The WebSphere DataPower appliance family contains three models at the time
this book was written (Figure 2-4 on page 44). Each appliance has its own
characteristics. Each is designed to fit various business needs. These appliance
models are as follows:

>

IBM WebSphere DataPower XML Accelerator XA35

This model can help speed common types of XML processing by offloading
the processing from servers and networks. It can perform XML parsing, XML
schema validation, XPath routing, XSLT, XML compression, and other
essential XML processing with wire-speed XML performance.

IBM WebSphere DataPower XML Security Gateway XS40

XS40 provides a security-enforcement point for XML and Web service
transactions. It offers encryption, firewall filtering, digital signatures, schema
validation, WS-Security, XML access control, XPath, and so on.

IBM WebSphere DataPower Integration Appliance X150

This appliance provides transport-independent transformations between
binary, flat text files, and XML message formats. Visual tools are used to
describe data formats, create mappings between different formats, and define
message choreography. The XI50 appliance can transform binary, flat text,
and other non-XML messages to offer an innovative solution for security-rich
XML enablement, ESBs, and mainframe connectivity.
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Figure 2-4 DataPower SOA Appliance models

For more information about IBM WebSphere DataPower SOA Appliances, see
the following Web page:

http://www.ibm.com/software/integration/datapower/

For more information about devices and usage scenarios, refer to IBM Redpaper
IBM WebSphere DataPower SOA Appliances Part I: Overview and Getting
Started, REDP-4327.
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2.5.2 Integration with WebSphere Application Server

In WebSphere Application Server V7.0, the new consolidated administration
feature for WebSphere DataPower allows you to manage and integrate
appliances into your environment.

The Integrated Solutions Console contains an administration interface
(DataPower appliance manager) to manage multiple WebSphere DataPower
boxes (Figure 2-5). The Integrated Solutions Console is the single point of
administration to manage both WebSphere Application Server and WebSphere
DataPower, and for solutions that combines them.

Integrated Solutions Console Welcome Arden Agopyan Help | Logout

View: | &ll tasks

welcome
Guided Activities
= Servers
Mew server

Server Types

Clusters

Appliances [ 4 =

Appliances
Use this page to add, change, or remove a DataPower a2pplizance in the DatzPower zppliance manager.

Preferences

Add | Femove | Launch |

Tasks

Core Groups

Appliance manager settings

Select| Name £ |Host Name 3 | Manzged set 2 | Master J Operation Status Synchronization Status
None

Total 0

Figure 2-5 DataPower appliance manager interface of the Integrated Solutions Console

From DataPower appliance manager interface, you can perform the following
tasks:

» Add, change, or remove a DataPower appliance and monitor its operation and
synchronization status.

» Add a new firmware version, view existing firmware versions, or delete a
firmware version.

» Add, view, or delete a managed set. A managed set is a group of appliances
whose firmware, shareable appliance settings, and managed domains are all
kept synchronized.

» View the status of a task. A DataPower task is a long-running request that you
have asked the DataPower appliance manager to process.

Note: DataPower appliance manager of WebSphere Application Server
V7.0 can be used to manage DataPower appliances with a V3.6.0.4 or
higher level of firmware.
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2.6 DB2

IBM DB2 is an open-standards, multi-platform, relational database system that is
powerful enough to meet the demands of large corporations and flexible enough
to serve medium-sized and small businesses.

DB2 extends its innovative abilities as a hybrid data server. It enables rapid use
and deep compression of data, and extracts the full value of XML data in
operational processes.

DB2 delivers the following advantages:

» Improved performance for high priority workloads

» Shortened developer timelines with enhanced XML features

» Shortened time to recover

» Enhancements to server and compliance to safeguard your data server

» Reduced administration with advances in performance, manageability, and
installation

DB2 has editions to work on Linux, UNIX®, Windows, and z/OS. These editions
are designed to best fit your business needs. It also brings extra features (like
storage optimization, geodetic data management, and so on) to your
environment with its priced extensions.

For more information about IBM DB2 and its editions, see the following Web
page:
http://www.ibm.com/db2/

2.6.1 Integration with WebSphere Application Server

DB2 delivers enhanced integration capabilities and features with WebSphere
Application Server. You can speed up your application development and Web
deployment cycles with this powerful combination.

You can integrate DB2 with WebSphere Application Server in many scenarios:

» DB2 can be the hybrid data store for your applications. It can enhance your
data processing with its powerful XML capabilities. You can configure your
datasources to use DB2 using Java Database Connectivity (JDBC) drivers.

» With its pureQuery runtime environment, a high performance Java data
access platform that helps manage applications that access data, DB2
provides an alternate set of APIs that can be used instead of JDBC to access
the DB2 database. PureQuery support is based on Java Persistence API
(JPA) of the Java EE and Java SE environments.
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» You can configure a service integration bus (messaging) member to use DB2
as a data store.

» The session management facility of WebSphere Application Server can be
configured for database session persistence, using DB2 as the data store.
You can collect and store session data in a DB2 database.

» DB2 can be used as the data store for your UDDI registry data.

» The scheduler database for storing and running tasks of the scheduler
service of WebSphere Application Server can be a DB2 database. The
scheduler service is a WebSphere programming extension responsible for
starting actions at specific times or intervals,

For more information about data access resources for WebSphere Application
Server, see the IBM Information Center Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web
sphere.base.doc/info/aes/ae/welcbtech dat.html

2.7 Tivoli Composite Application Manager for
WebSphere

IBM Tivoli Composite Application Manager for WebSphere (ITCAM for
WebSphere) is an application management tool that helps maintain the
availability and performance of on demand applications. It helps you pinpoint, in
real time, the source of bottlenecks in application code, server resources, and
external system dependencies. ITCAM for WebSphere provides in-depth
WebSphere-based application performance analysis and tracing facilities. It
provides detailed reports that you can use to enhance the performance of your
applications.

For more information about IBM Tivoli Composite Application Manager for
WebSphere, see the following Web page:

http://www.ibm.com/software/tivoli/products/composite-application-mgr-w
ebsphere/
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2.7.1 Integration with WebSphere Application Server

ITCAM for WebSphere enables you to analyze the health of the WebSphere
Application Server and the transactions that are invoked in it. It is able to trace
the transaction execution to the detailed method-level information. It connects
transactions that spawn from one application server. It also invokes services from
other application servers, including mainframe applications in IMS or CICS.
ITCAM for WebSphere provides a flexible level of monitoring, from an
non-intrusive production ready monitor, to a detailed deep-dive tracing for
problems of locking or even memory leaks. ITCAM for WebSphere provides a
separate interactive Web console and allows monitoring data to be displayed on
the Tivoli Enterprise Portal.

ITCAM for WebSphere is an evolution from WebSphere Studio Application
Monitor and OMEGAMON® XE for WebSphere Application Server and provides
the following additional functions:

» Integration with IBM Tivoli Service Manager by providing a Web services
interface to get health status

» Improved memory leak and locking analysis pages
» Problem determination enhancements

» Advanced visualization, aggregation, persistence, and correlation of
performance metrics in Tivoli Enterprise Portal

» Additional WebSphere server platform support, including WebSphere Portal
Server and WebSphere Process Server

» Enhanced composite transaction tracing and decomposition
» Web session browser to help diagnose session-related problems

2.7.2 ITCAM for WebSphere architecture

ITCAM for WebSphere is a distributed performance monitoring application for
application servers. lts components are connected through TCP/IP
communication. The central component of ITCAM for WebSphere, the managing
server, is its heart and brain. It collects and displays various performance
information from application servers. The application servers run a component of
ITCAM for WebSphere called the data collector (DC), which is a collecting agent.
It helps you pinpoint, in real time, the source of bottlenecks in application code,
server resources, and external system dependencies. The Tivoli Enterprise
Monitoring Agent component collects information that shows the status of the
WebSphere server and sends this information to the Tivoli Enterprise Monitoring
Agent. This agent is installed on the individual machines where the data collector
resides.
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Figure 2-6 shows the overall architecture of ITCAM for WebSphere.

Browser interface

for WebSphere
Managing Server
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Figure 2-6 ITCAM for WebSphere architecture

For more information about IBM Tivoli Composite Application Manager for
WebSphere usage scenarios, refer to the following Redbooks publications:

IBM Tivoli Composite Application Manager Family Installation, Configuration,
and Basic Usage, SG24-7151

Solution Deployment Guide for IBM Tivoli Composite Application Manager for
WebSphere, SG24-7293
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WebSphere Application
Server concepts

Before you can plan a WebSphere Application Server installation and select a
topology, you need to understand some basic structural concepts and elements
that make up a WebSphere Application Server runtime environment.

This chapter will introduce common WebSphere Application Server concepts in
the following sections:

>

>
>
| 2
>

“WebSphere Application Server concepts” on page 52
“Server environments” on page 73

“Clusters” on page 81

“Runtime processes” on page 88

“Using Web servers” on page 89
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3.1 WebSphere Application Server concepts

WebSphere Application Server is organized based on the concept of cells,
nodes, and servers. While all of these elements are present in each
configuration, cells and nodes are concepts primarily related to Network
Deployment packaging. WebSphere Application Server also contains various
agents (explained later in this chapter) to provide service to management
components.

The application server is the primary runtime component in all configurations and
is where an application executes. All WebSphere Application Server
configurations can have one or more application servers. In the Express and
Base configurations, each application server functions as a separate entity and
there is no workload distribution or fail-over capabilities among application
servers. With Network Deployment, you can build a distributed server
environment consisting of multiple application servers maintained from a central
administration point as well as cluster application servers for workload
distribution. With Express and Base configurations, you can also use the
provided agents and manager components to build a topology for central
administration.

This section addresses the following concepts:

“Profiles” on page 53

“Stand-alone application servers” on page 55
“Distributed application servers” on page 57
“Nodes, node groups, and node agents” on page 59
“Cells” on page 61

“Deployment manager” on page 62
“Administrative agent” on page 63

“Job manager”’ on page 64

“Web servers” on page 65

“Proxy servers” on page 67

“Generic servers” on page 70

“Business level applications” on page 70
“Centralized installation manager” on page 72
“Intelligent runtime provisioning” on page 72

YVYVYYYVYYVYYVYVYVYYVYYY
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3.1.1 Profiles

This section focuses on profiles as a basic building block of WebSphere
Application Server.

Overview

WebSphere Application Server runtime environments are built by creating
profiles. Each profile is an instance of a WebSphere Application Server
configuration.

WebSphere Application Server Network Deployment allows you to create the
following profile types using provided profile templates:

»

Cell
This environment creates two profiles:

— A management profile with a deployment manager
— An application server profile added (federated) to the management profile

Management

A management profile provides components for managing multiple
application server environments. Possible profiles are as follows:

— Deployment manager
— Administrative agent
— Job manager

Application server

An application server profile runs your enterprise applications and makes
them available to the internet or to an intranet. It contains a stand-alone
application server.

Custom

A custom profile contains an empty node with no servers. However, a server
can be added after the profile is created.

Secure proxy (configuration-only)

A secure proxy (configuration-only) profile is for use with a DeMilitarized Zone
(DMZ) secure proxy server. This configuration-only profile is intended only to
be used to configure the profile using the Integrated Solutions Console. After
you configure the profile, you can export the profile configuration and then
import it into the secure proxy profile in your DMZ. Secure proxy
(configuration-only) profile is only an administrative component.
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Administration is greatly enhanced when using profiles instead of multiple
product installations. Not only is disk space saved, but updating the product is
simplified when you maintain a single set of product core files. Also, creating new
profiles is more efficient and less prone to error than full product installations,
allowing a developer to create separate profiles of the product for development
and testing.

Profile concept
In WebSphere Application Server files are divided into two categories:

» Core product files
Application binaries for WebSphere Application Server

» Userfiles
Customizations, including configuration files, installed applications, resource
adapters, properties, log files

Profiles are collections of user files (Figure 3-1). They share core product files. A
profile contains its own set of scripts, its own environment, and its own repository.

I L | I— —

Complete WebSphere
— WebSph -
WebSphere Application + V7 OeU sgr ﬁiﬁ s - Application Server V7.0
Server V7.0 ' . Installation
Core Product Files (Profile)

Figure 3-1 WebSphere Application Server installation structure

Each profile is stored in a unique directory path selected by the user at profile
creation time. Profiles are stored in a subdirectory of the installation directory by
default, but they can be located anywhere (Example 3-1).

Example 3-1 Directory structure of WebSphere Application Server V7.0 on Windows

C:\Program Files\IBM\WebSphere\AppServer\profiles
\AdminAgent01
\AppSrv01
\AppSrv02
\AppSrv03
\Dmgr01
\JobMgr01
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Profile creation

Profiles can be created at any point of time, during or after installation, by using
graphical or command line tools. After creating the profiles, for further
configuration and administration, you can use these profile management tools
provided with WebSphere Application Server:

» Manageprofiles

Command line interface for profile management functions.

v

Profile Management Tool (PMT)

Eclipse Rich Client Platform (RCP)-based GUI that gathers user input and
invokes the manageprofiles command line tool to manage the profiles. For
z/0OS, zPMT is used as the profile management tool. The zPMT is part of the
WebSphere Configuration Tools, that can be downloaded at the following Web
page:

http://www.ibm.com/support/docview.wss?rs=180&uid=swg24020368

3.1.2 Stand-alone application servers

All WebSphere Application Server packages support a single stand-alone server
environment. With a stand-alone configuration, each application server acts as
an unique entity. An application server runs one or more applications and
provides the services required to run those applications. Each stand-alone
server is created by defining an application server profile (Figure 3-2).

-_ I Application Application /v{ —
e Server Server _
Integrated Solutions Integrated Solutions

Console Console
o
!\ Application
— Server

Integrated Solutions
Console

System A

Figure 3-2 Stand-alone application server configuration
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About Figure 3-2 : This figure only shows portions of the actual WebSphere
Application Server components, The figure will change throughout this chapter
to reflect the concepts introduced in each section.

A stand-alone server can be managed from its own administrative console. It
functions independent from all other application servers. You can also use
WebSphere Application Server’s scripting facility, wsadmin, to perform every
function that is available in the administrative console application.

Multiple stand-alone application servers can exist on a machine, either through
independent installations of the WebSphere Application Server product binaries
or by creating multiple application server profiles within one installation. However
stand-alone application servers do not provide workload management or failover
capabilities. They run isolated from each other.

With WebSphere Application Server for z/OS, it is possible to use workload load
balancing and response time goals on a transactional base as well as a special
clustering mechanism, the multi-servant region, with a stand-alone application
server. For more information about this refer to 14.1.4, “Structure of an
application server” on page 422.

Manage stand-alone servers from a central point: With WebSphere
Application Server V7.0 it is possible to manage stand-alone servers from a
central point by using administrative agents and a job manager. This feature is
explained later in 3.2.4, “Flexible management” on page 78 on page 78.
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3.1.3 Distributed application servers

With the Network Deployment packaging, you can build a distributed server
configuration to enable central administration, workload management, and
failover. In this environment, you integrate one or more application servers into a
cell that is managed by a central administration instance, a deployment manager
(explained in 3.1.6, “Deployment manager” on page 62). The application servers
can reside on the same machine as the deployment manager or on multiple
separate machines. Administration and management is handled centrally from
the administration interfaces by the deployment manager, as shown in

Figure 3-3.

Deployment /-

Manager

Application ™\
Server

QD
_

. . /_
Application Application

\ 4

Integrated Solutions
Console

System A System B

Figure 3-3 Distributed application servers with WebSphere Application Server V7.0

With a distributed server configuration, you can create multiple application
servers to run unique sets of applications and manage those applications from a
central location. However, more importantly, you can cluster application servers
to allow for workload management and failover capabilities. Applications that are
installed in the cluster are replicated across the application servers. When one
server fails, another server in the cluster continues processing.

Workload is distributed among Web and Enterprise JavaBeans (EJB) containers
in a cluster using a weighted round-robin scheme. In z/OS, the weighted round
robin mechanism is replaced by the integration of WebSphere Application Server
for z/OS in the Workload Manager (WLM). The WLM is an integral part of the
operating system. This allows requests to be dispatched to a cluster member
according to real time load and whether or not the member reaches it defined
response time goals.
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It is also possible to replicate sessions saved in an application server of the
cluster to other cluster members with the session replication feature of
WebSphere Application Server.

A distributed server configuration can be created in one of three ways:

» Create a deployment manager profile to define the deployment manager.
Then, create one or more custom node profiles. The nodes defined by each
custom profile can be federated into the cell managed by the deployment
manager during profile creation or manually later. The custom nodes can exist
inside the same operating system image as the deployment manager or in
another operating system instance. Application servers can then be created
using the Integrated Solutions Console or wsadmin scripts.

The method is useful when you want to create multiple nodes, multiple
application servers on a node, or clusters. The process for creating and
federating each node is quick.

» Create a deployment manager profile to define the deployment manager.
Then, create one or more application server profiles and federate these
profiles into the cell managed by the deployment manager. This process adds
both nodes and application servers into the cell. The application server
profiles can exist on the deployment manager system or on multiple separate
system or z/OS image.

This method is useful in development or small configurations. Creating an
application server profile gives you the option of having the sample
applications installed on the server. When you federate the server and node
to the cell, any installed applications can be carried into the cell with the
server.

» Create a cell profile. This actually creates two profiles, a deployment manager
profile and a federated application server profile. Both reside on the same
machine.

This is useful in a development or test environment. Creating a single profile
gives you a simple distributed system on a single server or z/OS images.
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3.1.4 Nodes, node groups, and node agents

This section defines node-related concepts.

Nodes

A node is an administrative grouping of application servers for configuration and
operational management within one operating system instance (virtualization
allows multiple operating systems on one machine). It is possible to create
multiple nodes inside one operating system instance, but a node cannot leave
the operating system boundaries. In a stand-alone application server
configuration, there is only one node. With Network Deployment, you can
configure a distributed server environment consisting of multiple nodes, which
are managed from one central administration server (Figure 3-4).

Node Agent -
[~~~/ Deployment //!
Application Man?ger Integrated Solutions
Server ; Console
Node01 Ve 'L_
o // Node Agent
Node Agent
fpplication
Application \_ Server
- Server
Node02 Node03
System A System B

Figure 3-4 Node concept in a WebSphere Application Server network deployment
configuration

Node agents

In distributed server configurations, each node has a node agent that works with
the deployment manager to manage administration processes (Figure 3-4). A
node agent is created automatically when you add (federate) a stand-alone node
to a cell. It is not included in the Base and Express configurations.
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Node groups

A node group is a grouping of nodes within a cell that have similar capabilities. A
node group validates that the node is capable of performing certain functions
before allowing them. For example, a cluster cannot contain both z/OS nodes
and nodes that are not z/OS-based. In this case, you can define multiple node
groups, one for the z/OS nodes and one for nodes other than z/OS. A
DefaultNodeGroup is automatically created. This node group contains the
deployment manager and any new nodes with the same platform type. A node
can be a member of more than one node group.

On the z/OS platform, a node must be a member of a system complex (sysplex)
node group. Nodes in the same sysplex must be in the same sysplex node group.
A node can be in one sysplex node group only.

About sysplex: A sysplex is the z/OS implementation of a cluster. This
technique uses distributed members and a central point in the cluster, a
coupling facility, for caching, locking and listing. The coupling facility runs a
special firmware, the Coupling Facility Control Code (CFCC). The members
and the coupling facility communicate with each other using a high-speed
memory to memory connection, of up to 120Gb/s.

Figure 3-5 shows node and node groups concepts in an example.

WebSphere Application Server V7.0 Cell

DMgr Node ‘ z/0S Node 3 2/0S Node 5
Node Node
Deployment Agent Agent I_
|_ Manager | D

z/OS Sysplex z/OS Sysplex

Node 1 [ Node 2 2/0S Node 4 2/0S Node 6

C[Fil A L@ o Lﬁ

Dist_NodeGroup3 z0S_NodeGroup1 z0S_NodeGroup2

DefaultNodeGroup

Figure 3-5 Cell, deployment manager, node, and node group concepts
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3.1.5 Cells

A cell is a grouping of nodes into a single administrative domain. In the Base and
Express configurations, a cell contains one node and that node contains one
server. See Figure 3-6.
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Figure 3-6 Cell component in a WebSphere Application Server topology

In a Network Deployment environment, a cell can consist of multiple nodes (and
node groups), which are all administered from a single point, the deployment
manager (Figure 3-6). If your cell configuration contains nodes running on the
same platform, it is called a homogeneous cell. It is also possible to have a cell
made up of nodes on mixed platforms. This is referred to as a heterogeneous cell.

Note: See 3.2, “Server environments” on page 73 for detailed information
about the various cell configurations.

Figure 3-5 on page 60 shows a cell containing multiple nodes and node groups.
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3.1.6 Deployment manager

The deployment manager is the central administration point of a cell that consists
of multiple nodes and node groups in a distributed server configuration. See
Figure 3-5 on page 60. The deployment manager uses the node agent to
manage the applications servers within one node.

A deployment manager provides management capability for multiple federated
nodes and can manage nodes that span multiple systems and platforms. A node
can only be managed by a single deployment manager and must be federated to
the cell of that deployment manager.

The configuration and application files for all nodes in the cell are centralized into
a master configuration repository. This centralized repository is managed by the
deployment manager and synchronized with local copies that are held on each of
the nodes. See Figure 3-7.
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Figure 3-7 Configuration repositories in a network deployment installation
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3.1.7 Administrative agent

An administrative agent is a component that provides enhanced management
capabilities for stand-alone (Express and Base) application servers. This is a
new concept introduced with WebSphere Application Server V7.0.

In previous versions of WebSphere Application Server, each stand-alone server
was a single point of management containing its own administrative console.
With V7.0, most of the administrative components are separated from the
application server runtime. See Figure 3-8.
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Figure 3-8 Comparison of V5, V6 and V7.0 base product architectures

All configurations related to the application server are directly connected to the
administrative agent that provides services to administrative tools.

An administrative agent can manage multiple stand-alone server instances on a
single system or z/OS image. When using an administrative agent, as the
number of application server instances increases, the redundancy of the
administration footprint (for each application server) is therefore eliminated.
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The administrative agent acts as the main component for the expanded multiple
node remote management environment provided with the job manager, as
explained in 3.2.4, “Flexible management” on page 78.

When working with the administrative agent, remember the following
circumstances:

» The administrative agent can only manage application servers that are
installed in the same operating system image as the administrative agent.

» The administrative agent only provides management of these application
servers and their applications. It does not provide clustering and failover
capabilities. For clustering, failover, and centralized application management,
you still need WebSphere Application Server Network Deployment.

3.1.8 Job manager

A job manager (Figure 3-9) is a component that provides management
capabilities for multiple stand-alone application servers, administrative agents,
and deployment managers. It brings enhanced multiple node installation options
for your environment.
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Figure 3-9 High-level overview of a job manager architecture
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The purpose of the job manager is to execute daily tasks in one step for multiple
installations. This includes the starting and stopping of servers, distribution and
deployment of applications and various other actions.

The job manager is a new concept introduced with WebSphere Application
Server V7.0 and is only available with WebSphere Application Server Network
Deployment and WebSphere Application Server for z/OS.

The job manager and job manager management models are explained in 3.2.4,
“Flexible management” on page 78.

3.1.9 Web servers

Although Web servers are independent products, they can be defined to the
WebSphere Application Server administration process. The primary purpose for
this is to enable the administrator to associate applications with one or more
defined Web servers in order to generate the proper routing information for Web
server plug-ins if multiple servers are used.

Web servers are associated with nodes. These nodes can be managed or
unmanaged.

» Managed nodes have a node agent on the Web server machine that allows
the deployment manager to administer the Web server. You can start or stop
the Web server from the deployment manager, generate the Web server
plug-in for the node, and automatically push it to the Web server. In most
installations, you have managed Web server nodes behind the firewall with
the WebSphere Application Server installations.

» Unmanaged nodes are not managed by WebSphere. You usually find these
outside the firewall or in the demilitarized zone. You have to manually transfer
the Web server plug-in configuration file to the Web server on an unmanaged
node. In a z/OS environment, you have to use unmanaged nodes if the Web
server is not running on the z/OS platform.

Special case: If the unmanaged Web server is an IBM HTTP Server, you
can administer it from the Integrated Solutions Console. This allows you to
automatically push the plug-in configuration file to the Web server with the
deployment manager using HTTP commands to the IBM HTTP Server
administration process. This configuration does not require a node agent.

The IBM HTTP Server is shipped with all WebSphere Application Server
packages.
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Web server plug-ins

A Web server can serve static contents and requests, like HTML pages.
However, when a request requires dynamic content, such as JSP or servlet
processing, it must be forwarded to WebSphere Application Server for handling.

To forward a request, you use a Web server plug-in that is included with the
WebSphere Application Server packages for installation on a Web server. You
transfer (manually or automatically with the deployment manager) an Extensible
Markup Language (XML) configuration file, configured on the WebSphere
Application Server, to the Web server plug-in directory. The plug-in uses the
configuration file to determine whether a request should be handled by the Web
server or an application server. When WebSphere Application Server receives a
request for an application server, it forwards the request to the appropriate Web
container in the application server. The plug-in can use HTTP or HTTPS to
transmit the request (Figure 3-10).
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Figure 3-10 Web server plug-in concept with WebSphere Application Server
The plug-in is used for routing requests to one of multiple application servers.

About the sysplex distributor: On the z/OS platform you can also use the
sysplex distributor (SD) for the distribution of requests. The SD allows you to
send requests to the server that keeps its predefined response time goals
best, by questioning the Workload Manager (WLM) component. The SD is an
integral part of the System z operating system.
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3.1.10 Proxy servers

A proxy server is a specific type of application server that routes requests to
content servers that perform the work. The proxy server is the initial point of
entry, after the protocol firewall, for requests entering the environment.

WebSphere Application Server allows you to create two types of proxy servers:

» WebSphere Application Server Proxy
» DMZ Secure Proxy Server

WebSphere Application Server Proxy
WebSphere Application Server Proxy supports two protocols:

» HTTP
» SIP

You can configure your WebSphere Application Server Proxy to use one of these
protocols or both of them. This proxy server is used to classify, prioritize, and
route HTTP and SIP requests to servers in the enterprise, as well as cache
content from servers.

HTTP proxy

The proxy server acts as a surrogate for content servers within the enterprise. As
a surrogate, you can configure the proxy server with rules to route to and load
balance the clusters of content servers. The proxy server is also capable of
securing the transport, using Secure Sockets Layer (SSL), as well as the content
using various authentication and authorization methods. Another important
feature is its capability to protect the identity of the content servers from the Web
clients by using response transformations (URL rewriting). The proxy server can
also improve performance by caching content locally and by protecting the
content servers from surges in traffic.

You can modify an existing proxy server to perform advanced routing options,
such as routing requests to a non-WebSphere application server. You may also
modify a proxy server to perform caching.

Note: When using WebSphere Application Server for z/OS V7.0, the proxy
server uses the Workload Management component to perform dynamic
routing.
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SIP proxy

The SIP proxy design is based on the HTTP proxy architecture. The SIP proxy
extends the HTTP proxy features. It can be considered a peer to the HTTP proxy.
Both the SIP and the HTTP proxy are designed to run within the same proxy
server and both rely on a similar filter-based architecture for message processing
and routing.

The SIP proxy server initiates communication and data sessions between users.
It delivers a high performance SIP proxy capability that you can use at the edge
of the network to route, load balance, and improve response times for SIP
dialogs to back end SIP resources. The SIP proxy provides a mechanism for
other components to extend the base function and support additional deployment
scenarios.

The SIP proxy is responsible for establishing outbound connections to remote
domains on behalf of the back end SIP containers and clients that reside within
the domain that is hosted by the proxy. Another important feature of the SIP
proxy is its capability to protect the identity of the back end SIP containers from
the SIP clients.

WebSphere Application Server Proxy provides many functions that Web server
and plug-in have but it is not a full replacement because it does not have Web
serving capabilities. (Static content can be served from the proxy cache) If the
Web server is used only for load balancing and routing with session affinity,
WebSphere Application Server Proxy can take the place of the Web server.

WebSphere Application Server Proxy is not considered a secure proxy for
demilitarized zone (DMZ) deployments. For example, it cannot bind to protected
ports without being a privileged user on most operating systems and users
cannot be switched after binding. WebSphere Application Server Proxy must stay
in the intranet/secure zone.

DMZ Secure Proxy Server

As the WebSphere Application Server Proxy is not ready for a DMZ, WebSphere
Application Server V7.0 ships a DMZ-hardened version of WebSphere
Application Server Proxy. The DMZ Secure Proxy Server comes in a separate
install package that contains a subset of WebSphere Application Server Network
Deployment and provides new security enhancements to allow deployments
inside of a demilitarized zone (Figure 3-11 on page 69).
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Figure 3-11 DMZ secure proxy simplified topology

The DMZ Secure Proxy is designed to improve security by minimizing the
number of external ports opened, and running as an unprivileged user when
binding to well-known ports. It can be managed locally or remotely using the job

manager console.

Note: HTTP and SIP protocols supported by WebSphere Application Server
Proxy are also supported with DMZ Secure Proxy Server.

For a sample topology using the DMZ Secure Proxy Server as reverse proxy, see

5.3.4, “Reverse proxy topology” on page 154.
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3.1.11 Generic servers

A generic server is a server that is managed in the WebSphere Application
Server administrative domain even though the server is not supplied by
WebSphere Application Server. The WebSphere Application Server generic
servers function enables you to define a generic server as an application server
instance within the WebSphere Application Server administration, and associate
it with a WebSphere Application Server or process.

There are two basic types of generic application servers:

» Non-Java applications or processes
» Java applications or processes

A generic server can therefore be any server or process that is necessary to
support the application server environment:

Java server

C or C++ server or process

CORBA server

Remote Method Invocation (RMI) server

vyvyyy

3.1.12 Business level applications

Business level application (BLA) is a notion of an application beyond Java EE’s
definition. This is a new administration concept that expands the options
previously offered by Java EE. This grouping notion for enterprise-level
applications includes WebSphere and non-WebSphere artifacts like Service
Component Architecture (SCA) packages, libraries, and proxy filters under a
single application definition (Figure 3-12 on page 71). Every artifact in the group
is a composition unit.
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Figure 3-12 Business level applications

A business level application has the following characteristics:

» Is a configuration that lists one or more composition units, which represent

the application binary files

» Might not explicitly manage the life cycle of every artifact

It is a model for defining an application and does not represent or contain

application binary files

» Can span more than WebSphere Application Server deployment target
runtimes, such as a proxy server, a Web server, WebSphere Application
Server Community Edition, and so on

» Provides the following management features for applications:

Install
Distribute
Activate
Monitor
Update
Remove

» Supports Application Service Provider (ASP) scenarios by allowing single

application binaries to be shared between multiple deployments

About ASPs: An ASP is a company providing information technology and
computer-based services to its customers. Software created using the ASP
model is also called on-demand software or software as a service.
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» Aligns WebSphere applications closer with business as opposed to IT
configuration

The overall logical application is intended to represent some function
recognizable to the business.

In summary, a BLA can be useful when an application has the following
characteristics:

» Is composed of multiple packages
» Applies to the post-deployment side of the application life cycle
» Contains additional libraries, or non-Java EE artifacts

» Includes artifacts that run on heterogeneous environments that include
WebSphere and non-WebSphere runtimes

» Is defined in a recursive manner (for example, if an application includes other
applications)

3.1.13 Centralized installation manager

In V7.0, the Network Deployment packaging adds the capability to perform
centralized installations from the deployment manager to remote nodes through
its centralized installation manager component.

Centralized installation manager enables a single installation to be pushed out as
an installation package from the deployment manager to a series of endpoints.
The endpoint can either be a node that is not part of a Network Deployment cell
or an existing Network Deployment node that might need a fix pack.

With centralized installation manager, an administrator can remotely install or
uninstall product components or maintenance to specific nodes directly from the
Integrated Solutions Console without having to log in and repetitively complete
these tasks for each node. Using centralized installation manager is a good way
to shorten the number of steps that are required to create and manage your
environment, and for an easier installation and patch management.

3.1.14 Intelligent runtime provisioning

Intelligent runtime provisioning is a new concept introduced with WebSphere
Application Server V7.0. This mechanism selects only the runtime functions
needed for an application (Figure 3-13 on page 73). Each application is
examined by WebSphere Application Server during the deployment to generate
an activation plan. At run time, the server uses the activation plan to start only
those components that are required inside the application server.
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Figure 3-13 Intelligent runtime provisioning

Intelligent runtime provisioning is a feature that reduces memory footprint,
application server startup time, and used CPU resources needed to start the
application server.

3.2 Server environments

WebSphere Application Server enables you to build various server environments,
consisting of single and multiple application servers maintained from central
administrative points. This section provides information about the different
configurations that can be created using WebSphere Application Server V7.0:

>

>
>
>

“Single cell configurations” on page 74
“Multiple cell configurations” on page 77
“Mixed node versions in a cell” on page 77
“Flexible management” on page 78
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3.2.1 Single cell configurations

You can group nodes into a single administrative domain with cell configurations.
WebSphere Application Server allows you to create two types of configurations in
a single cell environment:

» Single system configurations
» Multiple systems configurations
Systems: A system can be one of the following options:
» A server machine, if it contains only one operating system

» An operating system image, if the host server machine contains multiple
operating system images (for virtualization purposes for example)

» AZz/OS image

Single system configurations

With the Base and Express configurations, you can only create a cell that
contains a single node with a single application server (Figure 3-14).

Application
Server

Node

Cell

Figure 3-14  Cell configuration in Base and Express packages

Note: A server system can contain multiple Base and Express profiles
installations, therefore multiple cells.

A cell in a Network Deployment environment is a collection of multiple nodes.
Each node can contain one or more application servers. The cell contains one
deployment manager that manages the nodes and servers in the cell. A node
agent in the node is the contact point for the deployment manager during cell
administration. The deployment manager resides on the same system as the
nodes.

74 WebSphere Application Server V7.0: Concepts, Planning, and Design



A single system configuration in a distributed environment includes all processes

in one system (Figure 3-15).
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Figure 3-15 Cell configuration option in Network Deployment: Single server system

Multiple systems configurations

As an alternative to a single system configuration, the Network Deployment

package allows you to create multiple systems configurations. The deployment

manager can be installed on one system (System A) and each node on a

different system (System B and System C), as shown in Figure 3-16 on page 76.
The servers do not have to be the same platform. For example, System A can be

an AlX system while System B is Microsoft Windows and System C is a z/OS

image.
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Figure 3-16 Cell configuration option in Network Deployment: Multiple server system

By the same logic, you can install other combinations, such as the deployment
manager and a node on one server system, with additional nodes installed on

separate server systems.

A Network Deployment environment gives you the flexibility to install the
WebSphere components on server systems and in locations that suit your

requirements.
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3.2.2 Multiple cell configurations

Cells can reach out over operating system boundaries. This means a cell can
reside entirely within one system, or be sprayed among two or more systems, as
shown in Figure 3-17.
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Figure 3-17 Multiple independent cells sharing server systems

3.2.3 Mixed node versions in a cell

In general, a cell can contain nodes from different WebSphere Application Server
versions.

Note: Usually version n-3 is the last level that can be included in such a mixed
cell. However refer to the documentation of the specific versions that you want
to use, to make sure that you have a supported environment.

To administer such a topology, the deployment manager has to be at the level of
the highest node version. A WebSphere Application Server Network Deployment
V7.0 cell for example, can contain V5.1, V6.0, V6.1 ,and V7.0 nodes (Figure 3-18
on page 78). This requires that the deployment manager is at V7.0.
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Figure 3-18 Mixed node versions in a Network Deployment cell

Multiple release levels: You can upgrade a portion of the nodes in a cell,
while leaving others at a previous release level. Also, you might be managing
servers that are running multiple release levels in the same cell. It is
recommended to use this feature only for migration scenarios.

3.2.4 Flexible management

Flexible management is a concept introduced with WebSphere Application
Server V7.0. With flexible management components like the administrative agent
and the job manager, you can build advanced and large-scale topologies and
manage single and multiple application server environments from a single point
of control. This reduces management and maintenance complexity.

Multiple base profiles

The administrative agent component of WebSphere Application Server provides
administration services and functions to manage multiple stand-alone (Express
and Base) application servers that are all installed in the same system.

Figure 3-8 on page 63 shows the administrative agent management model
introduced with WebSphere Application Server V7.0.

It is possible to manage multiple administrative agents with a job manager. These
administrative agents can reside on one or multiple systems.
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Job manager management model and advanced topologies

The job manager component of WebSphere Application Server Network
Deployment allows you to build advanced management models and topologies
for your environment.

The job manager can manage multiple administrative agents in different systems
and can be the single point of control for these stand-alone server profiles

(Figure 3-19).
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Figure 3-19 Job manager management model for multiple administrative agents

In a deployment manager environment, there is a tight coupling between
application servers and node agents and also between node agents and the
deployment manager. This tight coupling can impact the scalability of the
administrative run time if the runtime components are not located together in
close proximity using redundant, high capacity, low latency networks.
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The job manager addresses the limitations inherent in the current management
architecture by adopting a loosely coupled management architecture. Rather
than synchronously controlling a number of remote endpoints (node agents), the
job manager coordinates management across a group of endpoints by providing
an asynchronous job management capability across a number of nodes.

The advanced management model relies on the submission of management jobs
to these remote endpoints, which can be either a WebSphere Application Server
administrative agent or a deployment manager. In turn, the administrative agent
or the deployment manager executes the jobs that update the configuration,
starts or stops applications, and performs a variety of other common
administrative tasks (Figure 3-20).

To create a job manager and coordinate administrative actions among multiple
deployment managers and administer multiple unfederated application servers,
you need to create a management profile during the profile creation phase of the
installation.
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Figure 3-20 Job manager management model
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The job manager can manage nodes that span multiple systems and platforms.
A node managed by one job manager also can be managed by multiple job
managers.

Note: The job manager is not a replacement for a deployment manager. It is
an option for remotely managing a Network Deployment deployment manager
or, more likely, multiple deployment managers, removing the cell boundaries.

3.3 Clusters

A cluster is a collection of servers managed together. Clusters behave as a
single application server entity to accomplish a job by parallel processing.
WebSphere Application Server provides clustering support for the following
different types of servers:

» Application server clusters
» Proxy server clusters
» Generic server clusters

3.3.1 Application server clusters

An application server cluster is a logical collection of application server
processes that provides workload balancing and high availability. It is a grouping
of application servers that run an identical set of applications managed so that
they behave as a single application server (parallel processing). WebSphere
Application Server Network Deployment or WebSphere Application Server for
z/OS is required for clustering.

Application servers that are a part of a cluster are called cluster members. When
you install, update, or delete an application, the updates are automatically
distributed to all members in the cluster. A rollout update option enables you to
update and restart the application servers on each node, one node at a time,
providing continuous availability of the application to the user.

Important characteristics of the application server clusters are as follows:

A cell can have multiple or no clusters.

A cluster member can only belong to a single cluster.

Clusters may span server systems and nodes, but they cannot span cells.

A cluster cannot span from distributed platforms to z/OS.

A node group can be used to define groups of nodes that have enough in
common to host members of a given cluster. All cluster members in a cluster
must be in the same node group.

vVvyyvyVvyy
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Cluster workload management

Workload management, implemented by the usage of application server clusters,
optimizes the distribution of client processing requests. WebSphere Application
Server can handle the workload management of servliet and EJB requests.
(HTTP requests can be workload-managed using tools like a load balancer.).

Use of a HTTP traffic-handling device such as IBM HTTP Server is highly
recommended. This is a simple and efficient way to front-end the WebSphere
HTTP transport.

The server-weighted round robin routing policy ensures a balanced routing
distribution based on the set of server weights that have been assigned to the
members of a cluster. In the case of horizontal clustering where each node
resides on a separate server system, the loss of one server system will not
disrupt the flow of requests, because the deployment manager is only used for
administrative tasks. The loss of the deployment manager would have no impact
on operations and primarily affects configuration activities. You can still use
administration scripts to manage your WebSphere Application Server
environment.

Workload management for EJB containers can be performed by configuring the
Web container and EJB containers on separate application servers. Multiple
application servers can be clustered with the EJB containers, enabling the
distribution of enterprise bean requests between EJB containers on different
application servers.

Workload management on the z/OS platform introduces a finer granularity, as
well as the usage of real-time performance data, to decide on which member a
transaction should be processed, instead of using a static round robin procedure.

About Workload Manager and Sysplex Distributor: Workload management
is achieved by using the Workload Manager (WLM) subsystem in combination
with the Sysplex Distributor (SD) component of z/OS. The Sysplex Distributor
receives incoming requests through a Dynamic Virtual IP address, and asks
WLM to which cluster member the request should be transmitted. WLM knows
how well each cluster member is achieving its performance goals in terms of
response time. It chooses the one that has the best response time to process
the work.

It is possible to classify the incoming requests in their importance. For example,
requests coming from a platinum customer will be processed with higher
importance (and therefore faster), than a silver ranked customer.
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When there are resource constraints, the WLM component will make sure that
the member processing the higher prioritized requests, gets additional resources
(like CPU), protecting the response time of your most important work.

About WLM changes: The WLM component can change the amount of CPU,
I/O and memory resources assigned to the different operating system
processes (the address spaces). To decide whether or not a process is eligible
for receiving additional resources, the system checks whether or not the
process keeps its defined performance targets, and whether there is more
important work in the system. This technique is performed dynamically so
there is no need for manual interaction after the definitions are made by the
system administrator (the system programmer).

For more information about workload management on the z/OS platform in
combination with WebSphere Application Server for z/OS, refer to 14.1.6,
“Workload management for WebSphere Application Server for z/OS” on
page 428.

High availability

WebSphere Application Server provides a high availability manager service to
eliminate single points of failure in one of the application servers. The high
availability manager service provides failover when servers are not available,
improving application availability. WebSphere Application Server also allows
HTTP Session memory-to-memory replication to replicate session data between
cluster members.

On the z/OS platform the WebSphere Application Server V7.0 high availability
manager can now use native z/OS cluster technology, the cross-system coupling
(XCF) services. This reduces the amount of CPU processsing used for the keep
alive check of clusters, while improving the time it takes to detect a failed
member.

About XCF services: The XCF services allow applications that are located
on multiple z/OS images to communicate with each other as well as to monitor
their status. In the case of WebSphere Application Server for z/OS, the
applications are the various cluster members.

For more information refer to 14.5, “XCF support for WebSphere HA manager”
on page 438.

In a high availability environment, a group of clusters can be defined as a core
group. All of the application servers defined as members of a cluster included in a
core group are automatically members of that core group. The use of core
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groups enables WebSphere Application Server to provide high availability for
applications that must always be available to end users. You can also configure
core groups to communicate with each other using the core group bridge. The
core groups can communicate within the same cell or across cells.

Vertical cluster
All cluster members can reside on the same system. This topology is known as
vertical scaling or vertical clustering (Figure 3-21).
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Figure 3-21 A vertical cluster

Vertical clusters offer failover support inside one operating system image and
increase the resource use. For more details on vertical clusters and vertical
scaling, refer to 5.3.2, “Vertical scaling topology” on page 143.

Horizontal cluster

If cluster members are spread across different server systems and operating
system types, it is called horizontal scaling or horizontal clustering (Figure 3-22
on page 85). In this topology, each machine has a node in the cell holding a
cluster member. The combination of vertical and horizontal scaling is also
possible (Figure 3-23 on page 86).
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Figure 3-22 A horizontal cluster

Horizontal clusters increase availability by removing the bottleneck of using only
one physical system and increasing the scalability of the environment. For more
information about horizontal clusters and horizontal scaling see 5.3.3, “Horizontal
scaling topology” on page 147.

Multi-servant cluster

Multi-servant clustering is a special clustering topology for WebSphere
Application Server for z/OS. It basically allows each single application server
(regardless of a stand-alone or a network deployment cell), to use multiple
application running processes, to form a single application server image. If one of
the servant fails, z/OS makes sure that a new one is started automatically.

The usage of this z/OS function allows you to improve the availability of your
environment.

For more information about multi-servant regions, see 14.1.4, “Structure of an
application server” on page 422.
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Mixed topologies

Figure 3-23 shows a cluster that has four cluster members and is an example for
the combination of vertical and horizontal scaling topologies. The cluster uses
multiple members inside one operating system image (on one machine) as well
as being spread over multiple physical machines.

This cluster also shows the following characteristics:

» Cluster members can reside in multiple nodes.
» Only some of the application servers in a node are part of the cluster.
» Cluster members cannot span cells.
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Figure 3-23 An application server cluster and its members

Mixed node versions in a cluster

A WebSphere Application Server Network Deployment V7.0 cluster can contain
nodes and application servers from WebSphere Application Server V5.1, V6.0,
V6.1, and V7.0. The topology shown in Figure 3-24 on page 87 contains mixed
version nodes within a cluster.

86  WebSphere Application Server V7.0: Concepts, Planning, and Design



Deployment Manager
V7.0

/

| Node Agent V5.1 |

[\

Y

Node Agent V6

T~

| Node Agent V7.0 |

Application
Server
V5.1

Application
Server
V5.1

Application
Server V6

Application
Server V6

Application
Server
V7.0

Application
Server
\ V7.0 :
Cluster

AppI ication
Server
V5 1

Application
Server V6

Application
Server
V7.0

Node V6 Node V7.0

Node V5.1

Cell

Figure 3-24 Mixed version cluster nodes in a cell

Note: You can upgrade a portion of the nodes in a cell, while leaving others at
a previous release level in stable cells. It is suggested to use this feature only
for migration scenarios.

3.3.2 Proxy server clusters

A proxy server cluster consists of a group of proxy servers that can route
requests and traffic to applications in a cell.

3.3.3 Generic server clusters

A generic server cluster allows you to configure external servers (non-IBM
application servers or a pre-V6 WebSphere Application Server) into a logical
cluster that can be used by the proxy server to route requests. It defines the
server endpoints to which URI groups are mapped.

With generic server clusters, generic servers host a common set of resources
and can receive routing actions as a unit.
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3.4 Runtime processes

In this section, we discuss how WebSphere Application Server processes
execute at run time. The executable processes include application servers, node
agents, administrative agents, deployment managers, and job managers. Note
that cells, nodes, and clusters are administrative concepts and not executable
components.

3.4.1 Distributed platforms

88

On distributed platforms (Windows, AlX, Linux, and so on), WebSphere
Application Server is built using a single process model where the entire server
runs in a single Java Virtual Machine (JVM) process.

Each process appears as a Java process. For example, when you start a
deployment manager on Windows, a java.exe process is visible in the Windows
Task Manager. Starting a node agent starts a second java.exe process, and each
application server started is seen as a java.exe process (Figure 3-25).
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Figure 3-25 WebSphere Application Server processes on a Windows system
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3.4.2 WebSphere Application Server for z/0S

WebSphere Application Server for z/OS uses multiple runtime components to
form the different WebSphere Application Server parts (such as the application
server, deployment manager and so on). One part, the controller region, runs
some basic WebSphere Application Server functions, while the other, the servant
region, houses your applications.

You have the option to create multiple processes, z/OS address spaces, that run
your application. This form of mini-cluster, the multi-servant cluster, enhances the
performance and availability of your application, because a failure in one of these
servants does not harm the others. Each servant runs its own JVM and its own
copy of the application.

For detailed information about the WebSphere Application Server for z/OS
runtime, see 14.1.5, “Runtime processes” on page 425 in the z/OS chapter.

3.5 Using Web servers

In WebSphere Application Server, a Web server can be administratively defined
to the cell. This allows the association of applications to one or more Web
servers and custom plug-in configuration files to be generated for each Web
server. This section discusses the options you have for managing Web servers in
a WebSphere Application Server environment.

Managed and unmanaged nodes: When you define a Web server to
WebSphere Application Server, it is associated with a node. The node is either
a managed or an unmanaged. When we refer to managed Web servers, we
are referring to 2 Web server defined on a managed node. An unmanaged
Web server resides on an unmanaged node. In a stand-alone server
environment, you can define one unmanaged Web server. In a distributed
environment, you define multiple managed or unmanaged Web servers.

3.5.1 Managed Web servers

Defining a managed Web server allows you to start and stop the Web server
from the Integrated Solutions Console and push the plug-in configuration file to
the Web server. A node agent must be installed on the Web server machine. An
exception is if the Web server is the IBM HTTP Server. See 3.5.3, “IBM HTTP
Server as an unmanaged Web server (special case)” on page 92 for more
information. Figure 3-26 on page 90 illustrates a Web server managed node.
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Figure 3-26 Web server managed node

3.5.2 Unmanaged Web servers

Unmanaged Web servers reside on a system without a node agent. This is the
only option in a stand-alone server environment and is a common option for Web
servers installed outside a firewall. The use of this topology requires that each
time the plug-in configuration file is regenerated, it is copied from the machine
where WebSphere Application Server is installed to the machine where the Web
server is running. Figure 3-27 on page 91 illustrates a Web server unmanaged
node.
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3.5.3 IBM HTTP Server as an unmanaged Web server (special case)

If the Web server is IBM HTTP Server, it can be installed on a remote machine
without installing a node agent. You can administer IBM HTTP Server through
the deployment manager using the IBM HTTP Server Admin Process for tasks
such as starting, stopping, or automatically pushing the plug-in configuration file.
Figure 3-28 illustrates an IBM HTTP Server unmanaged node.
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Infrastructure

There are many things to consider when planning and designing an
infrastructure for a WebSphere Application Server environment. This chapter
describes the most important components specific to WebSphere Application
Server that you have to understand in order to run a successful WebSphere
infrastructure project.

This chapter contains the following sections:

“Infrastructure planning” on page 94

“Design considerations” on page 95

“Sizing the infrastructure” on page 106
“Benchmarking” on page 107

“Performance tuning” on page 108

“Planning for monitoring” on page 114

“Planning for backup and recovery” on page 117
“Planning for centralized installation” on page 119
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Note: The terms machine and system stands as a synonym for physical
machines, logical partitions (LPARs) and operating system image.
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4.1 Infrastructure planning

94

This section gives a general overview of the typical phases you have to go
through during a project. It includes how to gather requirements and how to apply
these requirements to a WebSphere Application Server project.

Typically, a new project starts with only a concept. Little is known about specific
implementation details, especially how they relate to the infrastructure. Your
development team and infrastructure team must work closely together to cater to
the needs of the overall application environment.

Bringing together a large team of people can create an environment that helps
hone the environment requirements. However, if unfocused, a large team can
wander aimlessly and create more confusion than resolved issues. For this
reason, carefully consider the size of the requirements gathering team and try to
keep the meetings as focused as possible. Provide template documents to be
completed by the developers, the application business owners, and the user
experience team.

Try to gather information that falls into the following categories:

» Functional requirements

Functional requirements are usually determined by business on the use of the
application and related functions.

» Non-functional requirements

Non-functional requirements describe the properties of the underlying
architecture and infrastructure such as reliability, scalability, availability, or
security.

» Capacity requirements

Capacity requirements include traffic estimates, traffic patterns, and expected
audience size.

Requirements gathering is an iterative process. Make sure that your plans are
flexible enough to deal with future changes in requirements Always keep in mind
that the plans can impact other parts of the project. To support this, make sure
that dependencies and data-flows, whether application or infrastructure-related,
are clearly documented.
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With this list of requirements, you can start to create the first draft of your design.
Target developing the following designs:

»

Application design

To create your application design, use your functional and non-functional
requirements to create guidelines for your application developers about how
your application is built.

Implementation design

This design defines the target deployment infrastructure on which your
application is deployed.

The final version of this implementation design will contain details about the
hardware, processors, and software that is installed. However, you do not
begin with all these details. Initially, your implementation design simply lists
component requirements, such as a database, a set of application servers, a
set of Web servers, and whatever other components are defined in the
requirements phase.

With these two draft designs, you can begin the process of formulating counts of
servers, network requirements, and the other items related to the infrastructure.
We describe this in 4.3, “Sizing the infrastructure” on page 106. In some cases, it
might be appropriate to perform benchmark tests. There are many ways to
perform benchmarking tests, and in 4.4, “Benchmarking” on page 107, we
describe some of these methods.

The last step in every deployment is to tune your system and measure whether it
can handle the projected load that your non-functional requirements specified.
For more details about how to plan for load tests, see 4.5, “Performance tuning”
on page 108.

4.2 Design considerations

The following sections discuss some points to consider when designing a
WebSphere Application Server deployment. They will most likely impact your
design significantly. We will talk in more detail about:
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“Scalability” on page 96

“Caching” on page 98

“High availability” on page 99
“Load-balancing and fail-over” on page 100
“Disaster recovery” on page 101

“Security” on page 102

“Application deployment” on page 104
“Servicability” on page 105
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4.2.1 Scalability

Scalability, as used in this book, means the ability of the environment to grow as
the infrastructure load grows. Designing your infrastructure to be scalable
therefore, means to design your infrastructure with the ability to grow.

Scalability depends on many different factors such as hardware, operating
system, middleware, and so on. For example, z/OS systems usually scale better
for business transactions than other platforms.

Understanding the scalability of the components in your WebSphere Application
Server infrastructure and applying appropriate scaling techniques can greatly
improve availability and performance. Scaling techniques are especially useful in
multi-tier architectures when you want to evaluate components associated with
IP load balancers, such as the following components:

» Dispatchers or edge servers
Web presentation servers
Web application servers
Data servers

Transaction servers

Logical partitions (LPARs)

vVvyyvyvyy

Use the following steps to classify your Web site and to identify scaling
techniques that are applicable to your environment:

1. Understand the application environment.

Applications are key to the scalability of the infrastructure. It must be ensured
that the applications are designed for scaling. It is important to understand the
component flow and traffic volumes associated with existing applications and
to evaluate the nature of new applications. It is essential to understand each
single component and system being used in the transaction flow. Evaluate
how scaling can be applied for each of these components and applications.
Different types of applications represent different workload patterns. For
example, online banking applications might experience the greatest workload
at the database server, while other applications might experience the greatest
workload at the application server.

2. Categorize your workload.

Knowing the workload pattern for a site determines where you focus
scalability efforts and which scaling techniques you need to apply. For
example, a customer self-service site, such as an online bank, needs to focus
on transaction performance and the scalability of databases containing
customer information that is used across sessions. These considerations
would not typically be significant for a publish/subscribe site, where a user
signs up for data to be sent to them, usually through a mail message.
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Web sites with similar workload patterns can be classified into the following
site types:

Publish/subscribe
Online shopping
Customer self-service
Online trading
Business to business

. Determine the components most affected.

This step involves mapping the most important site characteristics to each
component. From a scalability viewpoint, the key components of the
infrastructure are the load balancers, the application servers, security
services, transaction and data servers, and the network. First focus on those
components which are most heavily used by the key transactions of your
applications.

. Select the scaling techniques to apply.

When the information gathering is as complete as it can be, it is time to
consider matching scaling techniques to components. Manageability, security,
and availability are critical factors in all design decisions. Do not use
techniques that provide scalability but compromise any of the above
mentioned critical factors.

Choose from the following scaling techniques:

— Using a faster machine

— Using multiple machines

— Creating clusters

— Using appliance servers

— Segmenting the workload

— Using batch requests

— Aggregating user data

— Managing connections

— Using caching techniques

— Using intelligent virtualization techniques

. Apply the techniques.

Testing is key to successful application deployment. It is crucial that you
determine not only if the scaling techniques are effective, but that they do not
adversely affect other areas. Keep in mind that all components making up the
infrastructure for your application environment must be balanced. Only when
you have achieved the desired results should you move into production.
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6. Reevaluate.

Recognize that any system is dynamic. The initial infrastructure will at some
point need to be reviewed and possibly expanded. Changes in the nature of
the workload can create a need to reevaluate the current environment. Large
increases in traffic will require examination of the machine configurations.
Scalability is not a one time design consideration, It is part of the growth of the
environment.

The developerWorks article Design for Scalability - an Update provides a
detailed discussion about these steps. It can be accessed at the following Web

page:
http://www.ibm.com/developerworks/websphere/library/techarticles/hipods
/scalability.html

We expand on some of the scaling techniques in Chapter 7, “Performance,
scalability, and high availability” on page 229.

4.2.2 Caching

Caching is a widely used technique to improve performance of application server
environments. If planning for a high volume web site, caching will most likely be
required to achieve satisfying performance results at acceptable cost.

WebSphere Application Server provides many different caching features at
different locations in the architecture.

WebSphere Application Network Deployment provides caching features at each
possible layer of the infrastructure:
» Infrastructure edge:

— Caching Proxy provided by the Edge Components
— WebSphere Proxy Server

» HTTP server layer:

— Edge Side Include (ESI) fragment caching capabilities provided by the
WebSphere plug-in

— Caching capabilities of the HTTP server itself (like the Fast Response
Cache Accelerator (FRCA) as provided by most implementations of IBM
HTTP Server)

» Application server layer:

— Dynamic caching service inside the application server's JVM
— WebSphere Proxy Server
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In addition to the caching features provided by WebSphere Application Server
Network Deployment, you might consider using third party caching devices or
external caching infrastructures provided by IBM and third parties.

To use the caching mechanisms provided by WebSphere Application Server and
other components of your environment, the application must be designed for
caching as well. Therefore it is suggested to design caching in close cooperation
with the application architect.

After you are done with designing your cache locations complete your
implementation design to include the caching components.

4.2.3 High availability

Designing an infrastructure for high availability means to design an infrastructure
in a way that your environment can survive the failure of one or multiple
components. High availability implies redundancy by avoiding any single point of
failure on any layer (network, hardware, processes, and so forth). The number of
failing components your environment has to survive without losing service
depends on the requirements for the specific environment.

The following list helps to identify the high availability needs in your infrastructure:

» Talk to the sponsor of your project to identify the high availability needs for
each of the services used. Because high availability in most cases means
redundancy, this also means that high availability will increase the cost of the
implementation.

Not every service has the same high availability requirements. Therefore it
would be a waste of effort to plan for full high availability for these types of
services. Be careful when evaluating, as the high availability of the whole
systems depends on the least available component. Carefully gather where
and what type of high availability you really need to be able to meet the
service level agreement (SLA) and non-functional requirements.

» When you have gathered the high availability requirements, review every
component of the implementation design you developed in 4.1, “Infrastructure
planning” on page 94, and determine how significant this component is for the
availability of the service, and how a failure would impact the availability of
your service.

» Evaluate every component you identified in the previous step against the
following checklist:

— How critical is the component for the service?

The criticality of the component will have an impact on the investments you
are willing to take to make this component highly available.
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— Consider regular maintenance.

In addition to failures of components, consider maintenance and hang
situations.

— Is the service under your control?

Sometimes you are deal with components in the architecture that are out
of your control. For example, external services provided by someone else.

If the component is out of your control, document this as an additional risk
and inform the project sponsor.

— What needs to be done to make the component highly available?

Sometimes you have more than one option to make a component highly
available. You have to make a selection as to which best fits your
requirements.

— Does the application handle outages in a defined way?

Check with the application developers on how the application handles an
outage of a component. Depending on the component and the error
situation, the application might need a specific design or error recovery
coded before using high availability features of the infrastructure.

— Prioritize your high availability investments.

Decide the high availability implementation based on the criticality of the
component and the expected outage rate. Document any deviations from
the requirements gathering.

— Size every component in a way that it can provide sufficient capacity even
in case of a failure of a redundant part.

After you are done with your high availability design, update your implementation
design to include the high availability features.

4.2.4 Load-balancing and fail-over

As a result of the design considerations for high availability you will most likely
identify a number of components that need redundancy. Having redundant
systems in an architecture requires you to think about how to implement this
redundancy to ensure getting the most benefit from the systems during normal
operations, and how you will manage a seamless fail-over in case a component
fails. This introduces the following techniques to your design:

» Load-balancing

Load-balancing is the technique to spread load across multiple available
copies of a component for an optimum usage of the available resources.
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» Fail-over

Fail-over is the capability to automatically detect the outage of a component
and route requests around the failed component. When the failed resource
becomes available, it will be determined automatically by the system and
transparently rejoin workload processing.

For designing load-balancing and fail-over, you need to know each components
load-balancing and fail-over capabilities and how they can be used. Depending
on what features you use and how you achieve these capabilities, you will require
additional hardware and software to gain high availability.

In a typical WebSphere Application Server environment, there are a variety of
components that need to be considered when implementing load-balancing and
fail-over capabilities:

» Caching proxy servers

HTTP servers

Containers (such as the Web, SIP, and Portlet containers)

Enterprise JavaBeans (EJB) containers

Messaging engines

Back-end serves (database, enterprise information systems, and so forth)
User registries

vyvyvyvYyyvyy

While load-balancing and fail-over capabilities for some of these components is
incorporated into WebSphere Application Server, others require additional
hardware and software.

For example, to achieve high availability for your HTTP servers or reverse proxy
servers, you need IP sprayers in front of the HTTP servers or reverse proxy
servers. In contrast, fail-over capabilities for WebSphere default messaging is
provided by the WebSphere Application Server High Availability Manager
(HAManager) when using WebSphere clusters. Keep in mind that the
HAManager requires shared storage between all cluster members to be able to
fail-over the messaging service. After you have finished your load-balancing and
fail-over discussion, update your implementation design to include these features
as well.

4.2.5 Disaster recovery

Disaster recovery is a different requirement than high availability. In 4.2.3, “High
availability” on page 99, we discussed some considerations about what needs to
be done to make sure that our services are highly available. For example, an
outage of a single component will not bring our service down. High availability
can usually be achieved by avoiding any single point of failure in the architecture
and providing sufficient resources.
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Disaster recovery concentrates on the actions, processes, and preparations to
recover from a disaster that has struck your infrastructure. Important points when
planning for disaster recovery are as follows:

» Recovery Time Objective (RTO)

How much time can pass before the failed component must be up and
running?

» Recovery Point Objective (RPO)

How much data loss is affordable? The RPO sets the interval for which no
data backup can be provided. If no data loss can be afforded, the RPO would
be zero.

Planning for disaster recovery is a complex task, and requires an end-to-end
planning for all components of your data center. For information on WebSphere
Application Server and disaster recovery, refer to the developerWorks article
Everything you always wanted to know about WebSphere Application Server but
were afraid to ask, Part 5 available at the following Web page:

http://www.ibm.com/developerworks/websphere/techjournal/0707 col alcott
/0707 _col_alcott.html

4.2.6 Security

102

WebSphere Application Server V7.0 is a powerful Java-based middleware
application server ready to run your mission critical applications and business
transactions. For this reason we need to design proper security in our
WebSphere Application Server infrastructure from the start of the design phase.

WebSphere Application Server provides a continuously expanding and flexible
security infrastructure you can use to make the access to your applications and
data more secure. The security model of WebSphere Application Server was
enhanced in Version 7.0 by adding the following features (for more information
see 12.1, “What is new in V7.0” on page 380):

» Support for multiple security domains
Security auditing

Improvements for certificate management
SPNEGO and Kerberos' support

»
>
| 4
» Java EE 5 Security Annotations support

T Kerberos support is not part of the base products but is planned to be available in a future fix pack
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It is the responsibility of the WebSphere Application Server infrastructure to
provide all the services required by applications to run in a secured environment.
It is imperative then, to have security in mind when planning for a WebSphere
Application Server infrastructure. In many cases you will find reusable
components of a security infrastructure already in place.

Consider how security will affect your infrastructure:
» Understand the security policy and requirements for your future environment.

» Work with a security subject matter expert to develop a security infrastructure
that adheres to the requirements and integrates in the existing infrastructure.

» Make sure that sufficient physical security is in place.

» Make sure the application developers understand the security requirements
and code the application accordingly.

» Consider the user registry (or registries) you plan to use. WebSphere
Application Server V7.0 supports multiple user registries and multiple security
domains.

» Make sure that the user registries are not breaking the high availability
requirements. Even if the user registries you are using are out of scope of the
WebSphere Application Server project, considerations for high availability
need to be taken and requested. For example, make sure that your LDAP
user registries are made highly available and are not a single point of failure.

» Define the trust domain for your environment. All computers in the same
WebSphere security domain trust each other. This trust domain can be
extended, and when using SPNEGO / Kerberos, even out to the Windows
desktop of the users in your enterprise.

» Assess your current implementation design and ensure that every possible
access to your systems is secured.

» Consider the level of auditing required and how to implement it.

» Consider how you will secure stored data. Think of operating system security
and encryption of stored data.

» Define a password policy, including considerations for handling password
expirations for individual users.

» Consider encryption requirements for network traffic. Encryption introduces
overhead and increased resource costs, so use encryption only where
appropriate.

» Define the encryption (SSL) endpoints in your communications.
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» Plan for certificates and their expiration:

Decide which traffic requires certificates from a trusted certificate authority
and for which traffic a self-signed certificate is sufficient. Secured
connections to the outside world usually use a trusted certificate, but for
connections inside the enterprise, self-signed certificates are usually
enough.

Develop a management strategy for the certificates. Many trusted
certificate authorities provide online tools which support certificate
management. But what about self-signed certificates?

How are you going to back up your certificates? Always keep in mind that
your certificates are the key to your data. Your encrypted data is useless if
you lose your certificates.

Plan how you will secure your certificates. Certificates are the key to your
data, therefore make sure that they are secured and backed up properly.

Note: Further hints and tips for WebSphere Application Server security
related considerations are described in IBM WebSphere Developer Technical
Journal article WebSphere Application Server V6 advanced security
hardening -- Part 1, available from the following Web page:

http://www.ibm.com/developerworks/websphere/techjournal//0512 botzum
/0512 _botzuml.html

After you have finished your security considerations, update your implementation
design to include all security related components.

4.2.7 Application deployment

When planning for WebSphere Application Server infrastructure, do not delay
application deployment thoughts until the application is ready to deploy. Start this
planning task when you start designing your infrastructure. The way you deploy
your application affects your infrastructure design in various ways:

» Performance.

The way you deploy your application can affect performance significantly.
Tests showed significant performance differences when deploying Enterprise
Java Bean (EJB) modules to the same application server as the EJB client
components, compared to deploying EJB modules to a separate application
server than the EJB client components.

Deploying EJB modules to separate application servers, however, gives a lot
more flexibility and avoids duplication of code.
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» Number of application servers

When you plan the deployment of multiple applications in your environment
you can either deploy multiple applications to the same application server or
create one server for each application. Depending on that decision you might
end up with a higher number of application servers in your cell. This means
that you will have a larger cell, which implies increased server startup times
and complexity for your environment due to larger high availability views.

» Cluster communication

The higher the number of application servers, the higher is the
communications and systems management overhead in your environment.

» Platforms

WebSphere Application Server supports building cross-platform cells. This
means you can create one cell containing servers on multiple platforms.
While this option increases the complexity of the environment and makes the
administration more complicated, it gives a lot of flexibility when it comes to
integration of existing software components.

After you know how your applications will be deployed, update your
implementation design.

4.2.8 Servicability

Plan for servicability and problem determination tasks for your environment.
Planning for servicability includes planning for tools, education, disk
requirements for debug data, communications requirements, required agents for
your tools, and so on.

Note: WebSphere Application Server V7.0 comes with IBM Support Assistant
V4.0 which provides many tools for problem analysis and data collection.
Refer to the following Web pages for more information:

http://www-01.1ibm.com/software/support/isa/

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.
websphere.nd.doc/info/ae/ae/ttrb_supportasst.html
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4.3 Sizing the infrastructure
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After determining the initial application and infrastructure design and scalability
techniques, you need to determine the system resources required for the project
to keep the service level agreements (SLAs). Whenever making sizing decisions
ensure that all design decisions are still honored.

Application design will evolve over time, and sizing is usually done in the early
stages of design. However, when sizing, it is important that you have a static
version of the application design with which to work. The better view you have of
the application design, the better your sizing estimate will be.

You have to consider which hardware platforms you want to use. This decision
depends on the following factors:

» Scaling capabilities of the platform
» Platforms WebSphere Application Server supports
» Performance, security, and high availability requirements of your environment.

Next, determine your scaling approach:
» Scaling up—vertical scaling

Scaling up is done inside a single system, typically on a multi-processor
machine. Even if this approach might be sufficient from the performance
perspective, the underlying hardware is the single points of failure.

» Scaling out—horizontal scaling

Scaling out means increasing the number of machines. Scaling out is typically
done to improve high availability by limiting single points of failure as well as
for scalability reasons when hardware resources are the limiting factor. You
have to support and maintain multiple machines. If you decide to use the
scale out approach keep in mind that your design must be capable of
processing the workload even if one system fails.

Sizing estimates are based solely on your input, which means the more accurate
the input, the better the results. Sizing work assumes an average standard of
application performance behavior and an average response time is assumed for
each transaction. Calculations based on this are performed to determine the
estimated number of machines and processors your application will require. If
your enterprise has a user experience team, they might have documented
standards for a typical response time that your new project is required to meet.

If you need a more accurate estimation of your hardware requirements and you
already have your application, consider using one of the benchmarking services
discussed in 4.4, “Benchmarking” on page 107.
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Based on your estimate, you might have to update the implementation design for
all of your planned environments. Changes to the production environment should
be incorporated into the development and testing environments if at all possible.
If this is not possible for budgetary reasons, ensure that the integration and
development environment are functionally equivalent.

Make sure to validate the sizing with a load test before starting the production.

4.4 Benchmarking

Benchmarking is the process used to determine the capacity of an application
environment through load testing. This determination enables you to make
reasonable judgements as your environment begins to change. Using
benchmarks, you can determine the current work environment capacity and set
expectations as new applications and components are introduced.

Many enterprises maintain a benchmark of their application stack and change it
after each launch or upgrade of a component. These customers usually have
well-developed application testing environments and teams dedicated to
benchmarking. For those that do not, alternatives such as the IBM Test Center
are available. There are also third-party benchmark companies that provide this
service.

Note: We recommend including a benchmark or load test as part of the
development process. This will prevent a lot of performance problems and
help improve the code quality of the application, as well as the robustness of
the overall environment.

IBM Test Center

IBM Global Services offers Performance Management, Testing, and Scalability
services. This team will come on-site and assess the overall site performance.
This investigation is platform neutral. Offerings include, but are not limited to the
following services:

Testing and Scalability Services for TCP/IP networks
Testing and Scalability Services for Web site stress analysis
Performance Engineering and Test Process Consulting
Performance Testing and Validation

Performance Tuning and Capacity Optimization

vyvyvyvyy
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When using a service such as those provided by the IBM Test Center, you are
presented with large amounts of supporting documentation and evidence to
support the results of the tests. You can use this data to adjust your current
environment.

4.5 Performance tuning

Performance is one of the most important non-functional requirements for any
WebSphere environment. Application performance must be tracked continuously
during your project.

When your project is finished and you switch your environment into production,
you need to be confident that the environment can handle the user load.
Performance problems are by far the most user-visible problem that you can
have. Most users are willing to accept small functional problems when a system
is rolled out, but performance problems are unacceptable to most users and
affect everyone working on the system. Make sure to perform load tests that
represent a realistic user load against your system.

4.5.1 Application design issues

Many performance problems cannot be fixed by using more hardware or
changing WebSphere parameters. As such, you really have to make
performance testing and tuning part of your development process and release
cycles to avoid problems later on. Performance testing and tuning must be
considered in the project schedule.

Note: It is suggested when developing applications to use application profiling
techniques. This allows the development team to identify bottlenecks in the
applications and hot spots where a lot of CPU resources are consumed.
Usually, many hot spots can be removed with little effort.

It takes much more effort and money to correct issues after they occurred in
production than to fix them up front. If performance testing is part of your
development cycle, you are able to correct issues with your application design
much earlier, resulting in fewer issues when using your application on the
production environment.
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4.5.2 Understand your requirements

Without a clear understanding of your requirements, you have no goal to tune
against. It is important when doing performance tuning to have specific
objectives as follows:

| 2

»
»
»

Transactions per second

Throughput

A maximum time frame, for batch style applications
Maximum used resources

Do not waste time performance tuning a system that was improperly sized and
cannot withstand the load. To identify a good objective you have to understand
the non-functional requirements as well as the sizing of your environment.

4.5.3 Test environment setup

When executing performance tests, follow these general tips:

>

Execute your tests in a production-like environment.

Using an environment that is as close as possible to the production
environment enables you to extrapolate the test results to the production
environment. If you are starting with a new environment use the future
production environment for your testing purposes before going live.

Exclusive access to the environment for the test.

Make sure that nobody is using the test systems and that no background
processes are running that consume more resources than what you find in
production. For example, if the intent is to test performance during the
database backup, make sure the backup is running.

Usage of monitoring options.

When implementing a WebSphere Application Server environment we
suggest using monitoring tools to check the health of the environment. During
performance tests there are two level of monitoring to be performed:

— Debug monitoring

The goal is to identify possible bottlenecks or reasons for problems. The
debugging level is detailed and will use additional resources, usually
affecting the test results.

— Production monitoring

After identifying and solving performance issues with the debug
monitoring, perform a test with the same set of monitoring options that are
later used in the productive environment. With this setting, you should be
able to satisfy the service level agreements.
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» Monitor resource use.

Check for processor, memory, and disk use before, during, and after each test
run to see if there are any unusual patterns. If the target environment is using
shared infrastructure, make sure the shared component is performing under
the projected shared load.

» Isolate network traffic as much as possible.

Using switches, there is rarely a circumstance where traffic from one server
overruns the port of another. It is possible, though, to flood ports used for
routing off the network to other networks or even the switch backbone for
heavy traffic. Make sure that your network isolates the testing environment as
much as possible prior to starting, because performance degradation of the
network can create unexpected results.

» Perform repetitive tests.

Reset the environment to a defined start state. This includes the database,
caches, and so on. Databases that use up datasets need to be reset in
particular. Make sure you have enough test data available.

4.5.4 Load factors

The most important factors that determine how you conduct your load tests are
as follows:

» Request rate
» Concurrent users
» Usage patterns

This is not a complete list and other factors can become more important
depending on the kind of site that is being developed.

Request rate

The request rate represents the number of requests per time unit. In Web-based
environments this is mostly expressed as number of HTTP requests per second.
It is critical that the request rate is close to the real word load expectations.

Concurrent users

The concurrent users number expresses the numbers of users concurrently
requesting service from your environment at a point in time. This number of users
is really firing requests to your system at a given point of time.
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In contrast to the concurrent users there are:
» Active users

Active users expresses all users currently using resources (for example, in the
form of session data) in your environment. It also includes the users who are
reading the response, entering data, and so on.

» Named users

Named users are users that are defined in the overall environment. This is
usually a large number compared to the number of concurrent users.

Usage patterns

At this point in the project, it is important that you consider how your users will
use the site. You might want to use the use cases that your developers defined
for their application design as an input to build your usage patterns. This makes it
easier to build the scenarios later that the load test will use.

Usage patterns consist of the following factors:

» Use cases modeled as click streams through your pages
» Weights applied to your use cases

Combining weights with click streams is important because it shows you how
many users you expect in which of your application components, and where they
generate load. After all, it is a different kind of load if you expect 70% of your
users to search your site instead of browsing through the catalog than vice versa.
These assumptions also have an impact on your caching strategy.

Notify your developers of your findings so that they can apply them to their
development effort. Make sure that the most common use cases are the ones
where most of the performance optimization work is performed.

To use this information later when recording your load test scenarios, we suggest
that you write a report with screen captures or URL paths for the click streams
(user behavior). Include the weights for your use cases to show the reviewers
how the load was distributed.
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4.5.5 Production system tuning

This is where you apply all the performance, scalability, and high availability
considerations in production. Tuning the system is an iterative process that
involves optimizing WebSphere parameters to suit your runtime environment.

Important: To perform tuning in the production environment, have the final
version of code running. This version should have passed performance tests
on the integration environment prior to changing any WebSphere parameters
on the production system.

When changing a production environment, use some standard practices:

» Change only one parameter at a time.
» Document all changes.
» Compare several test runs to the baseline.

Changes between test runs should not differ by more than a small percentage to
preclude introducing new problems that you might need to sort out before you
continue tuning.

As soon as you finish tuning your production systems, apply the settings to your
test environments to make sure that they are similar to production. Plan to rerun
your tests there to establish new baselines on these systems and to see how
these changes affect the performance.

Keep in mind that you often only have one chance to get this right. Normally, as
soon as you are in production with your system, you cannot run performance
tests on this environment any more, simply because you cannot take the
production system offline to run more performance tests. If a production system
is being tested, it is likely that the system is running in a severely degraded
position, and you have already lost half the battle.

Note: Because it is rare to use a production system for load tests, it is usually
a bad idea to migrate these environments to new WebSphere versions without
doing a proper test on an equivalent test system or new hardware.

After completing your first performance tests and tuning the WebSphere
parameters, evaluate your results and compare them to your objectives to see
how all of this worked out for you.
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4.5.6 Conclusions

There are various possible outcomes from your performance tests that you must
clearly understand and act upon:

» Performance meets your objectives.

If the performance meets your objectives, make sure that you have planned
for future growth and that you are meeting all of your performance goals. After
that, we suggest documenting your findings in a performance tuning report
and archiving it. Include all the settings that you changed to reach your
objectives.

This report is useful when you set up a new environment or when you have to
duplicate your results somewhere else on a similar environment with the
same application. This data is essential when adding additional replicas of
some components in the system, because they need to be configured to the
same settings used by the current resources.

» Performance is slower than required.

If your application performance is somewhat slower than expected, and you
have already done all possible application and WebSphere parameter tuning,
you might need to add more hardware (for example, increase memory,
upgrade processors, and so forth) to the bottleneck components in your
environment. Then, run the tests again. Verify with the appropriate teams that
there were no missed bottlenecks in the overall system flow.

» Performance is significantly slower than required.

In this case, you must start over with your sizing and ask the following
questions:

— Did you underestimate any of the application characteristics during your
initial sizing? If so, why?
— Did you underestimate the traffic and number of users/hits on the site?

— s it still possible to change parts of the application to improve
performance?

— lIs it possible to obtain additional resources?

After answering these questions, you should have a better understanding about
the problem that you face. Your best bet is to analyze your application and try to
find the bottlenecks that cause your performance problems. Tools such as the
Profiler that is part of Rational Application Developer Assembly and Deploy V7.5
and Rational Application Developer for WebSphere Software V7.5 can help.
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4.6 Planning for monitoring

As most WebSphere-based applications are internet-based applications, a 24x7
availability is a must. The tolerance of internet users for unavailable sites is low
and users usually navigate to the next site if your site is not operable. This means
you just lost a potential customer. It is required then, to track and monitor the
availability of your site so that you recognize when things are going wrong and
you can react in a timely manner.

An efficient monitoring, combined with a sophisticated alerting and problem
handling procedure, can increase the availability of your service significantly.
That is why you must plan for monitoring and problem handling. Do not wait until
your environment becomes unproductive.

4.6.1 Environment analysis for monitoring

114

Careful planning for monitoring is essential and must start with a detailed
analysis of the environment to be monitored. It is important to ensure that the full
environment is monitored and no single component is overseen.

To analyze the monitoring requirements for your environment consider the
following factors to give you an overview of what needs to be done:

Components to be monitored

It is essential that each component required to run your service is monitored. For
each component you identify, answer the following questions:

» What are the possible states of the component and how can you retrieve them?
» What is the impact of each of the possible states the component can have?
» What specific attributes of the component can be monitored?

» For each attribute you can monitor, define the following values:

— Which attribute values (or range of attribute values) show a normal status
of the component?

— Which attribute values (or range of attribute values) show a situation which
requires attention of the administrator (warning level)?

— Which attribute values (or range of attribute values) show a critical
condition for the component and require immediate administrator action
(alert)?

Prioritize each of the components monitoring results and define actions to be
taken.
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Monitoring software

To provide efficient 24x7 monitoring, it is required to use some kind of monitoring
software. Many organizations have some monitoring infrastructure in place.
Determine if you can reuse this for the WebSphere Application Server
infrastructure as well.

Monitoring agents

Depending on the monitoring software in use, monitoring agents for certain
components might be available. Otherwise, most monitoring software provides
some scripting interfaces that allow you to write your own scripts. The scripts will
check and output the results that the monitoring software can analyze.

Infrastructure requirements

When running monitoring in your environment you need to plan for additional
resources. Monitoring affects your environment in almost all aspects. Monitoring
requires memory, CPU cycles, network communications, and might even require
separate additional systems for gateways (or as server systems) for the
monitoring solution. Ensure that all the nonfunctional requirements for your
infrastructure are applied to these systems as well.

Monitoring levels

Monitoring must be in place in all layers of the infrastructure. You must ensure a
comprehensive monitoring of the environment. You will likely end up with multiple
monitoring tasks and solutions for different purposes.

Network monitoring

Network monitoring covers all networking infrastructure such as switches,
firewalls, routers, and so forth. It must also monitor the availability of all the
communication paths, including redundant communication paths.

Operating system monitoring

Most monitoring solutions provide monitoring capabilities for supported operating
systems. Using these features allows you to keep track of the health of your
environment from the operating system perspective and allows you to monitor
components like CPU use, memory use, file systems, processes, and so forth.

Middleware components monitoring

When using middleware components like application servers and databases,
monitoring on the operating system level is not sufficient, because the operating
system has no knowledge of the middleware state. You need specific monitoring
to the middleware that provides the runtime environment for your application.
WebSphere Application Server provides various interfaces that allow the
monitoring of your application server infrastructure. Many popular monitoring
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products, like the IBM Tivoli Composite Application Monitoring suite, support
these interfaces and provide ready-to-use agents to monitor your WebSphere
Application Server environment.

Transaction monitoring

The purpose of transaction monitoring is to monitor the environment from the
user perspective. Transaction monitoring uses pre-recorded transactions or click
sequences and replays them whereby the response for each replayed user
interaction is verified against expected results.

4.6.2 Performance and fault tolerance

Keep in mind that monitoring your environment (no matter at which level)
consumes additional resources. Ensure your monitoring setup does not cause
unacceptable impact to your environment.

The more you monitor, and the shorter the intervals between your monitoring
cycles, the quicker you can determine something out of the ordinary. But the
more you monitor, and the shorter the intervals between your monitoring cycles,
the higher the overhead you generate. The key to success is to find a good
balance between monitoring in sufficient short intervals to determine failures
without consuming an unacceptable amount of resources.

In addition to the performance impact, you need to make sure that any problems
in your monitoring infrastructure do not impact your environment. Monitoring,
even if there is something wrong in the monitoring infrastructure, must never be
the cause for any service outage.

4.6.3 Alerting and problem resolution

Monitoring alone is not enough to keep track of the health of your environment,
as monitoring does not solve issues. You improve availability if you combine your
monitoring with proper alerting to the responsible problem resolvers. What is the
use of monitoring if nobody knows that there is a problem? Some thoughts you
need to consider when planning for alerting:

Who is alerted for which event?

What are the required response times?

How will the responsible persons be alerted?

How will you avoid repeated alerts for the same events?

How will alerts and the resolution of the alerts be documented?

Who will track the alerts and problem resolution?

Who is in charge of the alert until it is finally resolved?

Who will perform the root cause analysis to avoid reoccurrences of the alert?

YyVyVYyVYVYVYYYVY
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Alerting is just a first part of your incident and problem management. For further
information and more details about incident and problem management refer to
the ITIL® pages at the following Web page:

http://www.itlibrary.org/index.php?page=ITIL

4.6.4 Testing

As with each component in your environment, do not forget to test your
monitoring infrastructure regularly. Especially if the implementation is new, test
every single monitoring alert and make sure that your monitoring detects each
condition of your system properly.

Do not stop your testing when you see a monitoring situation raised. Test the
whole process, including alerting and incident management and ensure that
conditions are reset automatically as soon as the situation is back to normal.

4.7 Planning for backup and recovery

In general, computer hardware and software is reliable, but sometimes failures
can occur and damage a machine, network device, software product,
configuration, or more importantly, business data. Do not underestimate the risk
of a human error that might lead to damage. It is important to plan for such
occurrences. There are a number of stages to creating a backup and recovery
plan, which is discussed in the following sections.

4.7.1 Risk analysis

The first step to creating a backup and recovery plan is to complete a
comprehensive risk analysis. The goal is to discover which areas are the most
critical and which hold the greatest risk. It is important to identify which business
processes are the most important and are prioritized accordingly.

4.7.2 Recovery strategy

When critical areas have been identified, develop a strategy for recovering those
areas. There are numerous backup and recovery strategies available that vary in
recovery time and cost. In most cases, the cost increases as the recovery time
decreases. The key to the proper strategy is to find the proper balance between
recovery time and cost. The business impact is the determining factor in finding
the proper balance. Business-critical processes need quick recovery time to
minimize business losses. Therefore, the recovery costs are greater.
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4.7.3 Backup plan

With your recovery strategy, a backup plan needs to be created to handle the
daily backup operations. There are numerous backup methods varying in cost
and effectiveness. A hot backup site provides real-time recovery by automatically
switching to a whole new environment quickly and efficiently. For less critical
applications, warm and cold backup sites can be used. These are similar to hot
backup sites, but are less costly and effective. More commonly, sites use a
combination of backup sites, load-balancing, and high availability.

Other common backup strategies combine replication, shadowing, and remote
backup, as well as more mundane methods such as tape backup or Redundant
Array of Independent Disks (RAID) technologies. All are just as viable as a hot
backup site but require longer restore times.

Any physical backup must be stored at a remote location to be able to recover
from a disaster. New technologies make remote electronic vaulting a viable
alternative to physical backups. Many third-party vendors offer this service.

4.7.4 Recovery plan

If a disaster occurs, a plan for restoring operations as efficiently and quickly as
possible must be in place. The recovery plan must be coordinated with the
backup plan to ensure that the recovery happens smoothly. The appropriate
response must be readily available so that no matter what situation occurs, the
site is operational at the agreed upon disaster recovery time. A common practice
is to rate outages from minor to critical and have a corresponding response. For
example, a hard disk failure could be rated as a Class 2 outage and have a Class
2 response where the disk gets replaced and replicated with a 24-hour recovery
time. This makes recovering easier because resources are not wasted and
disaster recovery time is optimized.

Another key point the recovery plan must address is what happens after the
recovery. Minor disasters, such as disk failure, have little impact afterward but
critical disasters, such as the loss of the site, have a significant impact. For
example, if a hot backup site is used, the recovery plan must account for the
return to normal operation. New hardware or possibly a whole new data center
might need to be created. Post-disaster activities need to be completed quickly to
minimize costs.
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4.7.5 Update and test process

You must revise the backup and recovery plan on a regular basis to ensure that
the recovery plan meets your current needs. You also need to test the plan on a
regular basis to ensure that the technologies are functional and that the
personnel involved know their responsibilities. In addition to the regular
scheduled reviews, review the backup and recovery plan when adding new
hardware, technologies, or personnel.

4.8 Planning for centralized installation

One of the new features introduced in WebSphere Application Server Network
Deployment V7.0 is the centralized installation manager (CIM). Using the CIM
greatly simplifies the installation and the update of machines in a Network
Deployment cell. The administrator of the cell only has to install Network
Deployment on one machine and create a deployment manager profile. All CIM
related operations are available through either the Integrated Solutions Console
or through the wsadmin command.

The IBM white paper Centralized Installation Manager for IBM WebSphere
Application Server Network Deployment Version 7.0 provides detailed
information about the CIM. This should allow you to plan your environment for
centralized information accordingly. The white paper can be found at the
following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web
sphere.cim.whitepaper.doc/cimwhitepaper.pdf
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Topologies

Topology refers to what devices and computers are going to be used to set up a
WebSphere Application Server application—the physical layout of each one and
the relationship between them. When selecting a topology, there are a number of
considerations that impact the decision of which one to use.

This chapter describes some common topologies that are used in WebSphere
Application Server implementations. It addresses topologies that are relatively
simple as well as some that are more complex by describing the relationship
between WebSphere Application Server components and their role in the
solution.

This chapter contains the following sections:

» “Topology selection criteria” on page 122
» “Terminology” on page 134
» “Topologies in detail” on page 139
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5.1 Topology selection criteria

There are many ways to architect a system that satisfies your need. In Chapter 4,
“Infrastructure” on page 93, we introduced some planning considerations for a
WebSphere Application Server environment. This section provides an overview
of the primary considerations in selecting a topology:

“High availability” on page 122
“Disaster recovery” on page 125
“Security” on page 126
“Maintainability” on page 126
“Performance” on page 127
“Application deployment” on page 129

vyVyVYyVvYyYVvYyYy

5.1.1 High availability

High availability means that a system can tolerate a certain amount of failure and
errors, before it is no longer working properly. High availability is an important
consideration to take into account when designing your architecture. The
importance comes from the fact that your design for high availability is a key
criteria for the capability of your service to meet your expected service level
agreement (SLA). High availability is a complex topic that affects every single
component required to run your environment. High availability is not only a
design challenge for WebSphere but for every component on every layer of the
environment.

High availability is achieved by introducing redundancy in your architecture to be
fault tolerant. This means you need redundancy at different levels depending on
your availability requirements (for example: power supplies, network cables,
switches, processes, machines and so forth). WebSphere Application Server
Network Deployment provides a vast variety of options to provide a highly
available runtime environment for your applications. In the subsequent sections
we discuss many of WebSphere Application Server’s high availability features
and how you can benefit from them.

Avoid single points of failure

To avoid a single point of failure and to maximize system availability, the topology
needs to have some degree of redundancy. WebSphere Application Server high
availability topologies typically involve horizontal scaling across multiple
machines. Vertical scaling can improve availability by creating multiple
processes, but the machine itself still remains a single point of failure.
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When introducing redundancy, the need for a load distributor or front-end traffic
handler arises. An IP sprayer can direct Web client requests to the next available
Web server, bypassing any server that is not available. The IP sprayer server can
be configured with a cascade backup (hot standby) that takes over the operation
in case the primary server fails. This configuration eliminates the IP sprayer as a
single point of failure in the architecture.

Improved availability is one of the key benefits of scaling to multiple machines.
Applications that are hosted on multiple machines generally have less down time
and are able to service client requests more consistently.

Hardware redundancy

Eliminate single points of failure in a system by including hardware and
redundancy. Hardware redundancy can be invented at different levels. In the
topology considerations we are considering hardware redundancy at the system
level only.

You can use the following techniques:

» Use horizontal scaling to distribute application servers (and applications)
across multiple physical machines or z/OS images. If a hardware or process
failure occurs, clustered application servers are available to handle client
requests. Additional Web servers and IP sprayers can also be included in
horizontal scaling to provide higher availability.

» Use backup servers for databases, Web servers, IP sprayers, and other
important resources, ensuring that they remain available if a hardware or
process failure occurs.

» Keep the servers (physical machines) within the cluster sprayed in different
secured rooms to prevent site-related problems.

Process redundancy

Provide process redundancy and isolation so that a failing server does not impact
the remaining healthy servers. The following configurations provide some degree
of process isolation:

» Deploy the Web server on a different machine than the application servers.
This configuration ensures that problems with the application servers do not
affect the Web server and vice versa. Separate systems also increase the
security level.

» Use horizontal scaling, placing application servers on different systems.

» The usage of vertical scaling provides process isolation as related to
WebSphere processes only.
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Load balancing

Use load balancing techniques to make sure that individual servers are not
overwhelmed with client requests while other servers are idle. This includes the
following techniques:

>

>

Use an IP sprayer to distribute requests across the Web servers in the
configuration.

Direct requests for high-volume URLs to more powerful servers.

The Edge components included with the Network Deployment package provides
these features.

WebSphere Application Server provides these other load balancing
mechanisms:

>

The WebSphere Application Server HTTP server plug-in to spread requests
across cluster members.

The Enterprise JavaBeans (EJBs) workload management mechanism, which
is built into WebSphere Application Server to balance EJB workload across
cluster members

The usage of partitioned queues. If the application permits, you can configure
partitioned queues to split message processing workload across multiple
servers.

Fail-over support

The environment must be able to continue processing client requests, even if one
or more components are offline. Some ways to provide fail-over support are as
follows:

»

Use horizontal scaling with workload management to take advantage of
failover support.

Use an IP sprayer to distribute requests across the Web servers in a
configuration.

Use HTTP server plug-in support to distribute client requests among
application servers.

Use EJB workload management to re-align EJB requests if an application
servers goes down.

Use WebSphere high availability manager to provide fail-over support of
critical services, the singletons, like messaging engines, transaction service,
and so forth.
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Operating system based clustering

The WebSphere Application Server high availability framework provides
integration into an environment that uses other high availability frameworks, such
as operating system-based clustering software like HACMP™ on AlX, or parallel
sysplex on z/OS, to provide high availability for resources for which WebSphere
does not provide specific high availability functions. Consider such a technique
for WebSphere Application Server components such as a deployment manager,
node agents, single server environments, and so on.

5.1.2 Disaster recovery

The main considerations in disaster recovery planning are how to bring up a fully
operative environment after a disaster struck the system, how much data loss
you can afford, and how can ensure that your data remains consistent.

Cluster isolation, for example, is a potential threat to your data consistency and
must be avoided in all circumstances. After the data consistency issues are
resolved (meaning that your problems regarding your WebSphere data, such as
configuration repository, logs and so forth are also resolved) you can resume
your planning for WebSphere disaster recovery.

Note: A design approach to spread your WebSphere Application Server cell
over multiple data centers is not a sufficient response to a disaster recovery
design challenge. Refer to the developerWorks article Everything you always
wanted to know about WebSphere Application Server but were afraid to ask --
Part 2, available at the following Web site:

http://www-128.1ibm.com/developerworks/websphere/techjournal/0512_col
_alcott/0512 _col_alcott.html

There is no common solution for WebSphere Application Server in a disaster
recovery scenario as this depends on the existing environment, requirements,
applications and budget. For some considerations on disaster recovery in your
WebSphere environment, refer to the Developer works article Everything you
always wanted to know about WebSphere Application Server but were afraid to
ask, Part 5, available at the following Web page:

http://www.ibm.com/developerworks/websphere/techjournal/0707 col alcott
/0707 col_alcott.html

1 Cluster isolation in this context means a condition that each member of a clustered system
considers the other to be gone and therefore taking over the service. The result would be to have
two systems manipulating data.
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5.1.3 Security

Security is a critical consideration when designing a new system. A secure
system requires sophisticated controls in place to protect resources from threats.
Security is a vast topic but can be thought of in two basic categories:

» Physical security

Physical security means protection against physical threats such as
controlling physical access to the systems, but also includes tasks to protect
the environment of the systems.

» Logical security.

Logical security is connected to a specific IT solution, architecture, and
application design. It deals with all aspects of access to runtime resources
and data.

When selecting a topology, be aware that security usually requires a physical
separation of the Web server from the application server processes, typically
across one or more firewalls. A common configuration is the use of two firewalls
to create a DMZ between them. Information in the DMZ has some protection that
is based on protocol and port filtering. A Web server intercepts the requests and
forwards them to the corresponding application servers through the next firewall.
The sensitive portions of the business logic and data resides behind the second
firewall, which filters based on protocols, ports, IP addresses, and domains.
Before selecting and finalizing a topology, review the information in 4.2.6,
“Security” on page 102 and Chapter 12, “Security” on page 379.

5.1.4 Maintainability

Maintainability means that the complexity of the system must be kept in a
manageable state. When designing a WebSphere Application Server
infrastructure, many different non-functional requirements have to be considered.
This can increases the complexity of the environment to an extent that it
becomes difficult and error-prone to manage.

An easily maintained environment allows maintenance work to be done on the fly
and minimizes planned system outages for maintenance work. This includes the
ability to upgrade application releases while the system is running, as well as to
run different versions of servers, operating systems, and applications in the same
administrative unit. Not only does the infrastructure contribute to maintainability,
but the application as well. You will need an application development policy that
assures a sufficient number of application releases can work together. Especially
in large environments, it is often impossible to upgrade all instances of an
application at the same time.
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5.1.5 Performance

Performance determines the environment’s ability to process work in a given
interval. The higher the performance, the smaller the interval needed to process
a specified set of work, or the more work that can be processed in the same
interval.

When talking about performance there are two widely used approaches:

»

Response time

Response time is a generic approach for a single type of request. It defines
the maximum amount of time a request should take until it is finished. This
metric is most often used in online workload, where a request has to achieve
a real-time goal.

Note: When using this metric make sure that the response time is not only
achieved in a single user-single transaction scenario, but also when the
projected production load is used against the system.

Throughput

The throughput metric measures the overall amount of work processed in a
certain amount of time. It is usually used for batch-kind workloads that need
to be finished in a certain time window.

WebSphere Application Server Network Deployment enables you to cluster
application servers so that you have multiple server instances running the same
application available to handle incoming requests. Clustering generally provides
improvements for performance, due to an optimized scaling.

Chapter 5. Topologies 127



Scaling

Scaling represents the ability of the system to grow as the load on the system
grows. There are multiple ways to achieve scaling. For example, multiple
machines can be configured to add processing power, improve security,
maximize availability, and balance workloads. Scaling may be vertical or
horizontal (Figure 5-1). Which you use depends on where and how the scaling is

taking place.
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Figure 5-1 Vertical and horizontal scaling with WebSphere Application Server

» Vertical scaling

Vertical scaling involves creating additional application server processes on a
single physical machine or z/OS image, providing application server failover
as well as load balancing across multiple application servers. This topology
does not provide an efficient fault tolerance because a failure of the
operational system or the hardware on the physical machine itself might
cause problems to all servers in the cluster.
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» Horizontal scaling

Horizontal scaling involves creating application servers on multiple machines
to take advantage of the additional processing capacity available on each
machine. Using horizontal scaling techniques also provides hardware failover
support.

The following components provide functions for configuring scalability:
» WebSphere Application Server cluster support

The use of application server clusters can improve the performance of a
server, simplify its administration, and enable the use of workload
management.

» WebSphere workload management

The workload management capabilities of WebSphere Application Server can
be used to distribute requests among converged containers and EJB
containers in clustered application servers. This enables both load balancing
and failover, improving the reliability and scalability of WebSphere
applications. On the z/OS platform, the workload management function is
tightly integrated with the operating system to take advantage of the superior
workload management features of z/OS.

» |P sprayer

The IP sprayer transparently redirects all incoming HTTP requests from Web
clients to a group of Web servers. Although the clients behave as though they
are communicating directly with one specific Web server, the IP sprayer is
actually intercepting all those requests and distributing them among all the
available Web servers in the group. IP sprayers (such as the Load Balancer
Edge component or Cisco Local Director) can provide scalability, load
balancing, and failover for Web servers and other TCP/IP-based servers
whose protocol is understood by the IP sprayer.

5.1.6 Application deployment

Various application deployment decisions affect topology decisions. The
following application deployment-related considerations should be clarified
before finalizing the architecture.

Deployment of your EJBs

The way you deploy your EJBs will have a significant impact on your application
topology and of the performance you can expect. You have the choice to deploy
EJBs to the same application servers and clusters as the client modules invoking
the EJBs, or to separate, dedicated application servers and clusters running the
EJBs only.
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Both of these options are valid approaches depending on your environment and
requirements. For this discussion it is assumed that the EJBs provide local and
remote interfaces to be invoked.

To determine what is the best for your environment, consider the advantages and
disadvantages of deploying the EJBs to a different EJB servers and clusters as
the EJB clients application server:

» Advantages

More consistency in the business functions, as all your enterprise
applications have to use the same version of the EJBs.

Better re-use of EJB code, as the same code is used by all enterprise
applications requiring the same functionality.

Application servers running the EJBs can be tuned individually.

You can benefit from runtime provisioning as the EJB container only gets
loaded on the EJB servers, while the converged container only gets
loaded on the application servers running your WAR files.

If you are running WebSphere Application System Client applications, the
client calls do not use the Java resources of your Web applications Java
virtual machine (JVM).

You can run the EJBs on different systems or even different platforms from
your Web modules

Easier deployment of the applications and EJBs

» Disadvantages

Every EJB call is an out-of-process call. You will pay a performance
penalty for this configuration as this introduces a lot of serialization and
de-serialization overhead and even network traffic with encryption if the
EJBs are deployed to a different system.

Re-authentication during EJB calls might be required.

All the enterprise applications must be compatible with the existing version
of deployed EJBs. This requires coordination of the application
development.

More application server processes are running, which increases the
memory footprint of the deployment.

The number of application servers in the cell will increase, resulting in a
more complex administration.

Upgrades of the EJBs are more complex, as multiple applications are
affected.
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Assignment of applications to clusters

When you are running multiple applications in your environment you must decide
if you want to deploy all your applications to the same application servers and
clusters or if you want to set up separate application servers and clusters for
each application.

To determine what is best for your environment, consider the advantages and
disadvantages of deploying all applications to separate application servers and
clusters (the one application to a server approach):

» Advantages

You will get better process and application isolation and a faulty
application will not affect other applications (unless it is a common
component).

The administration and maintenance work for application and
cluster-related tasks is easier.

Easier tuning of the application servers. If you are running each
application separated from the others, you can tune the application
servers specifically for the need of this application. Often applications are
different in their tuning requirements so that it is almost impossible to tune
an application server properly when the applications are deployed to the
same application server and cluster.

As fewer applications are running in the application server, the Java heap
requirements for the application will likely be less. You can configure a
smaller heap, which results in faster garbage collection cycles and better
and more consistent response times.

Note: The heap size of a JVM is finite. Even when using a 64-bit
implementation of WebSphere Application Server, you must be careful
with the heap sizing to avoid performance problems during garbage
collection.

You might benefit from the runtime provisioning capabilities of WebSphere
Application Server V7.0.

» Disadvantages

You will end up with more application servers and clusters, which means
larger cells and the administration of your cell will become more complex.

As you will have more application servers in your environment, you will
have larger cells. Larger high availability manager cells will result in
increased startup times
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You will more likely have to call your EJBs out-of-process and pay a
performance penalty for that.

The memory footprint of the environment will increase as each of the
JVMs has a basic memory footprint.

Location of the embedded messaging infrastructure

When using the WebSphere Application Server embedded messaging
infrastructure, you must decide in which application servers the messaging
service should run. Whether you run the embedded messaging service on a
separate application server and cluster or co-located on an application server
running your applications depends on your needs.

To determine what is best for your environment, consider the advantages and
disadvantages of running the embedded messaging infrastructure on a separate
set of application servers and clusters:

» Advantages

The messaging service runs on a separate JVM and will not use Java
resources of your application server. If multiple applications and JVMs are
using the messaging service this might be more important.

It is possible to tune each application server for its specific usage. This
includes Java heap tuning as well as Java runtime tuning.

Application servers and clusters can be started, stopped, and restarted
independently from the availability of the messaging service without
causing a failover of the messaging service (and vice versa).

You can deploy your messaging infrastructure to systems independently
from the other application servers and clusters. This allows you to deploy
your messaging infrastructure to, for example, systems where message
persistence can be implemented easiest.

You will benefit from the runtime provisioning capabilities of WebSphere
Application Server V7.0.

» Disadvantages

The number of application servers in your cell increases, resulting in a
more complex administration of the cell.

Due to the higher number of application servers, your cell and your core
group grows. You will see longer cell startup times and more overhead
caused by high availability manager.

Memory footprint of the environment increases due to additional servers.

The deployment of your applications might become more complex,
especially when using mediation modules.
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5.1.7 Summary: Topology selection criteria

Table 5-1, Table 5-2, and Table 5-3 on page 134 list some requirements for
topology selection, and possible solutions.

Table 5-1 Topology selection based on availability requirements

Requirement = availability

Solution/topology

Web server

Load Balancer (with hot backup) or a comparable
high availability solution, based on other products.

Application server

»

>
>
>

Horizontal scaling (process and hardware
redundancy)

Vertical scaling (process redundancy)

A combination of both

Multi servant regions on z/OS

Database server

Database or operating system-based high
availability solution

User registry

Depends on the user registry in use. WebSphere
provides backup support for some user registries

Table 5-2 Topology selection based on performance requirements

Requirement =
performance/throughput

Solution/topology

Web server

Multiple Web servers in conjunction with Load
Balancer

Caching Proxy Servers in conjunction with Load
Balancer

Dynamic caching with Adaptive Fast Path
Architecture (AFPA) or ESI external caching

Application server

Clustering (in most cases horizontal)

Deploy EJBs to the same JVM as the invoking
client

Dynamic caching at the application server.
Offload static content to be served from the
Web server and therefore offload the
application servers?

Workload management and transaction classes
on z/OS to keep response times.

Database server

>
>

Separate database server
Use partitioned database servers

a. For details, see the following Web page:
http://www.redbooks.ibm.com/abstracts/TIPS0223.htm]
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Table 5-3 Topology selection based on security requirements

Requirement = security Solution/topology

Web server » Separate the Web server into a DMZ, either on
LPAR or separate system.

» Use a DMZ secure proxy instead of Web server
with WebSphere plug-in.

» Separate administrative traffic from productive
traffic

Application server » Implement WebSphere Application Server
security.

» Create a separate network tier for the
application server.

» Separate the application servers from the
database and EIS layer

» Separate administrative traffic from productive
traffic

5.2 Terminology

Before examining the topologies, take a minute to review the following
terminology. These are elements that you will see in the diagrams describing
each topology.

5.2.1 Load balancers

A load balancer, also referred to as an IP sprayer, enables horizontal scalability
by dispatching TCP/IP traffic among several identically configured servers.
Depending on the product used for load balancing, different protocols are
supported.

In our topologies, the load balancer is implemented using the Load Balancer
Edge component provided with the Network Deployment package, which
provides load balancing capabilities for HTTP, FTP, SSL, SMTP, NNTP, IMAP,
POP3, Telnet, SIP, and any other TCP based application.

Note: On the z/OS platform, the function that provides intelligent load
balancing is the Sysplex Distributor. It balances incoming requests based on
real-time information about whether the possible members achieve their
performance goals. The member with the best performance rating processes
the incoming request.
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5.2.2 Reverse proxies

The purpose of a reverse proxy is to intercept client requests, retrieve the
requested information from the content servers, and to deliver the content back
to the client. Caching proxies provide an additional layer of security hiding your
servers from the clients. The caching proxy products provided by WebSphere
Application Server V7.0 (namely, the (deprecated) Edge Components Caching
Proxy, the DMZ secure proxy, and the WebSphere proxy server) provide the
capability to store cacheable content in a local cache. Subsequent requests for
the same content can be served out of this cache. This allows faster response
and decreases the load on the servers as well as the internal network.

Edge proxy
The caching proxy as provided with WebSphere Application Server V7.0 with the
Edge Components can be configured as a reverse and as a forwarding proxy. In

this book, it is considered as a reverse proxy only. This proxy server supports the
following protocols: HTTP, HTTPs, FTP and Gopher.

Note: The caching proxy (provided with WebSphere Application Server V7.0
as part of the Edge Components) was declared deprecated in WebSphere
Application Server V6.1. For a current list of deprecated, stabilized, and
removed features in WebSphere Application Server V7.0, see the WebSphere
Information Center article Deprecated, stabilized, and removed features at the
following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.
websphere.nd.multiplatform.doc/info/ae/ae/rmig_deprecationlist.html

DMZ secure proxy

The DMZ secure proxy server is a new feature of WebSphere Application Server
V7.0. Using it allows you to install proxy servers in the demilitarized zone (DMZ)
at a reduced security risk, compared to installing an application server to host a
proxy server. This is achieved by removing all the features from the application
server that are not required to provide the proxy functionality. For example, there
is no Web container or EJB container in a DMZ secure proxy.

The DMZ secure proxy server supports the following protocols with and without
encryption: HTTP and SIP. To implement a DMZ secure proxy you need to install
the DMZ secure proxy product and create a profile using the secureproxy profile
template.

Note: Do not mix up the DMZ secure proxy with the WebSphere Application
Server Proxy that you can configure in a network deployment manager cell.
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WebSphere Application Server Proxy

The WebSphere Application Server Proxy is a proxy server you configure in a
WebSphere Application Server Network Deployment cell. This proxy runs inside
the secure zone of the network as an application server and has access to cell
information and the current state of all servers and applications inside the cell.

5.2.3 Domain and protocol firewall

A firewall is a hardware and software system that manages the flow of
information between networking zones like the Internet and an organization's
private network. Firewalls can prevent unauthorized Internet users from
accessing services on private networks that are connected to the Internet,
especially intranets. In addition, firewalls can block some virus attacks, if those
viruses attacks have to cross the network boundaries protected by the firewall.
Another typical usage of firewalls is to prevent denial of service attacks against
services.

A firewall can separate two or more parts of a local network to control data
exchange between departments, network zones, and security domains.
Components of firewalls include filters or screens, each of which controls
transmission of certain classes of traffic. Firewalls provide the first line of defense
for protecting private information. Comprehensive security systems combine
firewalls with encryption and other complementary services, such as content
filtering and intrusion detection.

Firewalls control access from a less trusted network to a more trusted network.
Traditional firewall services include the following implementations:

» Screening routers (the protocol firewall)

Prevents unauthorized access from the Internet to the DMZ. The role of this
node is to provide the Internet traffic access only on certain ports and to block
other IP ports.

» Application gateways (the domain firewall)

Prevents unauthorized access from the DMZ to an internal network. The role
of a firewall allows the network traffic originating from the DMZ and not from
the Internet. It also provides some filtering from the intranet to the DMZ. A pair
of firewall nodes provides increasing levels of protection at the expense of
increasing computing resource requirements. The protocol firewall is typically
implemented as an IP router.
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5.2.4 Web servers and WebSphere Application Server Plug-in

Most WebSphere Application Server topologies will have a Web server which
receives HTTP-based requests from clients. For security reasons the Web server
should be placed in a separate network zone secured by firewalls (a DMZ).

Usually the Web server, in conjunction with the WebSphere Application Server
Plug-in, provides the following functionality in the topology:

»

»

Serves requests for static HTTP content like HTML files, images, and so forth.

Requests for dynamic content like Java Server Pages (JSPs), servlets, and
portlets are forwarded to the appropriate WebSphere Application Server
through the WebSphere Application Server Plug-in.

Allows caching of response fragments using the Edge Side Include (ESI)
cache.

Breaks the secured socket layer (SSL) connection from the client (unless this
is done by another device in the architecture) and optionally opens a separate
secured connection from the Web server to the Web container on the
application server system.

WebSphere Application Server comes with Web server plug-ins for all supported
Web servers.

Note: For information about Web servers supported by WebSphere
Application Server V7.0, organized by platform, refer to the following Web

page:
http://www-01.1ibm.com/support/docview.wss?rs=180&uid=swg27012369

The plug-in uses a configuration file (plugin-cfg.xml) that contains settings

describing how to pass requests to the application server. The configuration file
is generated on the application server. Each time a change on the application
server affects the request routing of requests (for example, a new application is
installed) the plug-in must be regenerated and propagated to the Web server
machine again.

Note: In a stand-alone topology, only unmanaged Web servers are possible.
This means the plug-in must be manually pushed out to the Web server
system. The exception to this is if you are using IBM HTTP Server. The
application server can automatically propagate the plug-in configuration file to
IBM HTTP Server, even though it is an unmanaged node, by using the
administrative instance of IBM HTTP Server.
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WebSphere Application Server V7.0 ships with IBM HTTP Server V7.0 on
distributed platforms and on z/OS ,which is based on Apache 2.2.8 plus its
additional fixes. For more details about what is new in IBM HTTP Server V7.0
see the Infocenter article What is new in this release, which can be found at the
following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web
sphere.ihs.doc/info/ihs/ihs/cihs_newfunction.html

5.2.5 Application servers

Application servers are the heart of your topology, This layer in the architecture
provides the runtime environment for your Java Platform, Enterprise Edition
(Java EE) applications.

To provide all the flexibility and functionality offered by WebSphere Application
Server, various profiles types are available. Some of the profiles types are for
management purposes only. Others are required to process user requests at
runtime. The management-related components of the runtime environment are
implemented through specific application servers with predefined names. These
application servers are created for you when creating certain profiles. Your
topology has to consider which of these management servers are needed and
where they are placed.

5.2.6 Directory and security services

Directory and security services supply information about the location,
capabilities, and attributes (including user ID and password pairs and
certificates) of resources and users known to this WebSphere Application Server
environment. This node can supply information for various security services
(authentication and authorization) and can also perform the actual security
processing, for example, to verify certificates.

An example of a product that provides directory services is IBM Tivoli Directory
Server, included in the Network Deployment package.

5.2.7 Messaging infrastructure

WebSphere Application Server can either connect to and use an existing
messaging infrastructure, or it can provide its own infrastructure for messaging
through embedded messaging. The messaging service of the embedded
messaging provider in WebSphere can run in any user-created application
server.
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For more information, refer to the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web
sphere.nd.multiplatform.doc/info/ae/ae/welcé6tech msg.html

5.2.8 Data layer

The data layer in the topology refers to a variety of back-end resources holding
real business data and logic for the enterprise. The enterprise applications
running on WebSphere Application Server access these resources to build
responses for the users and to update data based on user input. This can be a
database, an enterprise information system (EIS), a transaction monitor such as
CICS, a Web service, and so forth.

5.3 Topologies in detail

Due to the vast amount of configuration possibilities, WebSphere Application
Server provides many different configuration options to fit almost every
requirement. In this section we discuss some basic configuration topologies
(which can also be combined), depending on the requirements of your
environment.

Notes:

» WebSphere Application Server V7.0 allows you to create profiles either
graphically using the Profile Management Tool (pmt) or through the
manageprofiles command. As for traceability reasons, the
command-based creation is preferred. The samples in this chapter are
based on the manageprofiles command.

» On the z/OS platform, all the topologies introduced in this section profit
from the workload management capabilities offered from the Workload
Manager component and the WebSphere Application Server for z/OS. This
management allows you to set and keep performance-focused SLAs on a
transactional level.

For more information about the workload management capabilities for the
WebSphere Application Server for z/OS refer to 14.1.6, “Workload
management for WebSphere Application Server for z/OS” on page 428.
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5.3.1 Stand-alone server topology

The topologies in this section all use a Web server as a front-end device. This
has the benefit of not deploying an application server in the DMZ as well as using
the Web server for caching purposes.

Application server

A stand-alone server topology refers to the installation of WebSphere Application
Server on one single (physical) machine or logical partition (LPAR) with one
application server only. This topology does not provide any load balancing or high
availability capability at all. You should be aware of the risks when implementing
such a topology.

Note: A stand-alone application server on the z/OS platform offers some
degree of load balancing and high availability for the application itself.
WebSphere Application Server for z/OS uses multi-servant regions, best
thought of as a special application cluster to build each application server.
This provides one application image to the user while running multiple,
independent instances of the application.

The use of multiple application images or not can be configured by the system
administrator. For more information refer to 14.1.4, “Structure of an application
server’ on page 422.

Web server

Although you can install the Web server on the same system as WebSphere
Application Server, and you can even direct HTTP requests directly to the
application server, you should have a Web server in a DMZ as a front-end to
receive requests. The Web server is located in a DMZ to provide security,
performance, throughput, availability, and maintainability, while the application
server containing business logic is located securely in a separate network.
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Figure 5-2 illustrates such a topology.
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Figure 5-2 Stand-alone Server topology with Web server in a DMZ

Advantages

The advantages to a stand-alone server topology are as follows:

» Allows sizing and configuration of servers appropriately to each task

By installing components (Web server and application server) on separate
systems or z/OS images, each can be sized and configured to optimize the
performance of the various component.

» Removes resource contention

By physically separating the Web server from the application server, a high
load of static requests will not affect the resources (processor, memory, and
disk) available to WebSphere, and does not affect its ability to service
dynamic requests. The same applies when the Web server serves dynamic
content using other technologies, such as common gateway interface (CGl).

» Increases maintainability due to component independence

Server components can be reconfigured, or replaced, without affecting the
installation of other components, because they are on separate machines or

LPARs.

Chapter 5. Topologies

141




» Increased security by using a DMZ

Isolating the Web server in a DMZ protects the business applications and
data in the internal network by restricting access from the public Web site to
the servers and databases where this information is stored. We suggest
avoiding topologies in which servers in the DMZ have direct access to the
database storing business or other security sensitive data.

Disadvantages
The disadvantages to a stand-alone server topology are as follows:

» Requires additional deployment

The plug-in configuration file is generated on the WebSphere Application
Server machine and must be copied to the Web server machine each time a
configuration change occurs, which affects requests for applications. Although
WebSphere Application Server V7.0 provides tools to automate this step, not
every environment is suitable to use these tools.

» Possible drop of performance

Depending on the network capacity and the distance of the Web server, the
network response time for communications between the application server
and Web server can limit the application response time. To prevent this,
ensure that you have an adequate network bandwidth between the Web
server and the application server.

» Additional security overhead due to SSL communication

When using SSL communication from the client to the Web server, the
communication from the plug-in to the application server must be encrypted
to avoid tat sensitive data being “sniffed” on the network. This additional
encryption introduces a performance penalty and increased resource use.
From a security perspective, we suggest configuring the connection from the
plug-in to the Web container, so that the plug-in and Web container must
mutually authenticate each other using certificates. This prevents
unauthorized access to the Web container.

» Additional systems to administer

With the Web server running on a separate system, there is one more system
to manage and to operate, which increases the operation cost of the
environment.
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Installation and configuration
To set up an environment as illustrated in Figure 5-2 on page 141 the following
installation and configuration steps are required:

System A
Perform the following steps to install and configure System A.

1. Install and configure a supported Web server.

2. Install and configure the WebSphere Application Server Plug-in for the Web
server.

System B

Perform the following steps to install and configure System B.

1. Install WebSphere Application Server V7.0

2. Create an application server profile using the following profile template:
<app_server_root>/profileTemplates/default

3. Create a Web server definition through the Integrated Solutions Console or
through the wsadmin scripting interface.

Note: The Web server definition is used by the application server to
generate the plug-in configuration file. In a stand-alone topology, only one
Web server can be defined to the configuration and it must be an
unmanaged Web server.

5.3.2 Vertical scaling topology

Vertical scaling (depicted in Figure 5-3 on page 144) refers to configuring
multiple application servers on a single machine or LPAR and creating a cluster
of associated application servers all hosting the same applications. All members
of the application server appear as one logical unit serving the applications
deployed to the cluster.

Keep in mind that a WebSphere Application Server cluster can only be
implemented with the Network Deployment or the z/OS packages.
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Figure 5-3 Vertical scaling topology with WebSphere Application Server

This vertical scaling example includes a cluster and three cluster members. The
Web server plug-in routes the requests according to the application server’s
availability. Some basic load balancing is performed at the Web server plug-in
level based on a weighted round-robin algorithm.

Note: The illustration in Figure 5-3 is intended to show a vertical scaling

topology of application servers but still contains several single points of
failures.

Vertical scaling can be combined with other topologies to optimize the
performance, throughput, and availability.
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Advantages
Implementing vertical scaling in your topology provides the following advantages:

>

Optimized resource use

With vertical scaling, each application server running its own JVM uses a
portion of the machine’s processor and memory. The number of application
servers on a system can be increased or decreased to optimize the resource
use of the machine.

Growth beyond the limits of a single JVM

A vertical scaling implementation allows you to grow with your implementation
beyond the limits of a single JVM as you can run multiple JVMs in parallel.

Benefits from WebSphere Application Server workload management
capabilities

As vertical scaling is implemented through clusters, it allows you to benefit
from WebSphere Application Server workload management.

Failover support

Due to the fact that vertical scaling is implemented using clusters, vertical
scaling topologies can also take advantage of the failover support provided by
WebSphere Application Server. If one of the application server processes is
stopped, the remaining cluster members will continue to process and realign
the workload.

Disadvantages
If you are using vertical scaling, there are some limitations and possible
drawbacks to consider:

» Single points of failure

Unless you combine the vertical scaling architecture with horizontal scaling,
you still have single points of failure (like hardware, operating system
processes and so on) in your architecture .

Additional overhead

To implement vertical scaling you need WebSphere Application Server
Network Deployment. You need additional application server processes like
the deployment manager and the node agent process to manage such an
environment.

Additional planning and implementation work required

To benefit from the load balancing and failover capabilities, you need to plan
for these scenarios. For example, to benefit from failover mechanism, you
need to think about what is required for a successful failover (like session data
and so forth) and size for all possible situations carefully.
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Installation and configuration
The following list indicates the minimum software configuration that you need for
the topology shown in Figure 5-3 on page 144:

System A
Perform the following steps to configure System A:

1. Install and configure a supported Web server.

2. Install and configure the WebSphere Application Server Plug-in for the Web
server.

System B
Perform the following steps to configure System B:

1. Install WebSphere Application Server V7.0.

2. Create an application server profile using the
<app_server_root>/profileTemplates/managed profile template. Federate this
profile to the deployment manager on server C either during profile creation or
by running the addNode command after the profile creation.

Alternatively you can create an application server profile using the
<app_server_root>/profileTemplates/default profile template and federate the
node to the deployment manager running on System C by using the addNode
command.

System C
Perform the following steps to configure System C:
1. Install WebSphere Application Server V7.0.

2. Create an application server profile using the profile template
<app_server_root>/profileTemplates/dmgr template or use the
<app_server_root>/profileTemplates/management template and specify
-serverType as DEPLOYMENT_MANAGER.

3. Create an Web server definition through the Integrated Solutions Console or
through the wsadmin scripting interface.

4. Create a WebSphere Application Server cluster with three cluster members
on System B.
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5.3.3 Horizontal scaling topology

Horizontal scaling means to create one logical unit of servers across multiple
systems or LPARs where each member of the unit is able to serve each request.
Horizontal scaling at the application server tier does not require an IP sprayer. If
you want to scale at the Web server tier as well, we suggest that you implement
an IP sprayer.

We first introduce a topology without an IP sprayer and then one with the IP
sprayer component (see“Horizontal scaling topology with an IP sprayer” on
page 150).

Horizontal scaling topology without an IP sprayer

The topology shown in Figure 5-4 lets a single application span multiple
machines, while presenting itseft as a single logical image. In this example, the
WebSphere Application Server cluster spans System B and System C, each with

one application server. The deployment manager is installed on a separate
server, System D.

Outside Word | DMZ | Internal Network

L L

System D

Deployment

Manager

I Web Server _l | | Application
_'I\_‘ = 5 Server 1
= S
P user |\ R “_(; i and Security
‘\___.. N § 'g Application |/ Services
E 2 o Server2 |:
T o a

Cluster

System A System B

Existing
applications
-|- -|- and data

Figure 5-4 Horizontal scaling with cluster
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The Web server plug-in distributes requests to the cluster members on each
server performing load balancing and offers an initial failover just as it does in the
vertical clustering topology. If any component (hardware or software) on System
B fails, the application server on System C can continue to serve requests, and
vice versa.

Note: The illustration in Figure 5-4 is intended to show a horizontal scaling
topology of application servers but still contains single points of failure
(namely, the Web server). To avoid these single points of failures you have to
enhance the topology as shown in “Horizontal scaling topology with an IP
sprayer” on page 150.

Advantages
Horizontal scaling using clusters provides the following advantages:

» Improved throughput

As multiple systems are servicing your client requests simultaneously without
competing for resources, you can expect improved throughput from your
installation.

» Improved response times

Hosting cluster members on multiple machines enables each cluster member
to make use of its machine's processing resources, avoiding bottlenecks and
resource contention. Therefore, response times will improve in most
scenarios.

» Benefits from WebSphere Application Server workload management
capabilities
As horizontal scaling is implemented through clusters, it benefits from
WebSphere Application Server workload management.

» Provides enhanced failover support

As the cluster members are spread over multiple systems, this topology
provides hardware failover capabilities. Client requests can be redirected to
cluster members on other machines if a machine goes offline. The outage of a
system or an operating system failure does not stop your service from
working.
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Disadvantages
Horizontal scaling using clusters has the following disadvantages:

» Increased resources used

As multiple systems are required to implement this topology, the hardware
cost will increase.

To implement vertical scaling you need WebSphere Application Server
Network Deployment. Therefore, you need additional application server
processes like the deployment manager and the node agent process to
manage such an environment. This increases overhead and the memory
footprint of the installation.

» More complex administration

The maintenance and administration of the environment are more complex as
the number of systems increases.

Installation and configuration
The following sections indicate the minimum software configuration steps that
you need to perform for the topology shown in Figure 5-4 on page 147:

System A
Perform the following steps to configure System A.

1. Install and configure a supported Web server.

2. Install and configure the WebSphere Application Server Plug-in for the Web
server.

System B and System C
Perform the following steps to configure System B and System C.

1. Install WebSphere Application Server V7.0.

2. Create an application server profile using the
<app_server_root>/profileTemplates/managed profile template and federate
this profile to the deployment manager on system D either during profile
creation or by running the addNode command after the profile creation.

Alternatively, you can create an application server profile using the
<app_server_root>/profileTemplates/default profile template and federate the
node to the deployment manager running on System D by using the addNode
command.
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System D
Perform the following steps to configure System D.

1. Install WebSphere Application Server V7.0.

2. Create an application server profile using the profile template
<app_server_root>/profileTemplates/dmgr template, or use the
<app_server_root>/profileTemplates/management template and specify
-serverType as DEPLOYMENT_MANAGER

3. Create a Web server definition through the Integrated Solutions Console or
through the wsadmin scripting interface.

4. Create a WebSphere Application Server cluster with one cluster member on
System B and one cluster member on System C.

Horizontal scaling topology with an IP sprayer

Load balancing products can be used to distribute HTTP requests among Web
servers running on multiple physical machines. The Load Balancer component of
Network Dispatcher, for example, is an IP sprayer that performs intelligent load
balancing among Web servers based on server availability and workload.

Figure 5-5 on page 151 illustrates a horizontal scaling configuration that uses an
IP sprayer to redistribute requests between Web servers on multiple machines.
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Note: To reduce the number of systems, and to demonstrate the co-location
capabilities of the Edge components Load Balancer, in Figure 5-5 the Load
Balancer and the Web server are installed on the same system. The Web
servers can be installed on separate systems in the DMZ as well. Consult the
Edge Components, Version 7.0 Information Center for supported network
configuration. See the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.
websphere.edge.doc/welcome.html

The active Load Balancer hosts the highly available TCP/IP address, the cluster
address of your service and sprays requests to the Web servers. At the same
time, the Load Balancer keeps track of the Web servers health and routes
requests around Web servers that are not available. To avoid having the Load
Balancer be a single point of failure, the Load Balancer is set up in a hot-standby
cluster. The primary Load Balancer communicates its state and routing table to
the secondary Load Balancer. The secondary Load Balancer monitors the
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primary Load Balancer through heartbeat and takes over when it detects a
problem with the primary Load Balancer. Only one Load Balancer is active at a
time.

Both Web servers are active at the same time and perform load balancing and
failover between the application servers in the cluster through the Web server
plug-in. If any component on System C or System D fails, this should be detected
by the plug-in and the other server can continue to receive requests.

Advantages
Using an IP sprayer to distribute HTTP requests has the following advantages:

» Improved performance

By distributing incoming TCP/IP requests (in this case, HTTP requests)
among a group of Web servers, the workload is spread and you can expect
improved performance.

» Increased capacity

The usage of multiple Web servers increases the number of connected users
that can be served at the same time.

» Elimination of the Web server as a single point of failure.

Used in combination with load balancers this topology eliminates the Web
server as a single point of failure.

» Improved throughput and performance

By maximizing parallel processor and memory usage you can expect
increased throughput and performance.

Disadvantages

The usage of Load Balancer has some drawbacks most of which are cost
related, namely:

» Increased complexity

This configuration requires the Load Balancer component to be installed and
maintained. Therefore, it increases the installation and configuration
complexity. As the Load Balancer is running on a separate system there are
more systems to manage and to operate, which in turn, increases the cost for
the operation of the environment.

152 WebSphere Application Server V7.0: Concepts, Planning, and Design



Installation and configuration

The following sections indicate the minimum software configuration that you need
for the topology shown in Figure 5-5 on page 151:

System A and System B
Perform the following steps to configure System A and System B.

1.

Install WebSphere Edge components Load Balancer.

2. Configure the Load Balancer component according to your network topology.
3.
4. Install and configure the WebSphere Application Server Plug-in for the Web

Install and configure a supported Web server.

server.

System C and System D
Perform the following steps to configure System C and System D.

1.
2.

Install WebSphere Application Server V7.0.

Create an application server profile using the
<app_server_root>/profileTemplates/managed profile template and federate
this profile to the deployment manager on system E either during profile
creation or by running the addNode command after the profile creation.

Alternatively you can create an application server profile using the
<app_server_root>/profileTemplates/default profile template and federate the
node to the deployment manager running on System E by using the addNode
command.

System E
Perform the following steps to configure System E.

1.
2.

Install WebSphere Application Server V7.0.

Create an application server profile using the profile template
<app_server_root>/profileTemplates/dmgr template or use the
<app_server_root>/profileTemplates/management template and specify
-serverType as DEPLOYMENT_MANAGER.

Create the Web server definitions through the Integrated Solutions Console or
through the wsadmin scripting interface.

Create a WebSphere Application Server cluster using the Integrated
Solutions Console or wsadmin with one cluster member on System C and one
cluster member on System D.
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5.3.4 Reverse proxy topology

Reverse proxy servers, like the one provided with the Edge components or the
DMZ secure proxy, are typically used in DMZ configurations for two major
reasons:

» To provide additional security between the public Internet and the Web
servers (and application servers)

» To increase performance and reduce the load on the servers by content
caching

The topology shown in Figure 5-6 illustrates the use of a reverse proxy server.
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Figure 5-6 Topology using an Edge Components reverse proxy

Note: The illustration in Figure 5-6 is intended to provide an overview of what
a topology, containing a reverse proxy might look like. The reader should be
reminded that high availability is not incorporated here. To achieve high
availability it would be required to have multiple reverse proxy servers and two
sets of Load Balancer cluster addresses. One cluster address for the proxy
servers and one cluster address for the Web servers.
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In this example, a reverse proxy in the DMZ listens on the HTTP and HTTPS port
(typically port 80 and 443) for requests. The reverse proxy intercepts the
incoming requests and verifies if there is a valid copy of the requested object in
its cache. If a valid, cached version is found, the cached copy is returned to the
client. If no valid copy of the requested object is found in the local cache it
forwards those requests to the Web server in the internal network. Responses
are returned through the reverse proxy to the Web client, hiding the Web server
from the clients and allowing the proxy server to store a copy of the object in the
local cache, if the configuration permits.

Reverse proxy configurations support high-performance DMZ solutions that
require as few open ports in the firewall as possible. The reverse proxy requires
only one open port per protocol to access the Web server behind the firewall.

Advantages

Advantages of using a reverse proxy server in a DMZ configuration are as
follows:

» Independent configuration

The reverse proxy installation has no effect on the configuration and
maintenance of a WebSphere application.

» Improved performance due to caching

As the reverse proxy server provides caching capabilities, in most cases it can
respond faster to client requests because objects can be served out of the
cache. In most cases the response time and performance will improve.

» Off loading the Web servers

The reverse proxy servers delivered with WebSphere Application Server V7.0
provide caching capabilities, off-loading the Web servers and the application
servers if dynamic caching is supported as well.

Disadvantages
Disadvantages of a reverse proxy server in a DMZ configuration are as follows:
» Increased complexity

This configuration requires an the Caching Proxy component to be installed
and maintained, increasing the installation and configuration complexity. As
the Load Balancer is running on a separate system there are more systems to
manage and to operate, which in turn, increases the cost for the operation of
the environment. Consider these costs against the advantages you realize.

» Increased latency for non-cacheable objects

Requests for non-cacheable objects increase network latency and lower
performance To be effective, a sufficiently high cache hit rate is required.
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Installation and configuration: Edge Proxy
The following sections indicate the minimum software configuration that you need
for the topology shown in Figure 5-6 on page 154.

System A
Perform the following steps to configure System A.

a. Install WebSphere Edge components.
b. Configure the required proxy directives in ibmproxy.conf.

System B
Perform the following steps to configure System B.

a. Install and configure a supported Web server.

b. Install and configure the WebSphere Application Server plug-in for the
Web server WebSphere Application Server (Express, Base, or Network
Deployment).

c. Create an application server profile.

d. Install WebSphere Application Server V7.0.

e. Create an application server profile using the
<app_server_root>/profileTemplates/default profile template .

f. Create an Web server definition through the Integrated Solutions Console
or through the wsadmin scripting interface.

Installation and configuration: DMZ secure proxy

When you plan to use the DMZ secure proxy instead of the Edge Proxy you must
be aware that you need WebSphere Application Server Network Deployment.
The DMZ secure proxy is not supported when using the base version of
WebSphere Application Server. Therefore, the topology will slightly change and
look similar to the illustration as shown in Figure 5-7 on page 157.
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Figure 5-7 Topology using a DMZ secure proxy server

The following sections indicate the minimum software configuration steps you
need to perform for the topology shown in Figure 5-7. In this example, we are
assuming that the DMZ secure proxy is set up with security level HIGH and
therefore supports only static routing.

System A

Perform the following steps to configure System A.

1. Install the DMZ secure proxy software package.

2. Create an Application Server Profile using the
<app_server_root>/profileTemplates/secureproxy template.
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System B
Perform the following steps to configure System B.

1. Install WebSphere Application Server V7.0

2. Create an application server profile using the
<app_server_root>/profileTemplates/managed profile template. Federate this
profile to the deployment manager on system C either during profile creation,
or by running the addNode command after the profile creation.

Alternatively you can create an application server profile using the
<app_server_root>/profileTemplates/default profile template and federate the
node to the deployment manager running on System C by using the addNode
command.

System C
Perform the following steps to configure System C.

1. Install WebSphere Application Server V7.0.

2. Create an application server profile using the profile template
<app_server_root>/profileTemplates/dmgr template or use the
<app_server_root>/profileTemplates/management template and specify
-serverType as DEPLOYMENT_MANAGER.

3. Create WebSphere Application Server clusters or un-clustered servers on
System B.

4. Deploy the applications to the application servers and make sure they are
started.

5. Because we are setting up a DMZ secure proxy with security level HIGH, only
static routing is supported. We have to export the routing information by
performing the following steps:

a. Gotothe <profile_root>/bin directory of the deployment manager profile

b. Startwsadmin.bat(sh) -lang jython using the Jython scripting language
and run the commands shown in Example 5-1 to export the static routing
information.

Example 5-1 Sample Jython code to export static routing information

mbean=AdminControl.queryNames('*:*,type=TargetTreeMbean,process=dmgr')
AdminControl.invoke(mbean, 'exportTargetTree',
'<directory>/targetTree.xml"')

6. Copy the file <directory>/targetTree.xml to System A.
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7. Create an application server profile using the
<app_server_root>/profile Templates/management profile template and specify
-serverType as ADMIN_AGENT to create the administrative agent profile.

8. Create an Application Server Profile using the
<app_server_root>/profileTemplates/secureproxy template.

Note: The profiles for the administrative agent and the DMZ secure proxy
are for administration purposes only. The DMZ secure proxy server is a
configuration-only profile. This means that the server cannot be started or
used for any work. This server is an administrative place-holder for the
DMZ secure proxy server on System A. If you try to start the
configuration-only profile, it will fail with the following error message in the
SystemOut.log:

Caused by:
com.ibm.ws.proxy.deployment.ProxyServerDisabledException: This
secure proxy server is part of a configuration-only installation
and cannot be started.

Tip: It is recommended to name the proxy server and the node name in the
configuration-only profile on System C the same as you did when creating
the proxy server on System A using parameters: -serverName and
-nodeName when running manageprofiles.

9. Register the DMZ secure proxy configuration-only profile to the Administrative
agent.

10.Use the Integrated Solutions Console from the administrative agent to
manage the DMZ secure proxy configuration-only template.

11.Export the configuration-only DMZ secure proxy to move the changes over to
the real DMZ secure proxy. You need to perform the following steps:

a. Go to the <profile_root>/bin directory of the configuration-only DMZ
secure proxy profile.

b. Startwsadmin -lang jython -conntype NONE.
¢. Run the command shown in Example 5-2 to export the proxy profile.

Example 5-2 Sample code to export proxy profile

AdminTask.exportProxyProfile('[-archive
<directory>/DMZProxy.car]"

12.Copy the file <directory>/DMZProxy.car to System A.
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System A
1. Copy the file targetTree.xml to the <profile_root>/staticRoutes directory.

Note: The static routing information is not updated automatically.
Whenever there is a change (for example when an application is installed
or removed) the routing information needs to be manually refreshed. The
DMZ secure proxy servers needs to be restarted after each refresh of the
routing information to activate the change. If this is not feasible you need to
switch the dynamic routing to use a lower security level.

2. Go to the <profile_root>/bin directory and start wsadmin -lang jython
-conntype NONE.

3. Import the profile changes from <directory>/DMZProxy.car by running the
wsadmin command shown in Example 5-3.

Example 5-3 Sample code to import proxy profile

AdminTask.importProxyProfile('-archive <directory>/DMZProxy.car
-deleteExistingServers true')
AdminConfig.save()

4. Start the DMZ secure proxy server.

5.3.5 Topology with redundancy of multiple components

160

To remove single points of failure in a topology, redundant components are
added. Most components in a WebSphere Application Server topology provide
the options to implement redundancy. For example, Load Balancer hot standby
server with the primary Load Balancer server, clustered Web servers, clustered
application servers, and so forth. The topology shown in Figure 5-8 on page 161
illustrates the minimum WebSphere components used in an installation with the
usual high availability requirements (whereby the number of application servers
might vary).
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Figure 5-8 illustrates a topology with redundancy of several components.
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Figure 5-8 Topology with redundancy of several components

The following components are redundant in this example:
» Two clusters of Load Balancers

In the illustrated topology there are two clusters of load balancers. Each of the
clusters provides a highly available cluster address. The first cluster, which
runs on System A with System B as hot standby, provides the cluster address

for the reverse proxies. This cluster address is used by the clients to access
the service.

The second cluster runs on System E, with System F as hot standby, provides
the cluster address for the Web servers, and is used by the proxy servers to
retrieve content if user requests cannot be served out of the cache. Refer to

“Horizontal scaling topology with an IP sprayer” on page 150 for a high level
overview how Load Balancers work.
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Note: Each Load Balancer installation can host multiple cluster addresses.
You do not necessarily need a separate installation for each cluster
address.

» Two reverse proxy servers

Both of the reverse proxy servers (running on System C and System D) are
receiving requests from the Load Balancer and share the requests coming
from the clients. Each proxy server is installed on a different system to provide
a maximum level of redundancy. Keep in mind that both reverse proxy servers
must have an identical configuration.

» Two Web servers

Each Web server, one running on System G and the other one on System H,
receives requests from the second Load Balancer cluster and shares the
requests that come from the reverse proxies. Each Web server is installed on
a different machine but they must have an identical configuration.

» An application server cluster

The cluster is spread across four server systems and implements a
combination of vertical and horizontal scaling. The cluster consists of eight
cluster members, two on each server. Although the application servers are
grouped together in one cluster, they might originate from different
installations. The application servers on System I, for example, could be two
separate installations of WebSphere Application Server. The application
servers on System J could be profiles of a single installation.

» Two database servers

The database servers need to be made highly available using database
system specific tools or operating system-based clustering software.

» Two LDAP servers

The LDAP servers could use a high availability software product (like another
Load Balancer) or the backup LDAP server support (as provided through
federated repositories user registry in WebSphere Application Server). The
LDAP servers must have identical structure and user population.

This topology is designed to maximize performance, throughput, and availability.
It incorporates the benefits of the other topologies that have been discussed
earlier in this chapter.
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Advantages
The major advantages of this topology are as follows:
» Most single points of failure eliminated

There are no single points of failure. The Load Balancer node, reverse proxy
server, Web server, application server, database server, and LDAP server are
set up in a redundant way.

Note: There are still components in this topology, such as the deployment
manager, cell-wide services like the HAManager, and JNDI, which are not
highly available.

» Horizontal scaling in place

Horizontal scaling is done by using both the IP sprayer (for the reverse proxy
and the Web server nodes) and application server cluster technology to
maximize availability. The benefits from horizontal scaling are discussed in
5.3.3, “Horizontal scaling topology” on page 147.

» Improved application performance

In most cases the application performance is improved by using the following
techniques:

— Hosting application servers on multiple physical machines, z/OS images,
or both to optimize the usage of available processing power.

— Using clusters to scale application servers vertically, which makes more
efficient use of the resources of each machine.

» Using workload management technologies

Applications in this topology can benefit from workload management
techniques. In this example, workload management is performed as follows:

— Load Balancer Network Dispatcher to distribute client HTTP requests to
each reverse proxy server

— Load Balancer Network Dispatcher to distribute requests from the proxy
servers to each Web server

— WebSphere Application Server Network Deployment workload
management feature to distribute work among clustered application
servers
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Disadvantages

The major disadvantages of this topology is increased cost. This combined
topology has the disadvantages of costs in hardware, complexity, configuration,
and administration. Consider these costs in relation to advantages in
performance, throughput, and reliability.

Note: As this topology is a combination of topologies described before, the
disadvantages of the other base topologies apply here as well.

Installation and configuration

The following sections indicate the minimum software configuration that you need
for the topology shown in Figure 5-8 on page 161:

System A, System B, System E and System F
Perform the following steps to configure System A, System B, System E and
System F.

1. Install WebSphere Edge components Load Balancer.
2. Configure the Load Balancer component according to your network topology.

Note: Keep in mind that System A and System B form one cluster and that
System E and System F form another, different cluster

System C and System D

To configure System C and System D, install and configure the Edge
Components Caching Proxy.

Note: If you plan to implement the DMZ secure proxy you would not need the
Systems G and H.

System G and System H
Perform the following steps to configure System G and System H.

1. Install and configure a supported Web server.
2. Install and configure the WebSphere Application Server Plug-in for the Web
server.
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Servers I, J, K, and L
Perform the following steps to configure Servers |, J, K, and L.

1.
2.

Install WebSphere Application Server V7.0.

Create an application server profile using the
<app_server_root>/profileTemplates/managed profile template. Federate this
profile to the deployment manager on System M either during profile creation
or by running the addNode command after the profile creation.

Alternatively you can create an application server profile using the
<app_server_root>/profileTemplates/default profile template and federate the
node to the deployment manager running on System C by using the addNode
command.

Server M
Perform the following steps to configure Server M.

1.
2.

Install WebSphere Application Server V7.0.

Create an application server profile using the
<app_server_root>/profileTemplates/dmgr profile template, or use the
<app_server_root>/profileTemplates/management template and specify
-serverType as DEPLOYMENT_MANAGER.

. Create an Web server definitions through the Integrated Solutions Console or

through the wsadmin scripting interface.

Create a WebSphere Application Server cluster with two cluster members on
System |, J, K, and L.
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5.3.6 Heterogeneous cell

Cells can span servers across multiple heterogeneous operating systems like
z/OS sysplex environments and distributed platforms. For example, z/OS nodes,
Linux nodes, UNIX nodes, and Microsoft Windows nodes can exist in the same
application server cell. This kind of configuration is referred to as a
heterogeneous cell. With WebSphere Application Server V7.0, there are many
different topologies that are possible to compose a heterogeneous cell, as shown

in Figure 5-9.
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WebSphere Application Server Version 7.0 products can coexist with the
following supported versions:

v

vVVyVYyVYVYYVYYVvYYyY

IBM WebSphere Application Server Version 5.1

IBM WebSphere Application Server Network Deployment Version 5.1
IBM WebSphere Application Server Version 5.1 for z/OS

IBM WebSphere Application Server Version 6.0

IBM WebSphere Application Server Network Deployment Version 6.0
IBM WebSphere Application Server Version 6.0 for z/OS

IBM WebSphere Application Server Version 6.1

IBM WebSphere Application Server Network Deployment Version 6.1
IBM WebSphere Application Server Version 6.1 for z/OS

WebSphere Application Server Version 5.1, Version 6.0, and Version 6.1 clients
can coexist with Version 7.0 clients.

Advantages

This topology is designed to maximize performance, throughput, and availability.
It incorporates the benefits of the other distributed server topologies and adds
the possibility to mix different operating systems. Advantages are as follows:

>

>

Benefits from horizontal and vertical scaling described in previous sections
Flexible deployment of components

Components can be deployed to systems on which they provide the best
value and effectiveness.

Easier integration and reuse of existing software components

As multiple systems can be included in the cell, the integration of existing,
platform-specific software components is much easier.

Easier migration

Running different versions and platforms of WebSphere Application Server in
a cell is a possible migration approach for migrating WebSphere Application
Server versions. Although this is a supported environment mixed version cells
should not be considered a permanent solution.
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Disadvantages
The disadvantages of this topology are as follows:

» Complex administration

Due to the heterogeneous environment, the administration is complex and
requires administrator knowledge for all platforms.

» Increased administration and operational costs

This combined topology has the disadvantages of costs in hardware,
configuration, and administration. Consider these costs in relation to gains in
performance, throughput, and reliability.

For information about planning and system considerations required to build a
heterogeneous cell, see the IBM White Paper WebSphere for z/OS --
Heterogeneous Cells, available at the following Web page:

http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP100644

5.3.7 Multi-cell topology

168

The topologies introduced in 5.3.5, “Topology with redundancy of multiple
components” on page 160, and in 5.3.6, “Heterogeneous cell” on page 166
provide a high level of availability and redundancy of all sorts of WebSphere
components. Nevertheless, application software problems or malfunctioning of
cell level components such as high availability manager, though rare, are
potential threats to the availability of your service.

High availability and disaster recovery are two terms that need to be addressed
differently. A possible approach would be a two cell architecture as outlined in
Figure 5-10 on page 169
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This topology is basically a duplication of the topology introduced in 5.3.5,
“Topology with redundancy of multiple components” on page 160. Here we are
implementing independent cells, both providing service. Even cell level problems

can be handled quickly in this topology, as full cells can activated and deactivated
as needed.
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Advantages
This topology provides the following advantages:

>

Provides all the advantages defined in 5.3.5, “Topology with redundancy of
multiple components” on page 160

Allows you to react quickly to cell level problems
Allows stepwise WebSphere upgrades

This topology allows independent releases of WebSphere Application Server
software in each cell. Therefore, each cell can up upgraded on its own. This
lowers the risk of an upgrade and provides a fall-back scenario in case of
upgrade problems.

Allows stepwise application upgrades

Using this topology allows independent application releases in each cell and
provides a quick fall back scenario in case you determine application
problems in your production environment®.

Possible approach for disaster recovery

If the cells are located in different data centers, it is a possible approach for a
disaster recovery solution from a WebSphere perspective.

Note: The topology illustrated in Figure 5-10 is not a complete solution for
disaster recovery. For a real disaster recovery solution implementation
several issues need to be addressed:

How do you route traffic to each of the cells?

How will you handle affinity of requests?

How will you handle session data?

How will you handle security data?

How will you address the data replication and consistency challenge?
How will you handle a cell fail-over for each type of requests in your
application? Web requests, SIP requests, EJB Requests, Web services
and so forth

vVVyVvyVvYyYyvyy

Co-location of cells is possible

You can collocate the two cells on the same systems to achieve the software
release independence described before. Be aware that this limits the disaster
recovery usability.

2 Of course this requires some sort of compatibility between application software releases
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Disadvantages
This topology offers the following disadvantages:

» Increased cost

This multi-cell topology has the disadvantages of costs in hardware,
complexity, configuration, and administration. But you need to consider these
costs in relation to gains in performance, throughput, and reliability. You will
likely have specific requirements to consider an architecture like that.

Note: As this topology is a combination of topologies described before the
disadvantages of these base topologies apply here as well.

Installation and configuration

The installation and configurations steps for this topology are the same as in
“Installation and configuration” on page 164.

5.3.8 Advanced topology using an administrative agent

Even if single server deployments of WebSphere Application Server do not
provide any load-balancing and fail-over capabilities (with the exception of
WebSphere Application Server for z/OS), there are several installation scenarios
where a single server installation is sufficient according to the requirements. To
optimize such single server installations, it makes sense to run multiple single
server environments on one system to fully use the available system capacity.

Flexible management is an improvement in WebSphere Application Server V7.0
to reduce administration cost of large WebSphere deployments. One of the
enhancements of WebSphere Application Server V7.0 addressing this issue is
the administrative agent. For further information about the administrative agent
see 3.1.7, “Administrative agent” on page 63. To optimize the administration of
large single server deployments on one system, the administrative agent can be
used. The purpose of the administrative agent is to reduce the administration
cost and overhead.
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The topology in Figure 5-11 shows a possible topology using an administrative
agent to manage all the single server installations on System B. Instead of
running the Configuration service, Integrated Solutions Console application, and
so forth in each of the application servers, these services are running in the
administrative agent for all profiles. The administrative agent therefore not only
reduces the administrative overhead for the installation but also simplifies the
administration, as all the administrative access uses one central point. Therefore,
you have one URL for the administration instead of multiple URLs.
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Figure 5-11 Topology containing administrative agent

Advantages

The implementation of an administrative agent profile provides several benefits
for the installation as follows:

» Reduced administrative footprint

The administrative footprint is reduced when using multiple single server
installations in the same system.
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» Central access to administration tools

The access to the administrative tools (Integrated Solutions Console,
wsadmin) is simplified, as all access is through the administrative access.
Only one URL is used instead of multiple URLs, as without administrative
agents.

» Less firewall ports required

If there is a firewall between administrator’s workstation and the servers, less
ports need to be opened on the firewall. You only need accessibility to the
administrative agent instead to each application server.

Disadvantages

The implementation of an administrative agent profile has the disadvantage of
requiring an additional JVM.

An additional JVM is running on the system. It requires multiple single servers to
manage through the administrative agent to avoid an increased memory footprint
for the overall solution.

Installation and configuration

To setup an environment as illustrated in Figure 5-11 on page 172 the following
installation and configuration steps are required:

System A
Perform the following steps to configure System A.

1. Install and configure a supported Web server.

2. Install and configure the WebSphere Application Server plug-in for the Web
server.

Note: In this topology there are multiple ways to install and configure your
Web server. You can run one instance of a Web server, multiple instances
of the same Web servers or even multiple installations if different Web
servers. All you have to make sure that each Web server’s plug-in points to
the correct application server on System B.

System B
Perform the following steps to configure System B.

1. Install WebSphere Application Server V7.0.

2. Create as many application server profiles using the
<app_server_root>/profileTemplates/default profile template as required.
These are your single server profiles running your applications.
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3. Create an application server profile using the
<app_server_root>/profileTemplates/management profile template and
specify -serverType as ADMIN_AGENT.

This step creates the administrative agent profile.

4. Go to the binary directory of your Administrative profile and register each
single server profile to the administrative agent (registerNode).

5. Open the Integrated Solutions Console or a wsadmin session to the
administrative agent and select the application server you want to manage.

6. For each single server installation, create an Web server definition as needed
for your environment.

5.3.9 Advanced topology using a job manager

Under the aspect of flexible management in WebSphere Application Server V7.0,
the job manager function was introduced as a second component beside the
administrative agent. For more information about the job manager, see 3.1.8,
“Job manager” on page 64.

The job manager addresses scalability issues of the administrative runtime if the
components are spread over multiple remote locations. An example of such a
deployment is a typical branch deployment where central management is desired
but the nodes themselves are in branch locations.

The job manager uses a loosely coupled asynchronous administration model to
manage a number of remote endpoints. The job manager introduces different
administrative options and flexibility to set up a centralized administration model.
The topology illustrated in Figure 5-12 on page 175 demonstrates a possible
usage of a job manager for the central administration of multiple heterogeneous
environments.
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Figure 5-12 Topology using a job manager

The topology shown in Figure 5-12 is a possible usage scenario for the job
manager. The job manager node on System A acts as a coordinator across
multiple deployment managers (System H and System D) and administrative
agents (System B and System C) through its asynchronous job management
capabilities. Keep in mind that the job manager is no replacement for the
deployment managers or administrative agents. The job manager relies on the
local management capabilities to execute the management jobs.

Advantages
Running a job manager in your environment provides several advantages for the

administration of your deployments:

» Allows central, remote management of multiple different administrative

entities through WAN networks
» Allows local and remote management of each installation
» Enhances the existing management models
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Disadvantages

There are no real disadvantages specific to the job manager, except that you
need an additional JVM (namely the jobmgr application server) running.

Installation and configuration
To set up the environment illustrated in Figure 5-12 on page 175, the following
installation and configuration steps are required:

System A
Perform the following steps to configure System A.

1.
2.

Install WebSphere Application Server V7.0.

Create an application server profile using the
<app_server_root>/profileTemplates/management profile template and
specify -serverType as JOB_MANAGER.

This step creates the job manager profile.

System B and System C
Perform the following steps to configure System B and System C.

1.
2.

Install WebSphere Application Server V7.0.

Create as many application server profiles using the
<app_server_root>/profileTemplates/default profile template as required.
These are your single server profiles running your applications.

Create an application server profile using the
<app_server_root>/profileTemplates/management profile template. Specify
-serverType as ADMIN_AGENT.

This step creates the administrative agent profile.

Go to the binary directory of your Administrative profile and register each
single server profile to the administrative agent (registerNode).

Use wsadmin in the binary subdirectory of the Administration agent profile
directory and register the administrative agent with the job manager by
running the AdminTask.registerWithJobManager task.
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System D and System H
Perform the following steps to configure System D and System H.

1.
2.

Install WebSphere Application Server V7.0.

Create an application server profile using the
<app_server_root>/profileTemplates/dmgr profile template, or use the
<app_server_root>/profileTemplates/management template and specify
-serverType as DEPLOYMENT_MANAGER.

Use wsadmin in the binary subdirectory of the deployment manager profile
directory and register the deployment manager with the job manager by
running the AdminTask.registerWithJobManager task.

Systems E, F, G, I, J, and K
Perform the following steps to configure Systems E, F, G, |, J, and K.

1.

Install WebSphere Application Server V7.0.

2. Create an application server profile using the

<app_server_root>/profileTemplates/managed profile template. Federate this
profile to the proper deployment manager either during profile creation or by
running the addNode command after the profile creation.

Alternatively, you can create an application server profile using the
<app_server_root>/profileTemplates/default profile template and federate the
node to the proper deployment manager by using the addNode command.

Chapter 5. Topologies 177



178 WebSphere Application Server V7.0: Concepts, Planning, and Design



Installation

This chapter provides general guidance for planning the installation of
WebSphere Application Server V7.0 and many of its components. To effectively
plan an installation, you need to select a topology, hardware, and operating
system, and prepare your environment for WebSphere Application Server
installation.

Note: Detailed pre-requisite documentation for WebSphere Application Server
V7.0 can be found in the article System Requirements for WebSphere
Application Server V7.0, which is available at the following Web page:

http://www-01.1ibm.com/support/docview.wss?rs=1808&uid=swg27012284

This chapter contains the following sections:

“What is new in V7.0” on page 180

“Selecting a topology” on page 181

“Selecting hardware and operating systems” on page 181
“Planning for disk space and directories” on page 182
“Naming conventions” on page 184

“Planning for the load balancer” on page 184

“Planning for the DMZ secure proxy” on page 186
“Planning for the HTTP server and plug-in” on page 187
“Planning for WebSphere Application Server” on page 197
“IBM Support Assistant” on page 226

“Summary: Installation checklist’” on page 227

YVVYVYYVYVYVYVYVYYVYY
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This document does not describe the installation process itself. Refer to the
product documentation for details about installing WebSphere Application Server
V7.0. The installation documentation for WebSphere Application Server can be
found in the Information Center at the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web
sphere.nd.doc/info/ae/ae/welc6topinstalling.html

6.1 What is new in V7.0

The following installation-related items are new or changed significantly for the
WebSphere Application Server V7.0 editions for distributed systems:

» Non-root installation

— When installing as a non-root user, the installers for the IBM HTTP Server
and the Web server plug-in installers will now install a private copy of the
IBM Global Security Kit (GSKit). The private copy of the GSKit utility is
installed to sub-directory gsk7 of the products root directory for the product
which installs GSKit. So this is either <web_server_root>/gsk7 or
<plugins_root>/gsk7. This allows for root and non-root installations to use
secure socket layer (SSL) support.

— \Verification of file systems permission before install

Before installing the product, users can verify that the adequate file
permissions exist. This verification can be invoked either during a check
box on the installation summary panel or the -OPT
checkFilePermissions="true" option in the response file when installing
silently. File system verification takes place before the install begins so as
to avoid an undefined product state due to insufficient file permissions.

— Changing ownership to another user after installation

After the installation of WebSphere Application Server, the
<app_server_root>/instutils/chutils command can be used to change
the file ownership to another user or group for future operations.

Note: There are still some limitations when installing WebSphere
Application Server as non-root user. Check the WebSphere Information
Center for details:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.i
bm.websphere.installation.nd.doc/info/ae/ae/cins_nonroot.html?
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Installation language support

The installer for WebSphere Application Server provides fine-grained
language support for the Integrated Solutions Console and the application
server runtime. This allows you to update language or add new packs at a
later time.

Installing maintenance packages

The IBM Update Installer for WebSphere Software V7.0 supports multiple
releases (namely V6.0.2 (from 6.0.2.21 onward), V6.1 and V7.0). A single
installed instance of the Update Installer can be used to install updates to the
above mentioned versions of WebSphere Application Server.

Similar to the WebSphere Application Server installer, the Update Installer
provides a file permission verification feature that allows you to verify file
system permissions before the actual update begins, which reduces the risk
that the installation fails in an undefined state.

6.2 Selecting a topology

Chapter 5, “Topologies” on page 121 describes some common configurations.
Each topology description contains information about the software products
required and the information needed to create the WebSphere Application
Server runtime environment.

After identifying the topology that best fits your needs, map the components from
that topology to a specific hardware and operating system and plan for the
installation of the required products.

6.3 Selecting hardware and operating systems

After selecting a topology, the next step is to decide what platforms you will use to
map the selected topology to a specific hardware. These selections are driven by
several factors:

vyvyyvyy

Existing conditions

Future growth

Cost

Skills within your company
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When you choose the platform or platforms, you can determine the specific
configuration of each server by selecting the processor features, the amount of
memory, the number of direct-access storage device (DASD) arms, and storage
space that is required.

Along with selecting the hardware comes the operating system selection. The
operating system must be at a supported version with a proper maintenance
level installed for WebSphere Application Server to work properly and to get
support. Keep in mind that not every product you receive with WebSphere
Application Server V7.0 is supported on each operating system and platform.

For an updated list of the hardware and software requirements and supported
platforms for WebSphere Application Server V7.0, review the system
requirements for WebSphere Application Server V7.0, available at the following
Web page:

http://www-01.ibm.com/support/docview.wss?rs=1808&uid=swg27012284

6.4 Planning for disk space and directories

182

Before installing WebSphere Application Server components you must provide
sufficient disk space for a successful installation and for an operation of the
environment.

Note: In this section the term file system stands as a synonym for manageable
disk storage. This can be file systems on UNIX-based systems, disk partitions,
and drive letters on Windows, HFS/zFS for z/OS, and so on.

Although WebSphere Application Server products provide a default directory
structure for their components, it might not be the best choice as the default

structure might limit the flexibility or become inconsistent in terms of naming.
Keep in mind that your directory names are bound to the naming rules.

There is no general rule if you should stick to one file system following the default
directory structure or create multiple file systems using different mount points.
Generally, disk space management is more flexible and efficient if you split the
installation in different file systems. Planning your directory structure and file
systems allows you to consider other criteria like performance, backup
requirements and capabilities, availability, and so on.
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Different file systems for the following purposes are useful:

| 2

Application binaries

This file system stores the product binaries as dumped by the installer. When
designing this file system keep in mind that installing maintenance causes this
file system to grow.

Profiles

This file system stores the profile-specific data that defines your runtime
environment. The minimum disk space required depends on the profile type
you create. The amount of user data needed depends on the applications
deployed to the profile.

Log files

The purpose of this file system is to hold the log files of the application
servers. If this file system is not mounted under the default mount point you
have to change the server configuration for each server. This can be
accomplished either through scripting or by using a custom server template.

The size depends on the application and on the log retention policy of the
application servers.

Dumps

System core dumps and Java heap dumps can be large and quickly fill a file
system. Therefore, it is a good practice to redirect system dumps, Java heap
dumps, and the Java core dumps to a dedicated directory.

This avoids a dumping process or Java virtual machine (JVM) filling up file
systems and impacting other running applications. It also allows you to locate
them easily. The size depends on the number of JVMs dumping to this
directory, their individual sizes, the number of dumps you want to retain, and
SO on.

Maintenance packages/CIM repositories

For easier management of your installation packages and your fix packs or
individual fixes you should keep them in a central repository. If you use the
centralized installation manager (CIM), this repository is located on the
deployment manager system.

Note: You do not need this file system on every server. Just maintain one
repository containing all your installation media, fixes, fix packs, and so on,
to have all installables at hand in case you need them.

User data and content

This file system should be used to store other user data and content being
used in the applications.
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6.5 Naming conventions

Naming conventions make the runtime environment more comprehensible. A
consistent naming convention helps standardize the structure of the environment
and allows for easy expansion of the environment and each component.

Naming conventions should be developed, established, and maintained for the
hardware and networking infrastructure, as well as the WebSphere Application
Server infrastructure, applications, and resources. When it comes to naming,
most companies have already developed a working naming convention for
existing infrastructure, and it is usually best to adhere to the existing convention
instead of trying to invent new one specific to WebSphere.

Because naming conventions are also related to many different aspects of a
company, they will vary depending on the characteristics of the environment.
With a proper naming convention, you should be able to understand the purpose
of an artifact by just looking at its name.

When you develop a nhaming convention, take into consideration which hardware
and software components are affected and what naming restrictions apply. On
many systems there are naming restrictions in terms of specific characters and
length of the names. In a heterogeneous environment this might become a pitfall.
Experience shows that it is best to avoid any special or national language
specific characters in the names.

6.6 Planning for the load balancer

Before starting the installation of the load balancer, several planning tasks must
be finished. The first pre-requisite to install the Load Balancer is that the detailed
network planning for your environment is finished and that you have an exact
understanding of the data flow in your environment. Edge Components V7.0 are
shipped with two versions of the Load Balancer:

» Load Balancer for IPv4
» Load Balancer for IPv4 and IPv6

Note: Several features of the Load Balancer for IPv4 were deprecated when
WebSphere Application Server V6.1 was announced. For a detailed list of the
deprecated features see the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.
websphere.nd.multiplatform.doc/info/ae/ae/rmig_depfeat.html#depv6l

Unless you have a specific requirement to use the Load Balancer for IPV4 you
should consider the newer Load Balancer: Load Balancer for IPv4 and IPv6.
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6.6.1 Installation

Before starting with the installation, consult the IBM Information Center for the
type of Load Balancer you will install to ensure that all the required hardware and
software pre-requisites are met. The hardware and software requirements for the
Edge Components can be found at the following Web page:

http://www.ibm.com/support/docview.wss?rs=180&uid=swg27012372

The installation for both types of Load Balancer is done through the
platform-specific package manager. Detailed installation documentation for the
Load Balancer Product can be found at the following Web pages:

» For Load Balancer for IPv4, see the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.
websphere.edge.doc/Tbip4/LBguide.htm#HDRINSTALL

» For Load Balancer for IPv4 and IPv6, see the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.
websphere.edge.doc/1b/info/ae/tins_installlb.html

6.6.2 Configuration

After the installation of the product you have to configure the Load Balancer for
your environment. The two available Load balancers provide a wide variety of
configuration options. You have multiple ways to configure the product and how
the Load Balancer should forward packets. The following sections give an
overview about some of these configuration tools and configuration options.

Configuration interfaces: Load Balancer for IPv4
The Load Balancer for IPv4 provides the following methods for configuration:

» Command line
» Graphical User Interface (GUI)
» Configuration Wizard

Configuration interfaces: Load Balancer for IPv4 and IPv6
The Load Balancer for IPv4 and IPv6 provides the following methods for
configuration:

Command line
Scripts

GUI

Configuration Wizard

v

vvyy
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Forwarding method
Each of the available versions of the Load Balancer provides different methods to
forward packages to the servers to which they are dispatching.

The Load Balancer for IPv4 provides the following forwarding methods:

» Media access control (MAC) level routing
» Network address translation (NAT)/Network address port translation (NAPT)
» Content-based routing (CBR)

Note: NAT/NAPT and the CBR forwarding method are deprecated since
WebSphere Application Server V6.1

The Load Balancer for IPv6 provides the following forwarding methods:

» MAC level routing
» Encapsulation forwarding

Advisors

Advisors are used to keep track of the health of the servers to which the Load
Balancer forwards the IP packets. The settings of the advisors are critical in
terms of how quickly an outage of a server can be determined. The more
frequent the advisor runs the quicker an outage is determined. But as advisors
are basically clients for the TCP/IP protocol used for accessing the server,
frequent advisor runs increase server load and network use.

The Load Balancer products provide a wide variety of build-in advisors ready to
use, but also allow the usage of custom advisors. You can write your own advisor
and configure Load Balancer to make decisions based of the response of your
advisor.

6.7 Planning for the DMZ secure proxy

The DMZ secure proxy is a new feature of the WebSphere Application Server
Network Deployment V7.0 product. In contrast to the WebSphere proxy that was
introduced in WebSphere Application Server V6.0.2, this WebSphere-based
proxy solution is hardened, and therefore suitable to run in a DMZ.

Note: The DMZ follows the same base principles for the installation as
WebSphere Application Server itself. This means that the DMZ secure proxy
differentiates between product binaries and runtime configuration files by
using profiles.
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The WebSphere Application Server DMZ secure proxy is available through a
separate installation media. A secureproxy profile template is created upon
installation of the DMZ secure proxy server and WebSphere Application Server
Network Deployment. These two profiles templates are different. The network
deployment installation provides a secureproxy profile template which generates
a configuration only profile. This profile can be used for the administration of the
DMZ secure proxy but is not runnable.

The secureproxy profile template that comes with DMZ secure proxy server is the
base for a proxy server running in the DMZ and forwarding requests to the
content servers.

Due to the similarity of the installation of a DMZ secure proxy server and
WebSphere Application Server, this section only outlines the differences.

The following items should be addressed before starting the installation of the
DMZ secure proxy server:

» Plan your file systems and directories

» Determine whether to perform a single install or multiple
» Select an installation method

» Installing updates

» Plan for profiles

» Plan for names

» Plan for TCP/IP port assignments

» Security considerations for the installation

» Installation of IBM Support Assistant Agent

For a detailed description on these items, refer to 6.9, “Planning for WebSphere
Application Server” on page 197.

6.8 Planning for the HTTP server and plug-in

The options for defining and managing Web servers depends on your chosen
topology and your WebSphere Application Server package. Decisions to make
include whether to collocate the Web server with other WebSphere Application
Server processes and whether to make the Web server managed or unmanaged.

The installation process includes installing a supported Web server and the
appropriate Web server plug-in and defining the Web server to WebSphere
Application Server.

Chapter 6. Installation 187



188

The following examples outline the process required to create each sample
topology.

Note: Each example assumes that only the WebSphere processes shown in
the diagrams are installed on each system and that the profile for the process
is the default profile.

This is not a substitute for using the product documentation. It is intended to help
you understand the process. For detailed information about how the Plug-ins
Installation Wizard works, see the Install Guide, which can be found on the
Supplements media of the WebSphere Application Server V7.0 in the
plugin\docs directory.

During the plug-in installation, you are asked if the installation is local or remote.
Depending on the response, a certain path through the installation will occur.
Figure 6-1 on page 189 illustrates the plug-in installer behavior in more detail.

Note: When installing the IBM HTTP Server shipped with WebSphere
Application Server, you now have the option to install the Web server plug-in
at the same time. If you choose this option, you will automatically get a remote
installation.

The location for the plug-in configuration file is <ihs_install>/Plugins/config/.

The location for the plug-in configuration script is <ihs_install>/Plugins/bin.
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Figure 6-1 Web server plug-in installer behavior

The plug-in installer maps all possible configurations to three scenarios,
(LOCAL_STANDALONE, LOCAL_DISTRIBUTED, and REMOTE) as depicted in

Figure 6-1:

» LOCAL_STANDALONE

A LOCAL_STANDALONE plug-in configuration is a default unfederated

stand-alone profile that has no existing Web server definition.

The Plug-ins Installation Wizard performs the following tasks in this case:

— Creates a Web server definition for the default stand-alone profile
— Configures the Web server to use the plugin-cfg.xml file

Note: If the stand-alone profile is federated, you need to re-create the Web
server definition.
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What is next?

You can start the Web server and WebSphere Application Server without any
manual steps and access the snoop servlet through the Web server to verify
that everything is working.

» LOCAL_DISTRIBUTED

A LOCAL_DISTRIBUTED plug-in configuration has the following
characteristics:

— A stand-alone profile federated into a deployment manager cell.

— A managed node that is either federated or unfederated in a cell.

— A managed profile found after a default deployment manager cell
detected. See (A) in Figure 6-1 on page 189.

The Plug-ins installation wizard performs the following tasks in this case:

— Does not create a Web server definition for the default distributed profile.
— Configures the Web server to use the plugin-cfg.xml file in the Web server
definition directory that the user needs to create manually. You cannot

start the Web server until the manual steps are completed.

What is next?

— If the managed node is still not federated, federate the node first. This will
avoid the Web server definition being lost after the federation has
occurred.

— Run the manual Web server definition creation script.

— Start the Web server and WebSphere Application Server and run the
snoop servlet to verify that everything is working.

» REMOTE
A REMOTE plug-in configuration has the following characteristics:
— A remote install type selected by user at install time.
— A default deployment manager profile.

— No default profiles detected in the WebSphere Application Server directory
given by user.

— A default, unfederated, stand-alone profile with an existing Web server
definition.

The plug-ins installation wizard performs the following tasks in this case:
— Does not create a Web server definition for the default distributed profile.

— Configures the Web server to use the plugin-cfg.xml file in
<plugin_root>/config/<webserver_name>/plugin-cfg.xml.
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What is next?

If the default plugin-cfg.xml file in the <plugin_root> directory is used, start the
Web server and WebSphere Application Server and select the snoop servlet
to verify that everything is working. This requires that the
DefaultApplication.ear enterprise application is installed. If this is the case,
the snoop servlet is accessible at the following URL:

http://<hostname>:<web_server port>/snoop
To benefit from the Web server definition, perform the following steps:

a. Copy the configuration script to the WebSphere Application Server
machine.

b. Run the manual Web server definition creation script.

c. Copy the generated Web server definition plugin-cfg.xml file back to the
Web server machine into the <plugin_root> directory tree. For IBM HTTP
Server, you can use the propagation feature.

d. Start the Web server and WebSphere Application Server and select the
snoop servlet.

6.8.1 Stand-alone server environment

In a stand-alone server environment, a Web server can be either remote or local
to the application server machine, but there can only be one defined to
WebSphere Application Server. The Web server always resides on an
unmanaged node.

Remote Web server

In this scenario, the application server and the Web server are on separate
machines. The Web server machine can reside in the internal network, or more
likely, will reside in the DMZ. See Figure 6-2.
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Figure 6-2 Remote Web server in a stand-alone server environment
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Assume that the application server is already installed and configured on system
A. Perform the following tasks:

1. Install the Web server on system B.

2. Install the Web server plug-in on system B by performing the following steps:
a. Select Remote installation.
b. Enter a name for the Web server definition. The default is webserverl.

c. Select the location for the plug-in configuration file. By default, the location
is under the config directory in the plug-in install directory. For example,
when the name specified for the Web server definition in the previous step
is webserverl, the default location for the plug-in file is as follows:

<plugin_root>/config/webserverl/plugin-cfg.xml

During the installation, the following tasks are performed:

1. A temporary plug-in configuration file is created and placed in the
location specified.

2. The Web server configuration file is updated with the plug-in
configuration, including the location of the plug-in configuration file.

3. A script is generated to define the Web server to WebSphere
Application Server. The script is located in the following location:

<plugin_root>/bin/configure<web_server_name>

4. Atthe end of the plug-in installation, copy the script to the
<app_server_root>/bin directory of the application server machine, system A.
Start the application server, and execute the script.

When the Web server is defined to WebSphere Application Server, the plug-in
configuration file is generated automatically. For IBM HTTP Server, the new
plug-in file is propagated to the Web server automatically. For other Web
server types, you need to propagate the new plug-in configuration file to the
Web server.

Local Web server

In this scenario, a stand-alone application server exists on system A. The Web
server and Web server plug-in are also installed on system A. This topology is
suited to a development environment or for internal applications. See Figure 6-3
on page 193.
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Figure 6-3 Local Web server in a stand-alone server environment

Assume that the application server is already installed and configured. Perform
the following tasks:

1. Install the Web server on system A.
2. Install the Web server plug-in on system A by performing the following steps:

a. Select Local installation.

b. Enter a name for the Web server definition. The default is webserverl.

c. Select the location for the plug-in configuration file. By default, the location
under the config directory in the profile for the stand-alone application
server is selected. For example, when the name specified for the Web
server definition in the previous step is webserverl, the default location for
the plug-in file is as follows:
<profile _root>/config/cells/<cell name>/nodes/webserverl node/ser
vers/webserverl/plugin-cfg.xml

Be aware that in a local scenario, the plug-in configuration file does not
need to be propagated to the server when it is regenerated. The file is
generated directly in the location from which the Web server reads it.

During the installation, the following tasks are performed:

1. The plug-in configuration file is created and placed in the location
specified.

2. The Web server configuration file is updated with the plug-in configuration,
including the location of the plug-in configuration file.

3. The WebSphere Application Server configuration is updated to define the
new Web server.

The plug-in configuration file is automatically generated. Because this is a local
installation, you do not have to propagate the new plug-in configuration to the
Web server.
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6.8.2 Distributed server environment

Web servers in a distributed server environment can be local to the application
server, or remote. The Web server can also reside on the deployment manager

system. You can define multiple Web servers. The Web servers can reside on
managed or unmanaged nodes.

Remote Web server on an unmanaged node

In this scenario, the deployment manager and the Web server are on separate
machines. The process for this scenario is almost identical to that outlined for a
remote Web server in a stand-alone server environment. The primary difference
is that the script that defines the Web server is run against the deployment
manager and you will see an unmanaged node created for the Web server node.

In Figure 6-4, the node is unmanaged because there is no node agent on the
Web server system.
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Figure 6-4 Remote Web server in a stand-alone server environment

Assume that the deployment manager is already installed and configured on
system A. Perform the following tasks:

1. Install the Web server on system B.

2. Install the Web server plug-in on system B by performing the following steps:
a. Select Remote installation.
b. Enter a name for the Web server definition. The default is webserverl.

c. Select the location for the plug-in configuration file. By default, the file is
placed in the directory that contains the server's configuration. For
example, when the name specified for the Web server definition in the

previous step is webserverl, the default location for the plug-in file is as
follows:

<plugin_root>/config/webserverl/plugin-cfg.xml
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During the installation, the following tasks are performed:

1. A temporary plug-in configuration file is created and placed in the
location specified.

2. The Web server configuration file is updated with the plug-in
configuration, including the location of the plug-in configuration file.

3. A script is generated to define the Web server and an unmanaged
node to WebSphere Application Server. The script is located in the
following location:

<plugin_root>/bin/configure<web server name>

4. Atthe end of the plug-in installation, you need to copy the script to the
<app_server_root>/bin directory of the deployment manager machine
(system A), start the deployment manager, and execute the script.

When the Web server is defined to WebSphere Application Server, the plug-in
configuration file is generated automatically. For IBM HTTP Server, the new
plug-in file is propagated to the Web server automatically. For other Web server
types, you need to propagate the new plug-in configuration file to the Web server.

Local to a federated application server (managed node)

In this scenario, the Web server is installed on a system that also has a managed
node. This scenario would be the same if the deployment manager was also
installed on system A. See Figure 6-5.
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Figure 6-5 Web server installed locally on an application server system
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Assume that the application server is already installed, configured, and federated
to the deployment manager cell. Perform the following tasks:

1. Install the Web server on system A.

2. Install the Web server plug-in on system A by performing the following steps:
a. Select Local installation.
b. Enter a name for the Web server definition. The default is webserverl.

c. Select the location for the plug-in configuration file. By default, the file is
placed in the directory that contains the server's configuration. For
example, when the name specified for the Web server definition in the
previous step is webserverl, the default location for the plug-in file is as
follows:

<profile_root>/config/cells/<cell _name>/nodes/<AppSrv_node>/serve
rs/webserverl/plugin-cfg.xml

During the installation, the following tasks are performed:

1. The plug-in configuration file is created and placed in the location
specified.

2. The Web server configuration file is updated with the plug-in
configuration, including the location of the plug-in configuration file.

3. A script is generated to define the Web server and an unmanaged
node to WebSphere Application Server. The script is located in the
following location:

<plugin_root>/Plugins/bin/configure<web server name>

4. Atthe end of the plug-in installation, you need to execute the script to define
the Web server from the location in which the wizard stored it on system A.
Make sure that the deployment manager is running on system B. The
deployment manager configuration is updated and propagated back to
system A at node synchronization.

The plug-in configuration file is generated automatically and propagated at the
next node synchronization.

Note: For security reasons we do not suggest installing managed Web
servers in the DMZ.
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6.9 Planning for WebSphere Application Server

WebSphere Application Server V7,0 is a full product installation, not an upgrade
installation. Consider the best installation method to use based on the number of
systems and the complexity of the installations.

Review the documentation. The WebSphere Application Server Information
Center contains planning topics for all WebSphere Application Server package
that is tailored to each platform. This section gives you a high-level view at the
planning tasks you need to perform.

Note: Information about installation considerations for WebSphere Application
Server V7.0 for z/OS is included in 14.8, “Installing WebSphere Application
Server for z/0OS” on page 456.

Address the following items before starting the installation of WebSphere
Application Server. These items introduced here are explained in more detalil
throughout this section of the book:

» File systems and directories

When installing WebSphere Application Server you are free to choose on
which file systems you want to install the product and where you want to store
your runtime environment, logs, and so on.

» Single install or multiple installations

The standard installation is to install WebSphere Application Server once on a
machine and create multiple runtime environments using profiles. Each profile
has its own configuration data but shares the product binaries. In some
instances (test environments, for example), and depending on your chosen
topology, you might want to install multiple instances.

» Installation method

You have multiple options for the installation. Your choice is influenced by
several factors, including the size of the installation (how many systems), the
operating systems involved, how many times you anticipate performing the
same installation (should you use Installation factory or perform a silent
installation?), and if you are performing remote installations with unskilled
personnel.

» Installing updates

To apply maintenance to WebSphere Application Server you need the IBM
Update Installer 7.0.
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Slip install

Slip install means that custom installation packages (CIPs) are used to
update and manage installed packages.

Profile creation

The environment is defined by creating profiles. You need to determine the
types of profiles you will need and on which systems you will need to install
them.

Naming convention

Naming conventions can be an important management tool in large
environments. Naming not only makes it easier to understand the
environment but having a consistent naming convention in place is helpful if
writing scripts.

TCP/IP port assignments

Each type of server (deployment manager, node agent, application server,
and so on) uses a series of TCP/IP ports. These ports must be unique on a
system and must be managed properly. This is essential to avoid port
conflicts if you are planning for multiple installations and profiles.

Security considerations
Security for WebSphere falls into two basic categories:

— Administrative security
— Application security

During the installation, you will have the option to enable administrative
security. Plan a scheme for identifying administrative users, their roles, and
the user registry you will use to hold this information.

IBM Support Assistant Agent

The IBM Support Assistant Agent is an optional feature that allows remote
troubleshooting (such as remote system file transfer, data collections, and
inventory report generation).

6.9.1 File systems and directories

198

WebSphere Application Server uses a default file system structure for storing the
binary files and the runtime environment unless specified otherwise. Review the
default directory structure and decide if this satisfies your needs. Refer to 6.4,
“Planning for disk space and directories” on page 182 for a more information.
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6.9.2 Single install or multiple installations

You can install WebSphere Application Server V7.0 multiple times on the same
system in different directories, or you can install WebSphere Application Server
V7.0 in parallel to older versions of WebSphere Application Server on the same
system. These installations are independent from each other. This configuration
facilitates fix management. If a fix is applied on a particular installation, it only
affects that specific WebSphere Application Server installation, leaving the
remaining installations on that machine unaffected. You do not have to stop the
other installations while applying fixes to a specific installation.

When you have a single installation of WebSphere Application Server V7.0, you
can create multiple application server profiles. In this case, all profiles share the
same product binaries. Therefore, you have to stop all application server JVMs of
all profiles before installing fixes. When fixes are installed, they affect all profiles.
Each profile has its own user data.

Figure 6-6 shows the difference between multiple installations and multiple
WebSphere profiles in a stand-alone server environment (Base and Express).

Multiple installs

Application | | Config LA Application | | Config A(F;F;\':Ias'li_":f
Server Files | | assety | Server Files | | " assey |H
- __
Application | | Config A(‘é‘::ﬁ;::’:f Application | | Config A('g:\':la;:f:/s
Server Files | | " assey |H Server Files | L | " assey |
- __

Single install, multiple WebSphere profiles

Figure 6-6 Stand-alone server installation options

Note: There is no architectural limit for multiple installations or multiple
profiles. The real limitation is ruled by the hardware capacity and licensing.

The same logic holds true for Network Deployment installations. You can install
the product several times on the same system (multiple installs), each one for
administering different cells. Or, you can install Network Deployment once and
then create multiple profiles so that each profile is used to administer a different
cell.
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Figure 6-7

Deployment manager installation options

Using multiple installations and multiple profiles

Another possibility is the combination of multiple installation instances and
multiple profiles. Figure 6-8 illustrates a Network Deployment environment where
multiple runtime environments have been created using profiles.
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Figure 6-8 Cell configuration flexibility
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Cell 1 contains a deployment manager and application server on separate
machines, using separate installation instances. Cell 2 contains a deployment
manager and two application servers that span three installation instances.

6.9.3 Installation method

Before starting installation activities, review the options you have for installing the
code and select the option that best fits your needs. On distributed systems, you
have several choices for installation:

Graphical installation

Silent installation

Installation factory

Centralized installation manager

vyvyyy

Graphical installation

The installation wizard is suitable for installing WebSphere Application Server on
a small number of systems. Executing the installation wizard will install one
system. You can start with the Launchpad, which contains a list of installation
activities to select, or you can execute the installation program directly.

The installer checks for the required operating system level, sufficient disk space,
and user permissions. If you fail any of these, you can choose to ignore the
warnings. Note that there is a danger that the installation might fail or the product
might not work as expected later on.

Silent installation

To install WebSphere Application Server V7.0 on multiple systems or remote
systems, use the silent installation. This option enables you to store installation
and profile creation options in a single response file, and then issue a command
to perform the installation and (optionally) profile creation. The silent installation
approach offers the same options as the graphical installer. Providing the options
in a response file provides various advantages over using the graphical
installation wizard:

The installation options can be planned and prepared in advance
The prepared response file can be tested

The installation is consistent and repeatable

The installation is less fault-prone

The installation is documented through the response file

vVVvyVYYVYYy

Note: In case of problems with the silent installation, refer to the following Web
page:
http://www-01.ibm.com/support/docview.wss?uid=swg21255884
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Installation factory

The Installation Factory is an Eclipse-based tool that allows the creation of
WebSphere Application Server installation packages in a reliable and repeatable
way tailored to your needs.

The installation factory is part of the WebSphere deliverable on a separate media
and download. Updates to the installation factory are available through the
following Web page:

http://www.ibm.com/support/docview.wss?rs=1808&uid=swg24020213

The Installation Factory can produce two types of packages:
» Customized Installation Packages (CIP)

A WebSphere Application Server CIP package includes a WebSphere
Application Server product, product maintenance, profile customization,
enterprise archives, other user files as well as user-defined scripting.

» Integrated Installation Packages (lIP)

An IIP can be used to install a full WebSphere software stack including
Application Servers, feature pack, and other user files and might even contain
multiple CIPs.

The Installation Factory allows you to create one installation package to install
the full product stack you need to run your applications. Using the scripting
interface you can ship and install components not related to the WebSphere
installation process.

Note: The IBM WebSphere Installation Factory V7.0 is backwards-compatible
with WebSphere Application Server V6.1 and allows you to create WebSphere
V6.1 and WebSphere V7.0 installation packages.

Depending on the platform on which you are running the Installation Factory, you
can build installation packages for operating systems other than the one on
which the Installation Factory is running. The Installation Factory running on AlX,
HP-UX, Linux, and Solaria operating systems can create installation packages
for all supported platforms. The Installation Factory running on Windows can
create installation packages for Windows and i5/0OS®.
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As you can see from the CIP build process flow in Figure 6-9, it takes multiple
steps to build a CIP.

Build definition wizard

Build B
definition Processing engine
XML

A

Automated, customized
installation package

Figure 6-9 CIP build process

The CIP or IIP can be installed on the target system through two methods:

» Installation wizard
» Silent installer using a response file

The benefit of the Installation Factory is mainly in terms of installation time (fix
packs, for example, are directly incorporated into the installation image) and in
consistency and repeatability of the installations. This gives you a quick pay-back
for the time required to build the CIP and IIP.

Centralized installation manager

Another product feature which can be used to install and update WebSphere
Application Server Network Deployment installations is the CIM. More
information about CIM can be found in 9.6.3, “Centralized installation manager
(CIM)” on page 328.

6.9.4 Installing updates

For WebSphere maintenance tasks, you need to install the IBM Update Installer
for WebSphere Software V7.0 on your system. The Update Installer is provided
as a separate installer and needs to be installed on each system running
WebSphere Application Server. The installer for the Update Installer can be
found on the first supplemental media or through the IBM support download site
at the following Web page:

http://www.ibm.com/support/docview.wss?rs=180&uid=swg24020212
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Note: The IBM Update Installer for WebSphere Software is updated on a
regular basis. It is advised to install the current version before installing any
updates.

The IBM Update Installer for WebSphere Software V7.0 can be used to apply
maintenance for multiple releases:

» V6.0.2 (from 6.0.2.21 onward)
» V6.1
» V7.0

Installation
The IBM Update Installer for WebSphere Software V7.0 can be installed through
one of the following options:

» Graphical installation, using the installation wizard
» Silent installation, using a response file
» Centralized, using the CIM

Features

The IBM Update Installer for WebSphere Software V7.0 provides the following
features:

v

Installation and de-installation of code updates (fix packs or individual fixes)
Prerequisite handling

Logging capabilities

Recovery functions

vyvyy

Fix handling

When dealing with fixes and fix packs, it is essential to plan for and to implement
a proper policy on where to archive fixes and fix packs. This is best implemented
by building a central repository. Having such a repository available allows quick
configuration of identical systems and brings systems to the identical software
level.

Note: The CIM provides a centralized repository for fix and fix pack files.
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6.9.5 Profile creation

The installation process of WebSphere Application Server provides the product
files required to create a runtime environment. However, the actual runtime is
defined through the usage of profiles.

The product binaries remain unchanged after installation until you install
maintenance. Because all profiles of an installation share the same binaries, all
server processes of all profiles of an installation use the updated level of the
binaries after installing the service.

Profiles can be created either during the installation process of the product or
they can be created any time after the installation process is finished.

Tip: It is suggested not to create profiles during the installation. Always finish
the installation and upgrade the product to the latest fix pack level first before
creating the profiles.

Before you start creating the profiles consider the following questions:
» What profile types will you need?

See “Profile types” on page 206.
» How to create the profiles?

See “Creating profiles during the installation” on page 208 and “Creating
additional profiles” on page 209.

» Where to store the profile configuration files?
See “Profile location” on page 219.

Profiles can be stored under the installation root for WebSphere Application
Server, or in any location you choose depending on your planning for disk and
directories as outlined in 6.4, “Planning for disk space and directories” on
page 182.
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Profile types

The types of profiles available to you depend on the WebSphere Application
Server package that you have installed. The profiles types that you need are
determined by your topology. The profile types are as follows:

» Management profile with a deployment manager server

The deployment manager profile creates an application server named dmgr
and deploys the Integrated Solutions Console (recommended). The
deployment manager provides a centralized administration interface for
multiple nodes with all attached servers in a single cell. The deployment
manager profile is the basis for clustering, high availability, fail-over, and so
on. When using manageprofiles you have two choices to create a deployment
manager profile.

— Specify -profileTemplate
<app_server_root>/profileTemplates/management and -serverType
DEPLOYMENT_MANAGER.

— Specify -profileTemplate <app_server_root>/profileTemplates/dmgr.
» Management profile with an administrative agent server

The administrative agent profile creates the application server named
adminagent and deploys the Integrated Solutions Console (recommended).

The administrative agent provides a centralized administration interface for
multiple unfederated application server profiles on the same system without
providing any support for clustering, high availability, fail-over, and so on.

When using manageprofiles specify -profileTemplate
<app_server_root>/profileTemplates/management and -serverType
ADMIN_AGENT.

» Management profile with a job manager server

The job manager profile creates the application server named jobmgr and
deploys the Integrated Solutions Console (recommended).

The job manager provides a centralized interface for the following tasks:

— Administering multiple unfederated application server profiles through the
administrative agent,

— Deployment manager profiles
— Asynchronous job submissions

No additional clustering, high availability, fail-over, and so on, capabilities are
provided.

When using manageprofiles specify -profileTemplate
<app_server_root>/profileTemplates/management and -serverType
JOB_MANAGER.
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» Application server profiles

An application server profile creates an application server and deploys the
following applications:

— Default applications (optional)
— Sample applications (optional)
— Integrated Solutions Console (recommended)

The default name of the application server is server1, but this can be
overridden through the -serverName parameter in the manageprofiles
command, or when using the advanced profile creation option in the profile
management tool. The application server can either run as a stand-alone
application server or be federated to a deployment manager.

When using manageprofiles, specify -profileTemplate
<app_server_root>/profileTemplates/default to create an application server
profile.

» Custom profiles

The custom profile creates an empty node in a cell. The only application
server created is an application server named nodeagent. No applications are
deployed. The node can be federated with a deployment manager either
during profile creation or at a later time.

When using manageprofiles specify -profileTemplate
<app_server_root>/profileTemplates/managed.

» Cell profiles

A cell profile creates a deployment manager profile and a federated
application server profile at the same time on the system using default
naming conventions in certain areas. The result of this profile creation is a
fully functional cell. The following applications can be deployed to the
federated application server:

— Default applications (optional)
— Sample applications (optional)

On the deployment manager profile it deploys the Integrated Solutions
Console (recommended). From the functional perspective it is the same as
creating a management profile with a deployment manager server and an
application server profile, and then federating the application server profile to
the deployment manager.

When using manageprofiles, two portions of the cell must be created. Specify
-profileTemplate <app_server_root>/profileTemplates/cell/dmgr to create the
deployment manager portion of the profile, and specify -profileTemplate
<app_server_root>/profileTemplates/cell/default for the cell node portion of
the profile.
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» Secure proxy profile

A secure proxy profile creates a proxy server that is supposed to run in the
DMZ and supports HTTP and SIP protocol and the corresponding secure
version of the protocol.

The default name of the application server is proxy1 but this can be
overridden through the -serverName parameter in the manageprofiles
command, or when using the advanced profile creation option in the profile
management tool.

When using manageprofiles, specify -profileTemplate
<app_server_root>/profileTemplates/secureproxy to create a secure proxy
profile.

Table 6-1 shows a list of the available profile types per WebSphere Application
Server edition.

Table 6-1 Available profile types per WebSphere Application Server edition

Product WebSphere profiles availabie
WebSphere Application » Management profile with an administrative agent server
Server Express V7.0 » Application server profile

v

Management profile with an administrative agent server
Application server profile.

WebSphere Application
Server V7.0 (single server)

v

Management profile with a deployment manager server
Management profile with an administrative agent server
Management profile with a job manager server
Application server profile

Cell profile

Custom profile

Secure proxy profile

WebSphere Application
Server Network Deployment
V7.0

YyVYyVYVYVYYY

Creating profiles during the installation

On distributed platforms, profiles can be created during the installation of the
product or afterwards using either the Profile Management Tool or the
manageprofiles command.

Note: In order to have an operational product you must create a profile.

When profiles are created during the installation of the product, they are created
using typical settings using default naming conventions, default port
assignments, default location (which is <app_server_root>/profiles directory),
and so on. Be careful when creating profiles during the installation as it might
violate some of your planned approach.
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Express and Base installation

The installation procedure for WebSphere Application Server V7.0 Express and
Base installs the core product files and optionally creates either an application
server profile or an administrative agent profile. After the installation, you can
create additional application server profiles using the profile management tool.
Additional profiles that you create can be located anywhere on the file system.

Network Deployment installations

The installation procedure for WebSphere Application Server Network
Deployment V7.0 installs the core product files and gives you the choice of
creating any of the available profile types or no profile at all. The network
deployment installation procedure gives you the option of whether a repository
for the CIM should be created. If you select to create the CIM repository you can
define the location of the repository and select that the current installation
package should be populated to this repository.

After the installation, you can create additional profiles using the Profile
Management Tool or the manage profiles command.

WebSphere for z/OS installations

The installation on WebSphere Application Server for z/OS uses SMP/E and only
installs the product binaries. After the installation, you create profiles using the
z/OS Profile Management Tool (zPMT) available in the Application Server Toolkit.
For more information in z/OS installation and configuration steps refer to 14.8,
“Installing WebSphere Application Server for z/OS” on page 456.

Creating additional profiles

Creating profiles after the installation enables you to create additional runtime
environments and to expand distributed server environments. Using the Profile
Management Tool (PMT) and choosing the advanced path or the manageprofiles
command to create the profiles enables gives you more flexibility in the options
you take.

Tips:

1. Use manageprofiles.bat(sh) to create your production profiles. Using the
scripting approach allows reuse and easier documentation.

2. To determine the parameters manageprofiles.bat (sh) requires for a
specific profile type, run manageprofiles.bat(sh) -create -templatePath
<templatePath> -help. For example, on Windows run:

.manageprofiles.bat -create -templatePath
\WebSphere\WAS70\profileTemplates\management -help
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Deployment manager profile options

Table 6-2 shows a summary of the options available when creating a profile for a
deployment manager. The options depend on whether you take the typical or

advanced path through the PMT.

Table 6-2 Deployment manager profile options

Typical settings

Advanced options

The administrative console is deployed by default.

You have the option to deploy the administrative
console (recommended and preselected)

The profile name is Dmgrxx by default, where xx is 01
for the first deployment manager profile and
increments for each one created. The profile is stored
in <app_server_root>/profiles/Dmgrxx.

You can specify the profile name and its location.

The profile is not marked as the default profile.

You can choose whether to make this the default
profile. (Commands run without specifying a
profile are run against the default profile.)

The cell name is <host>Cellxx.
The node name is <host>CellManagerxx.

Host name defaults to your system’s DNS host name.

You can specify the node, host, and cell names.

authority.

You can select whether to enable administrative security or not. By default Enable administrative security
is preselected. If you select yes, you have to specify a user name and password that is given administrative

Creates a new default personal certificate for this
profile using the DN:
cn=<hostname>,ou=<cellname>,ou=<nodename>,o
=IBM,c=US

Allows you to enter the DN for the new certificate
being created or to import an existing default
personal certificate from an existing keystore

Creates a new root signer certificate for this profile
using the DN: cn=<hostname>,ou=Root
Certificate,ou=<cellname>,ou=<nodename>,0=IBM,
c=US

Allows you to enter the DN for new root signer
certificate being created or to import an existing
root signing certificate from an existing keystore

Default expiration date for the personal certificate is 1
year.

Allows you to enter the expiration period

Default expiration date for the signer certificate is 15
years.

Allows you the enter the expiration period

Keystore password is WebAS

Allows you to enter a unique password for the
keystore

TCP/IP ports will default to a set of ports not used by
any profiles in this WebSphere installation instance.

You can use the recommended ports (unique to
the installation), use the basic defaults, or select
port numbers manually.
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Typical settings

Advanced options

(Windows) The deployment manager is run as a
service using a local system account and startup type
Automatic.

(Linux) The deployment manager will not run as a
Linux service.

(Windows) You can choose whether the
deployment manager will run as a service, under
which account the service runs and what startup
type is used

(Linux) You can create a Linux service and
specify the user name from which the service
runs.

Administrative agent profile options

Table 6-3 shows a summary of the options available when creating a profile for
an administrative agent. The options depend on whether you take the typical or
advanced path through the Profile Management Tool.

Table 6-3 Administrative agent profile options

Typical settings

Advanced options

The administrative console is deployed by default.

You have the option to deploy the administrative
console (recommended and preselected).

The profile name is AdminAgentxx by default, where
xx is 01 for the first administrative agent profile and
increments for each one created. The profile is stored
in <app_server_root>/profiles/AdminAgentxx.

You can specify the profile name and its location.

The profile is not marked as the default profile.

You can choose whether to make this the default
profile. (Commands run without specifying a
profile are run against the default profile.)

The cell name is <host>AACellxx.
The node name is <host>AANodexx.
Host name defaults to your system’s DNS host name.

You can specify the node, host, and cell names.

You can select whether to enable administrative security or not. By default Enable administrative security
is preselected. If you select yes, you have to specify a user name and password that is given administrative

authority.

Creates a new default personal certificate for this
profile using the DN:
ch=<hostname>,ou=<cellname>,ou=<nodename>,o
=IBM,c=US

Allows you to enter the DN for the new certificate
being created or to import an existing default
personal certificate from an existing keystore

Creates a new root signer certificate for this profile
using the DN: cn=<hostname>,ou=Root
Certificate,ou=<cellname>,ou=<nodename>,0=IBM,
c=US

Allows you to enter the DN for new root signer
certificate being created or to import an existing
root signing certificate from an existing keystore
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Typical settings

Advanced options

Default expiration date for the personal certificate is 1
year.

Allows you to enter the expiration period

Default expiration date for the signer certificate is 15
years.

Allows you the enter the expiration period

Keystore password is WebAS

Allows you to enter a unique password for the
keystore

TCP/IP ports will default to a set of ports not used by
any profiles in this WebSphere installation instance.

You can use the recommended ports (unique to
the installation), use the basic defaults, or select
port numbers manually.

(Windows) The deployment manager is run as a
service using a local system account and startup type
Automatic.

(Linux) The deployment manager will not run as a
Linux service.

(Windows) You can choose whether the
deployment manager will run as a service, under
which account the service runs and what startup
type is used

(Linux) You can create a Linux service and
specify the user name from which the service
runs.

Job manager profile options

Table 6-4 shows a summary of the options available when creating a profile for a
job manager. The options depend on whether you take the typical or advanced
path through the Profile Management Tool.

Table 6-4 Job manager profile options

Typical settings

Advanced options

The administrative console is deployed by default.

You have the option to deploy the administrative
console (recommended and preselected).

The profile name is JobMgrxx by default, where xx is
01 for the first administrative agent profile and
increments for each one created. The profile is stored
in <app_server_root>/profiles/JobMgrxx.

You can specify the profile name and its location.

The profile is not marked as the default profile.

You can choose whether to make this the default
profile. (Commands run without specifying a
profile are run against the default profile.)

The cell name is <host>JobMgrCellxx.
The node name is <host>JobMgrxx.
Host name defaults to your system’s DNS host name.

You can specify the node, host, and cell names.
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Typical settings

Advanced options

You can select whether to enable administrative security or not. By default Enable administrative security
is preselected. If you select yes, you have to specify a user name and password that is given administrative

authority.

Creates a new default personal certificate for this
profile using the DN:
cn=<hostname>,ou=<cellname>,ou=<nodename>,o
=IBM,c=US

Allows you to enter the DN for the new certificate
being created or to import an existing default
personal certificate from an existing keystore

Creates a new root signer certificate for this profile
using the DN: cn=<hostname>,ou=Root
Certificate,ou=<cellname>,ou=<nodename>,0=IBM,
c=US

Allows you to enter the DN for new root signer
certificate being created or to import an existing
root signing certificate from an existing keystore

Default expiration date for the personal certificate is 1
year.

Allows you to enter the expiration period

Default expiration date for the signer certificate is 15
years.

Allows you the enter the expiration period

Keystore password is WebAS

Allows you to enter a unique password for the
keystore

TCP/IP ports will default to a set of ports not used by
any profiles in this WebSphere installation instance.

You can use the recommended ports (unique to
the installation), use the basic defaults, or select
port numbers manually.

(Windows) The deployment manager is run as a
service using a local system account and startup type
Automatic.

(Linux) The deployment manager will not run as a
Linux service.

(Windows) You can choose whether the
deployment manager will run as a service, under
which account the service runs and what startup
type is used

(Linux) You can create a Linux service and
specify the user name from which the service
runs.
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Application server profile options (non-Express V7.0)

Table 6-5 shows a summary of the options available when creating a profile for
an application server. The options depend on whether you take the typical or
advanced path through the Profile Management Tool.

Table 6-5 Application server profile options: V7.0

Typical settings

Advanced options

The administrative console and default application
are deployed by default. The sample applications are
not deployed.

You have the option to deploy the administrative
console (recommended and preselected), the
default application (preselected), and the sample
applications (if installed).

The profile name is AppSrvxx by default, where xx is
01 for the first application server profile and
increments for each one created. The profile is stored
in <app_server_root>/profiles/AppSrvxx.

You can specify profile name and its location.

The profile is not marked as the default profile.

You can choose whether to make this the default
profile. (Commands run without specifying a
profile are run against the default profile.)

The application server is built using the default
application server template.

You can choose the default template, or a
development template that is optimized for
development purposes.

The node name is <host>Nodexx.

The server name is serveri.

The host name defaults to your system’s DNS host
name.

You can specify the node name, server name and
host name.

authority.

You can select whether to enable administrative security or not. By default Enable administrative security
is preselected. If you select yes, you have to specify a user name and password that is given administrative

Creates a new default personal certificate for this
profile using the DN:
cn=<hostname>,ou=<cellname>,ou=<nodename>,o
=IBM,c=US

Allows you to enter the DN for the new certificate
being created or to import an existing default
personal certificate from an existing keystore

Creates a new root signer certificate for this profile
using the DN: cn=<hostname>,ou=Root
Certificate,ou=<cellname>,ou=<nodename>,0=IBM,
c=US

Allows you to enter the DN for new root signer
certificate being created or to import an existing
root signing certificate from an existing keystore

Default expiration date for the personal certificate is 1
year.

Allows you to enter the expiration period

Default expiration date for the signer certificate is 15
years.

Allows you the enter the expiration period
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Typical settings

Advanced options

Keystore password is WebAS

Allows you to enter a unique password for the
keystore

TCP/IP ports will default to a set of ports not used by
any profiles in this WebSphere installation instance.

You can use the recommended ports (unique to
the installation), use the basic defaults, or select
port numbers manually.

(Windows) The application server is run as a service
using a local system account and startup type
Automatic.

(Linux) The application server will not run as a Linux
service.

(Windows) You can choose whether the
application server will run as a service, under
which account the service runs and what startup
type is used

(Linux) You can create a Linux service and
specify the user name from which the service
runs.

Does not create a Web server definition.

Enables you to define an external Web server to
the configuration.

Application server profile options (Express V7.0)

Table 6-6 shows a summary of the options available when creating a profile for
an application server in WebSphere Application Server Express V7.0. The
options depend on whether you take the typical or advanced path through the

Profile Management Tool.

Table 6-6 Application server profile options: V7.0

Typical settings

Advanced options

The administrative console and default application
are deployed by default. The sample applications are
not deployed.

You have the option to deploy the administrative
console (recommended and preselected), the
default application (preselected), and the sample
applications (if installed).

The profile name is AppSrvxx by default, where xx is
01 for the first application server profile and
increments for each one created. The profile is stored
in <app_server_root>/profiles/AppSrvxx.

You can specify profile name and its location.

The application server is built using the default
application server template.

You can choose the default template, or a
development template that is optimized for
development purposes.

The node name is <host>Nodexx.

The server name is serveri.

The host name defaults to your system’s DNS host
name.

You can specify the node name, server name and
host name.
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Typical settings

Advanced options

authority.

You can select whether to enable administrative security or not. By default Enable administrative security
is preselected. If you select yes, you have to specify a user name and password that is given administrative

Creates a new default personal certificate for this
profile using the DN:
cn=<hostname>,ou=<cellname>,ou=<nodename>,o
=IBM,c=US

Allows you to enter the DN for the new certificate
being created or to import an existing default
personal certificate from an existing keystore

Creates a new root signer certificate for this profile
using the DN: cn=<hostname>,ou=Root
Certificate,ou=<cellname>,ou=<nodename>,0=IBM,
c=US

Allows you to enter the DN for new root signer
certificate being created or to import an existing
root signing certificate from an existing keystore

Default expiration date for the personal certificate is 1
year.

Allows you to enter the expiration period

Default expiration date for the signer certificate is 15
years.

Allows you the enter the expiration period

Keystore password is WebAS

Allows you to enter a unique password for the
keystore

TCP/IP ports will default to a set of ports not used by
any profiles in this WebSphere installation instance.

You can use the recommended ports (unique to
the installation), use the basic defaults, or select
port numbers manually.

(Windows) The application server is run as a service
using a local system account and startup type
Automatic.

(Linux) The application server will not run as a Linux
service.

(Windows) You can choose whether the
application server will run as a service, under
which account the service runs and what startup
type is used

(Linux) You can create a Linux service and
specify the user name from which the service
runs.

Does not create a Web server definition.

Enables you to define an external Web server to
the configuration.

Cell profile options

Table 6-7 on page 217 shows a summary of the options available when creating
a cell profile. Using this option actually creates two distinct profiles, a deployment
manager profile and an application server profile. The application server profile is
federated to the cell. The options you see are a reflection of the options you
would see if you were creating the individual profiles versus a cell.
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Table 6-7 Cell profile options

Typical settings

Advanced options

The administrative console and default application
are deployed by default. The sample applications are
not deployed.

You have the option to deploy the administrative
console (recommended and preselected), the
default application (preselected), and the sample
applications (if installed).

The profile name for the deployment manager is
Dmgrxx by default, where xx is 01 for the first
deployment manager profile and increments for each
one created.

You can specify the profile name

The profile name for the federated application server
and node is AppSrvxx by default, where xx is 01 for
the first application server profile and increments for
each one created.

You can specify the profile name

Directory <app_server_root>/profiles is used as
<profile_root>. The profiles are created in
<profile_root>/<profilename>

You can specify the <profile_root> directory. The
profiles are created in
<profile_root>/<profilename>

Neither profile is made the default profile.

You can choose to make the deployment
manager profile the default profile.

The cell name is <host>Cellxx.

The node name for the deployment manager is
<host>CellManagerxx.

The node name for the application server is
<host>Nodexx .

The host name defaults to your system’s DNS host
name.

You can specify the cell name, the host name, and
the profile names for both profiles.

You can select whether to enable administrative security or not. By default Enable administrative security
is preselected. If you select yes, you have to specify a user name and password that is given administrative

authority.

Creates a new default personal certificate for this
profile using the DN:
cn=<hostname>,ou=<cellname>,ou=<nodename>,o
=IBM,c=US

Allows you to enter the DN for the new certificate
being created or to import an existing default
personal certificate from an existing keystore

Creates a new root signer certificate for this profile
using the DN: cn=<hostname>,ou=Root
Certificate,ou=<cellname>,ou=<nodename>,o=IBM,
c=US

Allows you to enter the DN for new root signer
certificate being created or to import an existing
root signing certificate from an existing keystore

Default expiration date for the personal certificate is 1
year.

Allows you to enter the expiration period
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Typical settings

Advanced options

Default expiration date for the signer certificate is 15
years.

Allows you the enter the expiration period

Keystore password is WebAS

Allows you to enter a unique password for the
keystore

TCP/IP ports will default to a set of ports not used by
any profiles in this WebSphere installation instance.

You can use the recommended ports for each
profile (unique to the installation), use the basic
defaults, or select port numbers manually.

(Windows) The application server is run as a service
using a local system account and startup type
Automatic.

(Linux) The product is not selected to run as a Linux
service

(Windows) You can choose whether the
application server will run as a service, under
which account the service runs and what startup
type is used

(Linux) You can create a Linux service and
specify the user name from which the service
runs.

Does not create a Web server definition.

Enables you to define an external Web server to
the configuration.

Custom profile options

Table 6-8 shows a summary of the options available when creating a custom

profile.

Table 6-8 Custom profile options

Typical settings

Advanced options

The profile name is Customxx.

The profile is stored in
<app_server_root>/profiles/Customxx.

By default, it is not considered the default profile.

You can specify profile name and location. You
can also specify if you want this to be the default
profile.

The profile is not selected to be the default profile

You can select this profile to be the default profile.

The node name is <host>Nodexx.
The host name defaults to your system’s DNS host
name.

You can specify the node name and host name.

You can choose to federate the node later, or during the profile creation process.
If you want to do it now, specify the deployment manager host and SOAP port (by default, localhost:8879).
If security is enabled on the deployment manager, you need to specify a user ID and password.

Creates a new default personal certificate for this
profile using the DN:
cn=<hostname>,ou=<cellname>,ou=<nodename>,o
=IBM,c=US

Allows you to enter the DN for the new certificate
being created or to import an existing default
personal certificate from an existing keystore
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Typical settings Advanced options

Creates a new root signer certificate for this profile Allows you to enter the DN for new root signer

using the DN: cn=<hostname>,ou=Root certificate being created or to import an existing
Certificate,ou=<cellname>,ou=<nodename>,0=IBM, root signing certificate from an existing keystore
c=US

Default expiration date for the personal certificate is 1 | Allows you to enter the expiration period
year.

Default expiration date for the signer certificate is 15 | Allows you the enter the expiration period
years.

Keystore password is WebAS Allows you to enter a unique password for the
keystore

TCP/IP ports will default to a set of ports not used by | You can use the recommended ports for each
any profiles in this WebSphere installation instance. profile (unique to the installation), use the basic
defaults, or select port numbers manually.

Starting the Profile Management Tool

After the installation of Base, Express, or Network Deployment V7.0 on
distributed systems, you can start the Profile Management Tool in the following
ways:

» From the First Steps window.

» On Windows systems, from the Start menu (Start —» Programs — IBM
WebSphere — Application Server [Network Deployment V7.0] — Profile
Management Tool)

» By executing the pmt.bat (sh) command.

For operating systems such as AIX 5L or Linux, the command is in the
<app_server_root>/bin/ProfileManagement directory.

For the Windows platform, the command is in the
<app_server_root>\bin\ProfileManagement directory.

The Profile Management Tool provides a graphical interface to the
<app_server_root>/manageprofiles.bat(sh) command. You can use this
command directly to manage (create, delete, and so on) profiles without a
graphical interface.

Profile location

Profiles created as a part of the installation or using the typical settings are
automatically placed in the <app_server_root>/profiles directory. When you
create profiles after the installation, you can designate the location where the
profiles are stored. Refer to 6.4, “Planning for disk space and directories” on
page 182 for considerations about disk space and directory planning.
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6.9.6 Naming convention

The purpose for developing systematic naming concepts and rules for a
WebSphere site is two-fold:

» To provide guidance during setup and configuration
» To quickly narrow down the source of any issue that arises

Naming the WebSphere Application Server infrastructure artifacts, such as cells,
nodes, application servers, and so on should follow the company’s normal
naming conventions as far as possible. Some considerations to be taken into
account when developing the key concepts for the site during the installation
planning are as follows:

» Naming profiles

The profile name can be any unique name, but it is a good idea to have a
standard for naming profiles. This will help administrators easily determine a
logical name for a profile when creating it and will help them find the proper
profiles easily after creation. For example, a profile can include characters
that indicate the profile type, server, and an incremental number to distinguish
it from other similar profiles.

Do not use any of the following characters when naming your profile:
— Spaces

— lllegal special characters that are not allowed within the name of a
directory on your operating system (namely, * & ? * “, and so forth)

— Slashes (/ or))
» Naming cells
A cell represents an administrative domain.

In a stand-alone environment, the cell name is not usually visible to
administrators and a naming convention is not required. The name is
automatically generated during profile creation, and is in the following format:

<system_name><node_name><number>Cell

The <number> will increment, starting with “01,” with every new node. For
example, serveriNode01Cell, serveriNode02Cell, and so on.

In a distributed server environment, there are considerations for naming a
cell. A cell name must be unique in any circumstance in which the product is
running on the same physical machine or cluster of machines, such as a
sysplex. Additionally, a cell name must be unique in any circumstance in
which network connectivity between entities is required either between the
cells or from a client that must communicate with each of the cells. Cell
names also must be unique if their name spaces are going to be federated.
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Often a naming convention for cell names will include the name of the stage
(such as integration test, acceptance test, production) and the name of the
department or project owning it, if appropriate.

Naming nodes

In a stand-alone environment, you will have a single node with a single
application server. A naming convention is not really a concern. However, you
can specify a node name during profile creation. If you take the default, the
node name is in the following format:

<system_name>NODE<number>

The <number> will increment, starting with “01,” with every new node, for
example, serveriNode01, serveriNode02, and so on.

In a distributed server environment, the node must be unique within a cell.
Nodes generally represent a system and will often include the host name of
the system. You can have multiple nodes on a system. Keep this in mind
when planning your WebSphere names.

Naming conventions for nodes often include the physical machine name
where they are running, such as NodexxAP010 if the server name is
ServerAP010 and a running number to enable growth if additional nodes
need to be created.

Naming application servers

In stand-alone environments, the default server name is “server1,” but can be
overridden through the manageprofiles.bat(sh) command, or using the
advances profile creation options in the PMT.

Note: When you federate multiple stand-alone application servers that
were created using the default naming schema to a cell, you will have a
unique combination of node name and server1, thus ending up with
multiple serveris in the cell.

In a distributed server environment, it is more likely that new application
servers are created on a federated node using the Integrated Solutions
Console or another administrative tool. In this case, the server can be named
and a meaningful name should be assigned. Whether you choose to name
servers based on their location, function, membership in a cluster, or some
other scheme will largely depend on how you anticipate your servers being
used and administered.

Note: The server name must be unique within the node.
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If each application server will host only a single application, the application
server name can include the name of the application. If several applications
(each deployed on their own application server) make up a total system or
project, that name can be used as a prefix to group the application servers,
which makes it easier to find them in the Integrated Solutions Console.

If an application server hosts multiple applications, develop some other kind
of suitable naming convention, such as the name of a project or the group of
applications deployed on the server.

» General naming rules

Avoid using reserved folder names as field values. The use of reserved folder
names can cause unpredictable results. The following words are reserved in
WebSphere Application Server:

— Cells

— Nodes

— Servers

— Clusters

— Applications
— Deployments

When you create a new object using the administrative console or a wsadmin
command, you often must specify a string for a name attribute. Most
characters are allowed in the name string (numbers, letters). However, the
name string cannot contain special characters or signs. The dot is not valid as
first character. The name string also cannot contain leading and trailing
spaces.

Tip: Avoid any language-specific characters in names.

6.9.7 TCP/IP port assignments

The port assignment scheme for a WebSphere site should be developed in close
cooperation with the network administrators. From a security point-of-view, it is
highly desirable to know each and every port usage ahead of time, including the
process names and the owners using them.

Depending on the chosen WebSphere Application Server configuration and
hardware topology, the setup for a single machine can involve having multiple
cells, nodes, and server profiles in a single process space. Each WebSphere
process requires exclusive usage of several ports and knowledge of certain other
ports for communication with other WebSphere processes.
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To simplify the installation and provide transparency to the ports use, the
following approach is reliable and reduces the complexity of such a scenario
considerably:

» With the network administration, discuss and decide on a fixed range of
continuous ports for exclusive use for the WebSphere Application Server
installation.

» Draw the overall WebSphere Application Server topology and map your
application life cycle stages onto WebSphere profiles.

» List the number of required ports per WebSphere profile and come up with an
enumeration scheme, using appropriate increments at the cell, node, and
application server level, starting with your first cell. Make sure to document
the ports in an appropriate way.

Tip: The same spreadsheet also can serve for the server names, process
names, user IDs, and so forth.

When creating your profiles with the PMT using the advanced options path, you
can set the ports for your profile as needed. The PMT identifies the ports used in
the same installation on that system and the ports that are currently in use and
will suggest unique ports to use.

The manageprofiles.bat(sh) command allows you to control the port numbers
through the -portsFile and -startingPort parameters.

For a list of the ports used by WebSphere Application Server and their default
settings, refer to the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web
sphere.migration.nd.doc/info/ae/ae/rmig_portnumber.htm]

6.9.8 Security considerations

To plan a secure WebSphere Application Server environment, it is imperative that
you have highly skilled security specialists that can evaluate your business and
network security needs. You need to have a fairly clear idea of your plans for
security before installation of any production systems.
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There are some specific considerations for installers that we address here. Take
into account the following security considerations during the installation planning
phase:

» Certificates

— If you will use digital certificates, make sure that you request them with
enough lead time so that they are available when you need them.

— If default certificates or dummy key ring files are provided with any of the
products you plan to install, replace them with your own certificates.

— If you are using self-signed certificates, plan your signer structure carefully
and exchange signer certificates if necessary.

Note: In WebSphere Application Server V7.0 signer and personal
certificates can be either created or imported during profile creation. If
you have new certificates created you can choose the correct DN
during profile creation.

» Network and physical security

— Usually one or more firewalls are part of the topology. After determining
what ports need to be open, make a request to the firewall administrator to
open them.

— Plan the physical access to the data center where the machines are going
to be installed to prevent delays to the personnel involved in the installation
and configuration tasks.

» UserIDs

— Request user IDs with enough authority for the installation purposes, for
example, root on a Linux or UNIX operating system and a member of the
administrator group on a Windows operating system. For more
information, see the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.i
bm.websphere.installation.nd.doc/info/ae/ae/tins_install.html

Although non-root installation is also supported, some limitations apply.
For more information, see the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.i
bm.websphere.installation.nd.doc/info/ae/ae/cins_nonroot.html

— If there is a policy on password expiration, it should be well known so as to
avoid disruption on the service (password expiration of root, Administrator,
or the password of the user to access some database).
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Root versus non-root installation

The term non-root implies a Linux or UNIX installer, but also means a
non-administrator group installer on a Windows system. Non-root installers can
install WebSphere Application Server V7.0 in both silent and interactive mode for
full product installations and removals, incremental feature installations, and
silent profile creation.

Installing as a non-root user in Version 7.0 was enhanced and works almost the
same as installing as a root user does in previous versions. There are some
specifics you have to consider which are documented at the following Web page:

http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web
sphere.installation.nd.doc/info/ae/ae/cins_nonroot.html

There are limitations of which you need to be aware. Refer to the following Web
page:
http://publib.boulder.ibm.com/infocenter/wasinfo/v7r0/topic/com.ibm.web

sphere.installation.nd.doc/info/ae/ae/cins_nonroot.html#cins_nonroot__n
onroot_install_limitations

Secure administration tasks

WebSphere Application Server provides a mechanism to secure the
administrative interfaces. With WebSphere Application Server V7.0, you have the
option to enable security for administrative tasks during profile creation for an
application server or deployment manager (including those created with cell
profiles). This option does not enable application security.

If you intend to create a profile during installation and want to secure your
administrative environment at the same time, you need to identify one user ID to
be used for administration. The user ID and password specified during profile
creation are created in the repository and assigned the Administrator role. This
ID can be used to access the administration tools and to add additional user IDs
for administration. When you enable security during profile creation, LTPA is used
as the authentication mechanism and the federated repository realm used is
used as account repository.

On distributed systems, am XML file-based user repository is created and
populated with the administrator ID. This XML file-based system can be
federated with other repository types to form an overall repository system. If you
do not want to use the file-based repository, do not enable administrative security
during profile creation or change it afterwards. In WebSphere for z/OS, you can
choose to use the file-based repository or use the z/OS system SAF-compliant
security database. Whether you choose to enable administration security during
profile creation or after, it is important that you do it before going into production.
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6.10 IBM Support Assistant
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IBM Support Assistant V4.0 (ISA) is a free tool that is intended to help you
research, analyze, and resolve problems using various support features and
problem determination tools. Using IBM Support Assistant you should be able to
determine the cause for most your problems faster and find solutions in a shorter
time. Therefore, the availability of your installation is increased. ISA provides you
many different tools for problem determination and materials collections. It allows
you to organize and transfer your troubleshooting efforts between members of
your team or to IBM for further support. The IBM Support Assistant consists of
the following three distinct features:

» IBM Support Assistant Workbench

The IBM Support Assistant Workbench, or simply the Workbench, is the
client-facing application that you can download and install on your
workstation. It enables you to use all the troubleshooting features of the
Support Assistant such as Search, Product Information, Data Collection,
Managing Service Requests, and Guided Troubleshooting. The Workbench
can only perform these functions locally. For example, on the system where it
is installed (with the exception of the Portable Collector). The following Web
page lists and describes the tools available in ISA:

http://www-01.1ibm.com/support/docview.wss?rs=34558uid=swg27013116
» IBM Support Assistant Agent

The IBM Support Assistant Agent, or simply the Agent, is the software that
needs to be installed on every system that you need to troubleshoot remotely.
After an Agent is installed on a system, it registers with the Agent Manager
and you can use the Workbench to communicate with the Agent and use
features such as remote system file transfer, data collections, and inventory
report generation on the remote machine.

» IBM Support Assistant Agent Manager

The IBM Support Assistant Agent Manager, or simply the Agent Manager,
needs to be installed only once in your network. The Agent Manager provides
a central location where information about all available Agents is stored and
acts as the certificate authority. For the remote troubleshooting to work, all
Agent and Workbench instances register with this Agent Manager. Any time a
Support Assistant Workbench needs to perform remote functions, it
authenticates with the Agent Manager and gets a list of the available Agents.
After this, the Workbench can communicate directly with the Agents.
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Note: For installation instructions and more details about IBM Support
Assistant, see the following Web page:

http://www.ibm.com/software/support/isa/

6.11 Summary: Installation checklist

Table 6-9 provides a summary of items to consider as you plan and additional
resources that can help you.

Table 6-9 Planning checklist for installation planning

Planning item

Examine your selected topology to determine hardware needs and software licenses.
Create a list of what software should be installed on each system.

Determine what WebSphere Application Server profiles need to be created and whether
you will create them during installation or after. Decide on a location for the profile files
(6.4, “Planning for disk space and directories” on page 182).

Develop a naming convention that includes system naming and WebSphere Application
Server component naming.

Develop a strategy for managing certificates in your environment. Personal certificates
as well as signer certificates.

Develop a strategy for assigning TCP/IP ports to WebSphere processes.

Select an installation method (wizard, silent, Installation Factory).

Plan an administrative security strategy including user repository and role assignment.

Determine the user ID to be used for installation and whether you will perform a root or
non-root installation. If non-root, review the limitations.

Plan for the Web server and Web server plug-in installation. Determine if the Web server
is a managed or unmanaged server and note the implications. Create a strategy for
generating and propagating the Web server plug-in configuration file.

Resources

WebSphere Application Server ships with an installation guide that can be
accessed through the Launchpad. The WebSphere Application Server
Information Center also contains information that helps you through the
installation process. See the following Web page:

http://wwwléd.software.ibm.com/webapp/wsbroker/redirect?version=compass&
product=was-nd-mp&topic=
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Performance, scalability, and
high availability

This chapter discusses items to consider when implementing WebSphere
Application Server V7.0 so that the environment performs well, is highly scalable,
and provides high availability.

The nature of these three non-functional requirements make them related to
each other. For example: to increase the performance of your environment you
need to add additional resources. To be able to add additional resources
efficiently you need a scalable design and workload management to spread the
requests across all available components. By adding additional resources in
most cases you invent redundancy which is a prerequisite for high availability.

This chapter contains the following sections:

What is new in V7.0

Scalability

Performance

Workload management

High availability

Caching

Session management

Data replication service

WebSphere performance tools
Summary: Checklist for performance
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7.1 What is new in V7.0

IBM WebSphere Application Server V7.0 provides several enhancements and
improvements related to performance, scalability, and high availability.

The main enhancements can be found in the following areas, described in the
following sections:

» “Runtime provisioning” on page 230

» “Java SE 6” on page 230

» “DMZ secure proxy” on page 231

» “Flexible management” on page 231

7.1.1 Runtime provisioning

Runtime provisioning is a feature of WebSphere Application Server V7.0, which
makes sure that only those runtime features of an application server are
activated that are needed to run the deployed applications. This results in
reduced startup time and a reduced memory footprint. For more details about

runtime provisioning refer to 3.1.14, “Intelligent runtime provisioning” on page 72.

7.1.2 Java SE 6

230

WebSphere Application Server V7.0 ships with Java SE 6. All platforms that ship
with an IBM software development kit for Java (SDK) will benefit from the
enhancements incorporated in the SDK. The most important enhancements
related to performance are as follows:

» Improved startup performance

A major reason behind the enhanced startup performance is the improved
class sharing in a cache. Class sharing in a cache was introduced in version 5
of IBM SDK. This technique was improved, and in version 6 of the SDK the
cache can now be persisted. This means the cache can also survive a reboot
of the system.

» Smaller memory footprint

As the Java class cache is shared across all running application servers, the
memory footprint for each running application server will be reduced. It can be
expected that especially large scale installations will benefit from this feature.
In particular, this will reduce the footprint on the z/OS platform, with its
structure of multiple Java processes and multiple Java Virtual Machines
(JVM).
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» Improved 64-bit performance

When using the 64-bit version of Java SE V6 the usage of compressed
references provides significant improvements in memory footprint and
performance. By using this technique, heap sizes up to 25 GB are possible
while the overhead of a pure 64-bit implementation is reduced.

» Higher garbage collection (GC) throughput

Although the core GC technologies are the same as in version 5 of the SDK, a
new implementation of the GC component provides an improved footprint and
faster class loader performance. Additional performance improvements like
hierarchical scanning were implemented for the gencon policy.

7.1.3 DMZ secure proxy

The DMZ secure proxy server can be placed in the architecture to replace a Web
server with a plug-in. Performance tests have shown that a performance benefit
of up to 15% can be achieved using the DMZ secure proxy, compared to the Web
server plus plug-in configuration.

Additionally it can be expected that the DMZ secure proxy scales better than the
traditional Web server plus plug-in configuration. Thus you might end up with
fewer servers. You should perform proper testing in your environment to figure
out what configuration performs better in your specific environment.

7.1.4 Flexible management

Under the aspect of flexible management, two types of servers: administrative
agent and job manager, were introduced in WebSphere Application Server V7.0.
The main purpose of these server types is to increase administrative scalability.

For more information about flexible management refer to 3.2.4, “Flexible
management” on page 78.

7.2 Scalability

Scalability, in general terms, means adding hardware and software resources to
improve performance. However, adding more hardware might not necessarily
improve the performance of your environment if your systems are not tuned
properly or it your application is not scalable. Before investing in additional
resources, you should understand the workload characteristics of your systems
and ensure that your systems are properly tuned for this workload.

Chapter 7. Performance, scalability, and high availability =~ 231



Note: In order to be scalable you need a scalable application. If an application
is not designed to be scalable, the scalability options are limited.

7.2.1 Scaling overview

Consider additional hardware resources as a step for improving system
performance. There are two ways to improve performance when adding
hardware:

» Vertical scaling

Vertical scaling means increasing the throughput by adding resources inside
the server and operating system image to handle more requests in parallel.
From a hardware perspective, we can, for example, increase the number of
processors for a server. By upgrading the system hardware with additional
processors, the server can potentially gain a higher throughput. This concept
is relatively easy to implement and can apply to any server in an environment.
Examine vertical scaling at every potential bottleneck in your architecture.

» Horizontal scaling

Horizontal scaling means adding additional separated resources to handle
additional load. This applies to multi-tier scenarios and can require the use of
additional components like a load balancer that sits in front of the duplicated
servers and makes them appear as a single instance.

Note: Adding resources usually affects the dynamics of the system and
can potentially shift the bottleneck from one resource to another. Therefore
it is important to have a balanced system.

In a single tier scenario, the Web application and database servers are all
running on the same system. Creating a cluster and spreading application
servers across systems should improve the throughput. But at the same time,
additional systems introduce new communication traffic and load to the database
server. Ask yourself the following questions:

» How much network bandwidth will this server configuration consume?
» What will the performance improvement by adding more systems be?

Because of these questions, we recommend that you always perform a
scalability test to identify how well the site is performing after a hardware change.
Throughput and response time can be measured to ensure that the result meets
your expectations.
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In addition, be aware that the law of diminishing returns plays a role when using
either vertical or horizontal scaling technique. The law of diminishing returns is
an economics principle that states that if one factor of production is increased
while all others remain constant, the overall returns will reach a peak and then
begin to decrease. This law can be applied to scaling in computer systems as
well. This law means that adding two additional processors will not necessarily
grant you twice the processing capacity. Nor will adding two additional horizontal
servers in the application server tier necessarily grant you twice the request
serving capacity. Additional processing cycles are required to manage those
additional resources. Although the degradation might be small, it is not a direct
linear function of change in processing power to say that adding n additional
machines will result in n times the throughput.

Note: The benefit you get by adding resources depends on the hardware and
operating system platform you are using.

7.2.2 Scaling the system

Examine the entire application environment to identify potential bottlenecks.
Throwing additional resources into the environment without fully understanding
what those resources are addressing can potentially worsen performance,
maintainability and scalability. It is necessary to know the application
environment, end-to-end, to identify the bottlenecks and ensure the appropriate
response is timely.

Network

When scaling at the network layer, such as with firewalls or switches, the most
common solution is vertical scaling. Network devices have processing capacity
and use memory much like any other hardware resource. Adding additional
hardware resources to a network device will increase the throughput of that
device, which positively impacts the scaling of that device. For example, moving
from 100 MBIt to 1 GBit connections or even higher can significantly increase
performance at the network layer.

HTTP server

When scaling at the Web server layer, the most typical solution is horizontal
scaling. This means adding additional Web servers to the environment. To do so,
load balancers must be used. Be careful when adding servers and make sure
that the load balancer has adequate capacity, or adding the new Web servers will
simply shift the bottleneck from the Web tier to the load balancing tier. Vertical
scaling can be performed as well by adjusting HTTP tuning parameters, or by
increasing memory or processors.
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Note: IBM HTTP Server for z/OS offers the unique feature of a scalable mode.
This allows the server to start additional instances of itself to offer vertical
scalability if the performance goals are not met.

DMZ secure server

The DMZ secure proxy provides horizontal and vertical scaling capabilities
besides the scaling activities on a per server basis. When scaling vertically, make
sure that you have sufficient resources. Also, be aware that this provides only
limited high availability. In any scaling scenario you need an IP sprayer like the
Edge Components to spread the incoming traffic across all proxy servers.

WebSphere containers

Scaling at the application server layer can be done with vertical or horizontal
scaling, or both. Vertical scaling at the application server layer can be done
physically or logically. WebSphere Application Server is a Java application itself
and can take advantage of additional processors or memory in the machine.
WebSphere Application Server applications can be clustered vertically, providing
multiple copies of the same application on the same physical machine.
WebSphere Application Server also supports horizontal cloning of applications
across multiple machines, which do not need to be identical in terms of physical
resources.

Default messaging

With the messaging engine and the service integration bus, WebSphere offers
the ability to scale messaging resources more efficiently. Using a cluster as a
service integration bus member, you can create partitioned destinations. This
enables a single logical queue to spread across multiple messaging engines. In
this scenario, all messaging engines are active all the time. For n cluster
members, the theory is that each receives an nth of the messages. This allows
for greater scalability of messaging resources across the cell. One key factor to
consider in this design is that message order is not preserved. That may or may
not be significant, depending on the nature of the application.

Multiple messaging engines for a cluster bus member is not the default setting.
For workload management, you must take steps to add additional messaging
engines. To make sure that the messaging engines are really running on different
servers you must configure proper high availability policies. WebSphere
Application Server V7 features a wizard for high availability policy setup which
can be used for most topologies.

234 WebSphere Application Server V7.0: Concepts, Planning, and Design



Data layer

At the data services layer, it is most common to implement vertical scaling.
Adding multiple copies of a database can introduce complexities that can be
unmanageable, and providing these resources to the application server might
introduce higher costs than the value provided. A database server, however, can
make use of higher numbers of processors or more memory. Most database
management systems can be tuned for performance with respect to I/0, pinned
memory, and numbers of processors.

7.3 Performance

The scaling technique to optimize performance which best fits your environment
depends on multiple factors. One of the main factors impacting your performance
is the type of workload your system is processing. The type of workload
determines what components of your environment (Web server, application
server, database server and so on) are most heavily used.

7.3.1 Performance evaluation

Although performance is often a subjective feeling, it must be made measurable
for evaluation. To evaluate the success of your scaling tasks the following
concepts help identify performance:

» Throughput

Throughput means the number of requests in a certain period that the system
can process. For example, if an application can handle 10 client requests
simultaneously and each request takes one second to process, this site can
have a potential throughput of 10 requests per second.

» Response time

Response time is the period from entering a system at a defined entry point
until exiting the system at a defined exit point. In a WebSphere Application
Server environment this is usually the time it takes for a request submitted by
a Web browser until the response is received at the Web browser.
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To measure the scaling success you need to generate a workload that meets the
following characteristics:

» Measurable
A metric that can be quantified, such as throughput and response time.
» Reproducible

The same results can be reproduced when the same test is executed multiple
times.

» Static

The same results can be achieved no matter for how long you execute the
run.

» Representative

The workload realistically represents the stress to the system under normal
operating considerations.

Workload should be discerned based on the specifications of the system. If you
are developing a data driven system, where 90% of the requests require a
database connection, this is a significantly different workload compared to a Web
application that makes 90% JSP and servlet calls, with the remaining 10% being
messages sent to a back-end store. This requires close work between the
application architect and the system architect.

Determine the projected load for a new system as early as possible. In the case
of Web applications, it is often difficult to predict traffic flows or to anticipate user
demand for the new application. In those cases, estimate using realistic models,
and then review the data when the system is launched to adjust expectations.

7.3.2 System tuning

The first step in performance considerations is to verify that the application and
application environment has been adequately tuned. Tuning needs to be verified
at the application code layer, the network layer, the server hardware layer, the
operating system layer, and the WebSphere Application Server layer.

Network layer

Tuning at the network layer is usually done at a high level only. Take the time to
verify that port settings on the switches match the settings of the network
interfaces. Many times, a network device is set to a specific speed, and the
network interface is set to auto-detect. Depending on the operating system, this
can cause performance problems due to the negotiation done by the system.
Also, reviewing these settings establishes a baseline expectation as you move
forward with scaling attempts.
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Server hardware and operating system layer

Take the time to verify that the servers used in the application environment have
been tuned adequately. This includes network options, TCP/IP settings, and even
possibly kernel parameters. Verify disk configurations and layout as well. The
tuning at this layer can be quite difficult without a specialist in the server
hardware or the operating system, but the adjustments can lead to significant
improvements in throughput.

7.3.3 Application environment tuning

Within the WebSphere Application Server environment, there are many settings
that can increase application capacity and reduce performance issues. The
purpose of this section is not to directly discuss those tuning parameters. This
section, however, should generate some thoughts on what settings to consider
when designing a WebSphere Application Server environment.

Web server

The Web server with the WebSphere plug-in should be tuned carefully. There are
many different configuration options that impact the performance such as
keep-alive settings, number of concurrent requests and, so on. The number of
concurrent requests is perhaps the most critical factor. The Web server must
allow for sufficient concurrent requests to make full use of the application server
infrastructure, but should also act as a filter and keep users waiting in the
network and avoid a flooding of the applications servers if more requests as the
system can handle are coming in.

As a rough initial start value for testing the maximum concurrent threads can be
set as follows:

MaxClients = (((TH + MC) * WAS) * 1.2%) / WEB

Where:

— TH: Number of threads in the Web container

— MC: MaxConnections setting in the plugin-cfg.xml

— WAS: Number of WebSphere Application Server servers
— WEB: Number of Web servers

DMZ secure proxy server

The DMZ secure proxy server is designed as a possible replacement of the Web
server with the plug-in. The same tuning considerations apply for the DMZ
secure proxy as they do for the Web server with the plug-in loaded.

1 This allows 20% ot the threads to serve static content from the Web server
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For the DMZ secure proxy, there are two additional main tuning areas to
consider:

» JVM tuning

For tuning the JVM of the DMZ secure proxy the same rules apply as for the
application server JVM. Refer to “Application server/Java virtual machine” on
page 238 for additional information about JVM tuning.

» Proxy tuning

The proxy server provides specific tuning capabilities as well. The DMZ
secure proxy is configured through the Integrated Solutions Console and
provides performance monitoring infrastructure (PMI) data specific to the
proxy module.

When configuring the DMZ secure proxy server, review the following settings
closely:

» Proxy thread pool size
» HTTP proxy server settings

— Proxy settings (such as time-outs, connection pooling and so on)
— Routing rules

— Static cache rules

— Rewriting rules

— Proxy server transports

— Proxy cache instance configuration

— Denial of service protection

» Performance monitoring service

When using PMI to monitor the performance of your environment be aware
that there is no Integrated Solutions Console for the DMZ secure proxy.
Therefore, you cannot use the Tivoli Performance Viewer to check the PMI
data.

Application server/Java virtual machine

When configuring a JVM, look at the minimum and maximum heap sizes closely,
as proper heap sizing is a pre-requisite for satisfactory JVM performance. The
system default for the starting heap size and the maximum heap size depends on
the platform. The default minimum heap size for the IBM JDK and Runtime
Environment is 4 MB. The default maximum heap size depends on the platform
and is documented in the diagnostic guide for the IBM JDK. The diagnostic guide
can be found at the following Web page:

http://www-128.1ibm.com/developerworks/java/jdk/diagnosis/60.html
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Starting a JVM with too litle memory means that the application must
immediately switch context to allocate memory resources. This will slow down
the server startup and the execution of the application until it reaches the heap
size it needs to run. Conversely, a JVM that can grow too large does not perform
garbage collection often enough, which can leave the machine littered with
unused objects and a fragmented heap that requires compacting later on.

The levels should be adjusted during the testing phase to ascertain reasonable
levels for both settings. In addition, the prepared statement cache and dynamic
fragment caching also consume portions of the heap. You might be required to
make additional adjustments to the heap when those values are adjusted.

Thread pools

Inside the application server JVM separate thread pools are used to manage
different types of workload. Depending on your type of application, appropriate
thread pools require careful planning.

Web container thread pool

The thread pool for the Web container should be closely monitored during initial
load testing and production. This is the most common bottleneck in an
application environment. Adjust the number of threads in the pool too high, and
the system will spend too much time swapping between threads and requests will
not complete in a timely manner. Adjust the number of threads too low, and the
Web server threads can back up and cause a spike in response at the Web
server tier.

There are no hard rules in this space, because things such as the type and
version of Web server and the percentage of requests that require the application
server can impact the overall optimum tuning level. The best guideline is to tune
this setting in repetitive tests and adjust the numbers.

Enterprise JavaBeans container thread pool

TheEnterprise JavaBeans (EJB) container can be another source of potential
scalability bottlenecks. The inactive pool cleanup interval is a setting that
determines how often unused EJBs are cleaned from memory. Set it too low, and
the application will spend more time instantiating new EJBs when an existing
instance could have been reused. Set it too high, and the application will have a
larger memory heap footprint with unused objects remaining in memory. EJB
container cache settings can also create performance issues if not properly
tuned for the system.
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Messaging connection pool

When using the messaging service make sure that you configured the
messaging pool according to your needs. Depending on which messaging
service you use and how messaging is used in the application you have different
pooling options. Pools for message processing can, for example, be configured
on a per connection factory basis. The messaging listener service provides a
separate pool that can be configured through the Integrated Solutions Console.

To do so, navigate to Servers — Application Servers — <server_name> —
Messaging — Message Listener Service.

Further pooling options exist when using activation specifications to invoke
message driven beans (MDBs).

Mediation thread pool

If you want to run multiple mediations in your service integration bus
infrastructure concurrently, you need to configure a mediation thread pool using
the wsadmin command line interface.

Database connection pool

The database connection pool is another common location for bottlenecks,
especially in data-driven applications. The default pool size is 10, and depending
on the nature of the application and the number of requests, the default setting
might not be sufficient. During implementation testing, pay special attention to
the pool usage and adjust the pool size accordingly. The connections in the pool
consume additional Java heap, so you might be required to go back and adjust
the heap size after tuning the pool size.

Web services connection pool

Use HTTP transport properties for Java API for XML-based Web Services
(JAX-WS) and Java API for XML-based RPC (JAX-RPC) Web services to
manage the connection pool for HTTP outbound connections. Configure the
content encoding of the HTTP message, enable HTTP persistent connection,
and resent the HTTP request when a time-out occurs.

7.3.4 Application tuning

Tuning your application is the most important part of your tuning activities. While
environment-related tuning is important to optimize resource use and avoid
bottlenecks, it cannot compensate for a poorly written application. The majority of
performance-related problems are related to application design and coding
techniques. Only a well-designed application, implemented with the best
practices for programming, will give you good throughput and response times.
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Review the application code itself as part of the regular application life cycle to
ensure that it is using the most efficient algorithms and the most current APIs that
are available for external dependencies. Take care to use optimized database
queries or prepared statements instead of dynamic SQL statements. An
important task with which to optimize the application performance is application
profiling.

7.4 Workload management

Workload management is the concept of sharing requests across multiple
instances of a resource. Workload management is an important technique for
high availability as well as for performance and scalability. Workload
management techniques are implemented expressly for providing scalability and
availability within a system. These techniques allow the system to serve more
concurrent requests. Workload management allows for better use of resources
by distributing load more evenly. Components that are overloaded, and therefore
a potential bottleneck, can be routed around with workload management
algorithms. Workload management techniques also provide higher resiliency by
routing requests around failed components to duplicate copies of that resource.

7.4.1 HTTP servers

An IP sprayer component like the Edge Components Load Balancer can be used
to perform load balancing and workload management functionality for incoming

Web traffic. In addition, the WebSphere plug-in provides workload management
capabilities for applications running in an application server.

7.4.2 DMZ proxy servers

As with HTTP servers, an IP sprayer component like the Edge Components Load
Balancer can be used to perform load balancing and workload management
functionality for incoming Web traffic. In addition, the DMZ proxy server provides
workload management capabilities for applications running in an application
server.

7.4.3 Application servers

In WebSphere Application Server, workload management is achieved by sharing
requests across one or more application servers, each running a copy of the
application. In more complex topologies, workload management is embedded in
load balancing technologies that can be used in front of Web servers.
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Workload management is a WebSphere facility to provide load balancing and
affinity between nodes in a WebSphere clustered environment. Workload
management can be an important facet of performance. WebSphere uses
workload management to send requests to alternate members of the cluster if
the current member is too busy to process the request in a timely fashion.
WebSphere will route concurrent requests from a user to the same application
server to maintain session state.

WLM for WebSphere for z/OS works differently from the WLM for distributed
platforms. The workload management structure for incoming requests is handled
by the WLM subsystem features of z/OS. Organizations can define
business-oriented rules that are used to classify incoming requests and to assign
service level agreement types of performance goals. This is done on a
transaction level granularity compared to a server level granularity on the
distributed workload management. The system then automatically assigns
resources in terms of processor, memory, and I/O to try to achieve these goals.

In addition to the response times, the system can start additional processes,
called address spaces, that run the user application if there are performance
bottlenecks due to an unpredicted workload spike.

This explanation is an over-simplification of how workload management works in
z/OS. For more information about workload management of z/OS and the
WebSphere Application Server for z/OS refer to 14.1.6, “Workload management
for WebSphere Application Server for z/OS” on page 428, or see the WebSphere
article Understanding WAS for z/OS, available from the following Web page:

http://websphere.sys-con.com/read/98083.htm
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7.4.4 Clustering application servers

Clustering application servers that host Web containers automatically enables
plug-in workload management for the application servers and the servlets they
host. Routing of servlet requests occurs between the Web server plug-in and the
clustered application servers using HTTP or HTTPS, as shown in Figure 7-1.

HTTP Server

Requests Web
: Container

Application
Server

Web
Container

Application
Server

Web Cluster

Figure 7-1 Plug-in (Web container) workload management

This routing is based on weights associated with the cluster members. If all
cluster members have identical weights, the plug-in sends equal requests to all
members of the cluster, assuming no strong affinity configurations. If the weights
are scaled in the range from 0 to 20, the plug-in routes requests to those cluster
members with the higher weight value more often. No requests are sent to
cluster members with a weight of 0 unless no other servers are available.

A guideline formula for determining routing preference is:
% routed to Serverl = weightl / (weightl+weight2+...+weightn)

Where there are n cluster members in the cluster.

On the z/OS platform the assignment of transactions to cluster members is
performed on real-time achievement of defined performance goals. This has the
benefit that the system can differentiate between light requests that only use up a
small fragment of performance, and heavy requests that use more processor
capacity.
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For more details about Web server plug-in workload management in a cluster
see the following Web page:

http://www-01.1ibm.com/support/docview.wss?rs=180&context=SSEQTP&ql=plug
in+workload+management&uid=swg21219567&1oc=en_US&cs=utf-8&lang=en

The Web server plug-in temporarily routes around unavailable cluster members.
Workload management for EJB containers can be performed by configuring the
Web container and EJB containers on separate application servers. Multiple
application servers with the EJB containers can be clustered, enabling the
distribution of EJB requests between the EJB containers, shown in Figure 7-2.

EJB
Web Requests EJB
Container i Container
Application Application
Server Server EJB
i Requests
EJB EJB i
Container Container
Application Application
Server Server
EJBCluster |

Figure 7-2 EJB workload management

In this configuration, EJB client requests are routed to available EJB servers in a
round-robin fashion based on assigned server weights. The EJB clients can be
servlets operating within a Web container, stand-alone Java programs using
RMI/IIOP, or other EJBs.

The server-weighted, round-robin routing policy ensures a distribution based on
the set of server weights that have been assigned to the members of a cluster.
For example, if all servers in the cluster have the same weight, the expected
distribution for the cluster is that all servers receive the same number of requests.
If the weights for the servers are not equal, the distribution mechanism sends
more requests to the higher weight value servers than the lower weight value
servers. This policy ensures the desired distribution based on the weights
assigned to the cluster members.
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You can also choose that EJB requests are preferably routed to the same host as
the host of the requesting EJB client. In this case, only cluster members on that
host are chosen (using the round-robin weight method). Cluster members on
remote host are chosen only if a local server is not available.

When planning for clustering, determine the number of application servers and
their physical location. Determine the server weights to assign for application
servers based on considerations such as system stability and speed. When
creating the cluster, consider using the prefer local setting to ensure that when a
client (for example, a servlet) calls an EJB, WLM will attempt to select the EJB on
the same system as the client, eliminating network communication.

7.4.5 Scheduling tasks

WebSphere Application Server provides a Scheduler service that can be used to
schedule actions to happen with the following frequencies:

v

Only once

» Some time in the future
» On a recurring basis

» Atregular intervals

It can also receive notifications about task activity. Scheduler tasks can be stored
in a relational database and can be executed for indefinite repetitions and long
time periods. Scheduler tasks can be EJB-based tasks or they can be triggered
using JMS.

The Scheduler service can be a tool in workload management by scheduling
maintenance tasks such as backups, cleanups, or batch processing during
off-peak hours.

When a task runs, it is executed in the work manager associated with the
scheduler instance. You can control the number of actively running tasks at a
given time by configuring schedulers with a specific work manager. The number
of tasks that can run concurrently is set by the Number of alarm threads
parameter on the work manager.
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7.5 High availability

High availability is also known as resiliency. High availability is the description of
the system’s ability to respond to requests no matter the circumstances. This
section discusses several high availability considerations.

7.5.1 Overview

246

Both performance and scalability can affect availability. The key is to determine
the threshold for availability. The most common method of describing availability
is by the “nines,” or the percentage availability for the system. Therefore, 99.9%
availability represents 8.5 hours of outage in a single year. Add an additional 9, to
achieve 99.99% availability (approximately 1 hour of unplanned outage) in a
single year. The cornerstone measurement of “five nines” or 99.999% availability
represents an unplanned outage of less than five minutes in a year, which can be
achieved by z/OS running a parallel sysplex.

Calculating availability is a simple process using the following formula, where
MTBF is the mean time between failure and MTTR is the mean time to recovery:

Availability = (MTBF/(MTBF + MTTR)) X 100

When planning for performance and scalability, consider availability. Ensure that
the business case justifies the costs. In many real world examples, moving a
system availability from 99.9% to 99.99% can be extremely expensive. It can also
be true that the system will only be used during regular business hours on
regular working days. This implies that an availability of 99.9% would be more
than adequate to meet the operational window.

Because it is likely that the complete environment is made up of multiple
systems, the goal is to make the whole system as available as possible. This can
be done by minimizing the number of single points of failure (SPOF) throughout
the system. If a SPOF cannot be eliminated, perform planning to mitigate the
impact of that potential failure.

Note: Availability features will have an impact on the cost of the solution. You
have to evaluate this increment in the implementation cost against the cost of
not having the application available.
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7.5.2 Hardware high availability

Although modern hardware is reliable and many components are fault tolerant,
hardware can fail. Any mechanical component has an expected failure rate and a
projected useful life until failure.

To mitigate power failures, you can configure the equipment to have dual power
supplies. With a dual power supply configuration, you can further mitigate power
failures by plugging each power supply into separate circuits in the data center.

For servers, using multiple network interface cards in an adapter teaming
configuration allows a server to bind one IP address to more than one adapter,
and then provide failover facilities for the adapter. This, of course, should be
extended by plugging each adapter into separate switches as well to mitigate the
failure of a switch within the network infrastructure.

Hardware availability for servers at the disk level is also an important
consideration. External disk drive arrays and hard disk drive racks can be
deployed to provide redundant paths to the data, as well as make the disks
available independent of server failure. When working with disks, consider the
appropriate redundant array of inexpensive disks (RAID) levels for your disks.

Network hardware availability can be addressed by most major vendors. There is
now built-in support for stateful failover of firewalls, trunking of switches, and
failover for routers. These devices also support duplicate power supplies, multiple
controllers, and management devices.

7.5.3 Process high availability

In WebSphere Application Server, the concept of a singleton process is used.
Although not a new concept in WebSphere Application Server V7.0, it is
important to understand what this represents in the environment.

A singleton process is an executing function that can exist in only one location at
any given instance, or multiple instances of this function operate independently of
one another. In any system, there are likely to be singleton processes that are
key components of the system functionality.

WebSphere Application Server uses a high availability manager to provide
availability for singleton processes. We discuss this further in 7.5.7, “WebSphere
Application Server high availability features” on page 250,
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7.5.4 Data availability

In a WebSphere Application Server environment, there are multiple places where
data availability is important. Critical areas for data availability are as follows:

» Databases

» HTTP session state
» EJB session state
» EJB persistence

The majority of these requirements can be satisfied using facilities available in
WebSphere Application Server. We discuss these areas in more detail in the
next sections.

Database server availability

A database server is for many systems the largest and most critical single point
of failure in the environment. Depending on the nature of this data, there are
many techniques that you can employ to provide availability for this data:

» For read-only data, multiple copies of the database can be placed behind a
load balancing device that uses a virtual IP. This enables the application to
connect to one copy of the data and to transparently fail over to another
working copy.

» If the data is mostly read-only, consider the option of replication facilities to
keep multiple copies synchronized behind a virtual IP. Most commercial
database management systems offer some form of replication facility to keep
copies of a database synchronized.

» If the data is read/write and there is no prevalence of read-only access,
consider a hardware clustering solution for the database node. This requires
an external shared disk through Storage Area Network (SAN), Network
Attached Storage (NAS), or some other facility that can help to mitigate failure
of a single node.

Session data
WebSphere Application Server can persist session data in two ways:

» Using memory-to-memory replication to create a copy of the session data in
one or more additional servers

» By storing the session data in an external database.
The choice of which to use is really left to the user, and performance results may
vary. External database persistence will survive node failures and application

server restarts, but introduces a new single point of failure that must be mitigated
using an external hardware clustering or high availability solution.

248 WebSphere Application Server V7.0: Concepts, Planning, and Design



Memory-to-memory replication can reduce the impact of failure, but if a node
fails, the data held on that node is lost.

In contrary to the HTTP session persistence, stateful session EJB availability is
handled using memory-to-memory replication only. Using the EJB container
properties, you can specify a replication domain for the EJB container and enable
the stateful session bean failover using memory-to-memory replication. When
enabled, all stateful session beans in the container are able to fail over to another
instance of the bean and still maintain the session state.

EJB persistence

When designing applications that use the EJB 2.1 (and later) specifications, the
ability to persist these beans becomes available. If the beans participate in a
clustered container, bean persistence is available for all members of the cluster.
Using access intent policies, you can govern the data access for the persisted
bean. This EJB persistence API should not be confused with entity EJBs.

7.5.5 Clustering and failover technique

Clustering is the concept of creating highly available system processes across
multiple servers. On distributed platforms it is usually deployed in a manner that
only one of the servers is actively running the system resource.

Hardware-based clustering

Clustering is achieved by using an external clustering software, such as IBM
HACMP on AIX systems or using operating system cluster capabilities like the
Parallel Sysplex on the z/OS platform, to create a cluster of servers. Each server
is generally attached to a shared disk pool through NAS, a SAN, or simply by
chaining SCSI connections to an external disk array. Each system has the base
software image installed. The servers stay in constant communication with each
other over several connections through the use of heartbeats. Multiple paths
should be configured for these heartbeats so that the loss of a switch or network
interface does not necessarily cause a failover.

Note: Too few paths can create problems with both servers believing they
should be the active node. This situation is called cluster isolation and is a
serious thread to data consistency. Too many paths can create unnecessary
load associated with heartbeat management.
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Software-based clustering

With software clustering, the idea is to create multiple copies of an application
component and then have all of these copies available at once, both for
availability and scalability. In WebSphere Application Server Network
Deployment, application servers can be clustered. This provides both workload
management and high availability.

Web containers or EJB containers can be clustered. Whether this helps or hurts
performance depends on the nature of the applications and the load. In a
clustered environment, the Web server plug-in module and the DMZ secure
proxy server knows the location of all cluster members and route requests to all
of these. In the case of a failure, the plug-in marks the cluster member as
unavailable and does not send further requests to that member for a fixed
interval. After the retry interval, the plug-in will mark the cluster member as
available again and retry. This retry interval is configured through the Web server
plug-in settings in the Integrated Solutions Console.

7.5.6 Maintainability

Maintainability is the ability to keep the system running before, during, and after
scheduled maintenance. When considering maintainability in performance and
scalability, remember that maintenance needs to be periodically performed on
hardware components, operating systems, and software products in addition to
the application components. Maintainability allows for ease of administration
within the system by limiting the number of unique features found in duplicated
resources. There is a delicate balance between maintainability and performance.

7.5.7 WebSphere Application Server high availability features

This section discusses the WebSphere Application Server features that facilitate
high availability. It will help you understand how the high availability features work
and will assist you in planning for high availability.

High availability manager

WebSphere Application Server uses a high availability manager to eliminate
single points of failure. The high availability manager is responsible for running
key servic