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Preface

This IBM® Redbooks® publication provides a basic introduction to the IBM System Storage®
N series, virtualization, and VMware. It explains how to use the N series with VMware
vSphere 4 environments and the benefits of doing so. Examples are given on how to install
and set up VMware ESXi server with the N series.

This edition includes information about the Virtual Storage Console (VSC), which is another
N series software product that works with VMware. VSC provides local backup and recovery
capability with the option to replicate backups to a remote storage system by using
SnapMirror relationships. Backups can be performed on individual virtual machines or on
datastores. You have the option of updating the SnapMirror relationship as part of the backup
on a per job basis. Similarly, restores can be performed at a data-store level or individual
virtual machine level.

IBM System Storage N series in conjunction with VMware vSphere 4 helps complete the
virtualization hierarchy by providing both a server and storage virtualization solution. Although
this configuration can further assist with other areas of virtualization, networks, and
applications, these areas of virtualization are not covered in detail in this book.

VMware ESX terminology: A VMware ESX Server is often referred to as a VMware host
(the host), and the virtual servers running on the host are often called guests. This IBM
Redbooks publication follows this naming method.

The team who wrote this book

This book was produced by a team of specialists from around the world working at the IBM
European Storage Competence Center (ESCC) located in Mainz, Germany. The work was
done in close cooperation with the International Technical Support Organization (ITSO), San
Jose, California, USA.

Roland Tretau is an Information Systems professional with IBM in Germany and has over 15
years of experience in the IT industry. Roland has a solid background in project management,
consulting, operating systems, storage solutions, enterprise search technologies, and data
management. He holds Engineering and Business Masters degrees and is the author of
many storage-related Redbooks publications.

Christian Prediger Appel is a Server Specialist in Global Technology Services. He provided
expert knowledge with servers, network, and storage components since 2000. Christian
worked for an Internet Service Provider (ISP) and a server management company before
joining IBM in 2005, where he works managing and implementing server projects. His
expertise is in virtualization of infrastructure and applications. In addition, Christian holds
several certifications from Microsoft, Citrix, VMware, and is an IBM certified IT Specialist.
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Summary of changes

This section describes the technical changes made in this edition of the book and in previous
editions. This edition might also include minor corrections and editorial changes that are not
identified.

Summary of Changes

for SG24-7636-02

for IBM System Storage N series with VMware vSphere 4.1
as created or updated on April 8, 2012.

February 2012, Third Edition

This revision reflects the addition, deletion, or modification of new and changed information
described below.

Updated information
We added the following updates to this Redbooks publication:

» Updated with the latest N series model and feature information.
» Updated to reflect VMware vSphere 4.1 environments

New information
We added the following updates to this Redbooks publication:

» Information for Virtual Storage Console 2.x has been added
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Introduction to IBM System
Storage N series

The IBM System Storage N series offers an additional choice for organizations that are facing
the challenges of enterprise data management. The IBM System Storage N series delivers
high-end value with midrange affordability. Built-in enterprise serviceability and manageability
features help to support customer efforts to increase reliability, simplify and unify storage
infrastructure and maintenance, and deliver exceptional economy.
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1.1 Unified storage

2

The IBM System Storage N series storage systems offer multiprotocol connectivity by using
internal storage or storage provided by expansion units, as shown in Figure 1-1. The N series
systems are designed to provide integrated block-level and file-level data access, allowing
concurrent operation in IP SAN (iSCSI), FC SAN, NFS, and CIFS environments.

Other storage vendors might require the operation of multiple systems to provide this
functionality. N series storage systems are designed to avoid costly downtime, both planned
and unplanned, and improve your access to important data, helping you gain a competitive
advantage. Features and functions provide data protection and data recovery solutions for
customers’ business critical environment as well as foundations for cloud storage solutions.

NAS / Compliance
Enterprise Enterprise Enterprise Departmental
Users
D s — | —

o S

|ttt
N

iscsi ||
Fibre s Dedicated
Channel < | Gigabit/ 10X Gig
Ethernet

DATA PROTECTION
SnapShots
RAID-DP (RAID-6)
MetroCluster

DATA RECOVERY
SnapRestore

SnapVault

SnapMirror
SyncMirror
SnapVault

SnapManager for: Exchange,
: ] SAQL, Oracle, SAP, SharePoint,
IBM N series VMware, Hyper-V

&
Data ONTAP™

Figure 1-1 N series unified storage

The N series is a specialized, thin server storage system with a customized operating system,
similar to a stripped-down UNIX kernel, referred to as Data ONTAP. With this customized
operating system, many of the server operating system functions that you are familiar with are
not supported. Data ONTAP improves performance and reduces costs by eliminating
unnecessary functions that do not pertain to a storage system.

N series units come with preconfigured software and hardware, and with no monitor or
keyboard for user access, which is commonly called a headless system. A storage
administrator accesses the systems and manages the disk resources from a remote console
by using a web browser or command line.

A typical characteristic of an N series storage systems product is its ability to be installed
rapidly, using minimal time and effort to configure the system. The N series product is
integrated seamlessly into the network, making it especially attractive when time and skills
are limited in the organization of the customer.
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1.2 Product overview

The IBM System Storage N series portfolio (Figure 1-2) provides a range of reliable, scalable
storage solutions for various storage requirements. These capabilities are achieved by using
network access protocols. Examples include Network File System (NFS), Common Internet
File System (CIFS), HTTP, and iSCSI, as well as storage area network (SAN) technologies
such as Fibre Channel (FC).

By using built-in Redundant Array of Independent Disks (RAID) technologies, all data is well
protected, with options to enhance protection through mirroring, replication, snapshots, and
backup. These storage systems are also characterized by simple management interfaces that
make installation, administration, and troubleshooting straightforward.

Highly-scalable storage systems designed to meet the needs of

large entérprise data centers. N series Gateways

Leverage existing Storage Assets

while introducing N series Software.
- Gateway functionality is achieved by
adding a gateway feature code to the

N7950T N6000 or N7000 appliance
4,320 TB Dual nede enly

Excellent performance, flexibility, and scalability all at
a proven lower overall TCO

N6210 N6240 N6270
240/430TB 600/1.200TB 960/1,920TB

Entry level pricing, Enterprise Class Performance

N3300
N3400
BEEETE 136/272TB

Figure 1-2 N series portfolio

The most current IBM System Storage N series portfolio can be found at:

http://www.ibm.com/systems/storage/network/hardware/index.html
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1.3 High

With this type of flexible storage solution, you can perform the following tasks:

» Tune the storage environment to a specific application while maintaining flexibility to
increase, decrease, or change access methods with minimal disruption.

» React easily and quickly to changing storage requirements. If additional storage is
required, you can expand it quickly and non-disruptively. If existing storage is deployed
incorrectly, you can reallocate available storage from one application to another quickly
and simply.

» Maintain availability and productivity during upgrades. If outages are necessary, they can
be kept to the shortest time possible.

» Create effortless backup and recovery solutions that operate in a common manner across
all data access methods.

» Simplify your infrastructure with file- and block-level services in a single system.

» Tune the storage environment to a specific application while maintaining its availability and
flexibility.

» Change the deployment of storage resources non-disruptively, easily, and quickly. Online
storage resource redeployment is possible.

» Easily and quickly implement the upgrade process. Non-disruptive upgrade is possible.
» Achieve strong data protection solutions with support for online backup and recovery.

» Include added value features, such as N series deduplication and IBM Real-time
Compression, to optimize space management.

All N series storage systems use a single operating system across the entire platform. They
offer a combination of multiple advanced function software features that provide one of the
most multifaceted storage platforms in the industry. Such features include comprehensive
system management, storage management, onboard copy services, virtualization
technologies, and disaster recovery and backup solutions.

availability as a cloud foundation

N series systems are available as clusters and are also referred to as active-active HA pairs.
These consist of two independent storage controllers that provide fault tolerance and
high-availability storage for virtual environments. The cluster mechanism provides
nondisruptive failover between controllers in the event of a controller failure. Redundant
power supplies in each controller maintain constant power. Storage HBAs and Ethernet NICs
are all configured redundantly within each controller. The failure of up to two disks in a single
RAID group is accounted for by RAID-DP.

The N series active-active HA cluster model can be enhanced by synchronously mirroring
data at the RAID level using NetApp SyncMirror. This mirrored active-active configuration
maintains two complete copies of all mirrored data. These copies are called plexes and are
continually and synchronously updated every time Data ONTAP writes to a mirrored
aggregate. When SyncMirror is used with HA clustering, the cluster has the ability to survive
the loss of complete RAID groups or shelves of disks on either side of the mirror.
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MetroCluster builds on the N series cluster model by providing the capability to place the
nodes of the clusters at geographically dispersed locations. Similar to the mirrored
active-active configuration, MetroCluster also maintains two complete copies of all mirrored
data. These copies are called plexes and are continually and synchronously updated each
time Data ONTAP writes data to the disks.

MetroCluster supports distances of up to 100 kilometers. For distances less than 500 meters,
the cluster interconnects, controllers, and disk shelves are all directly connected. This is
referred to as a stretch MetroCluster configuration.

For distances over 500 meters, MetroCluster uses redundant Fibre Channel switches and
interswitch links (ISL) between the sites. This configuration is referred to as a fabric
MetroCluster configuration. In this case, the controllers and the storage are connected
through the ISLs.

Note that the foregoing figures used in this section are simplified representations and do not
indicate the redundant connection between each component. Figure 1-3 illustrates
MetroCluster at more than 500 meters.

{ LAN

dark fibre

------ Cluster interconnect

» Dedicated pairs of FC switches
» No single point of failure - redundancy in all components and connectivity

Figure 1-3 MetroCluster greater than 500 meters
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1.4 N series software features

The IBM System Storage N series also provides a selection of features and functions
designed to provide a comprehensive set of robust management and operational tools. This
includes high availability features, disaster recovery, and data copy services. Such features
help the system administration provide a high level of support for environments requiring IP

attached storage solutions.

Figure 1-4 provides brief highlights of the available N series software features.

Diata ONTAP storage system

Software/Feature Function Banefit
= | Deduplication Ganeral-purposa deduplication for removal of redundant data Reduces tha amount of storage you need to purchasa and
E objects maintain
E FlexClona Instantzneously creatas file, LUN and volume clones without Saves you time in testing and developmeant and increases your
ﬁ requiring additional storage storage capacity
|
E Flex\ol Creates flexibly sized LUMs and volumes across a large pool of Ensures that your storage systems ane used at maximum efficiency
in disks and one or mone RAID groups and reduces your hardware investment
Snapshot Makes incremental, data-in-place, point-in-time copies of a LUM or | Enables you to create frequent, space efficiant backups with no
volume with minimal performance impsact disruption to data trafiic
SnapRestora® Rapidly restores singlo files, directornies, or entire LUMs and Instantanaocusly recovers your files, databasas, and complete
g volumes from any Snapshot backup volumes from your backup
o | SnapVault Exports Snapshot copies to ancther IBM systern, providing an Provides you with cost-affective, long-term backups of disk-based
: incremental block-level backup solution data
2 | SnapLock Wiite-protects structured application data files within a wolume to Provides you with worry-free compliianca with records retention
é provide WORM disk storage regulafions
g Snaphirmor Enables automatic, incremental data replication bobween systems: | Provides you with flexibility and eficiency when mirroring for data
synchronous or asynchronous distribution and dizaster recovery
SyncMirror Maintains two online copies of data with BAID-DP protection on Protects your system from all fypes of hardware outages, including
each side of the mimor triple disk failure
Operations Manager Manages multipla IEM systems from a single administrative console | Simplifies your IBM deployment and alows you to consolidate
) managamsant of multipk IBM systems
b}
E 2 | Protection Manager BEackup and replication management software for IBM disk-to-disk | Leis you automate data protection, ensuring that you hawe
%E‘ ervironments mistake-free backup
E System Manager Provides setup, provisioning and configuration management of a Simplifies cut-of-box sstup and device management using an

ntuitivie Windows based intarfaca

Figure 1-4 Key N series software features

1.5 IBM System Storage N series Gateways
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The IBM System Storage N series Gateway product line is a network-based integrated
storage solution. It provides Internet Protocol (IP) and Fibre Channel protocol access to

SAN-attached heterogeneous storage arrays. The N6000 and N7000 series ordered with a
Gateway feature code help you make the most of the dynamic provisioning capabilities of
Data ONTAP software across your existing Fibre Channel SAN infrastructure to support an
expanded set of business applications.

An N series Gateway implementation can be thought of as a front-end implementation and a
back-end implementation. A front-end setup includes configuring the N series Gateway for all
protocols (NAS or FCP) and implementing any snap features (such as Snapshot, SnapMirror,
SnapVault, and so on). It also includes setting up backup, including NDMP dumps to tapes.
The back-end implementation includes all tasks that are required to set up the N series
Gateway system up to the point where it is ready for Data ONTAP installation. These tasks
include array LUN formatting, port assignment, cabling, switch zoning, assigning LUNs to the
N series Gateway system, creating aggregates, and loading Data ONTAP.

IBM System Storage N series with VMware vSphere 4.1



The IBM System Storage N series Gateway can provide network shares, exports, or LUNs
that are built on flexible volumes that reside on aggregates. The N series Gateway is also a
host on the storage array SAN. N series Gateways can take storage array LUNs (which are
treated as disks) and virtualize them through Data ONTAP, presenting a unified management
interface.

This simple, elegant data management solution can decrease management complexity and
improve asset utilization. This solution also can streamline operations to increase business
agility and reduce total cost of ownership and enhance data protection. In addition, it can
enable rapid recovery and broaden centralized storage usage by provisioning SAN capacity
for business solutions requiring NAS, SAN, or IP SAN data access (Figure 1-5).

| Enterprise i Departmental I‘ Enterprise i Departmental |

| FCP iSCSI

Target
Side =

Dedicated | |
Ethernet
Corporate
LAN
Target |

— i

Fibre
Channel

1 SAN s
¥ _| (Block) (File)
-

IBM

Side

Target
Side

N series

Figure 1-5 Gateway topology

With Data ONTAP, the N series Gateway now supports attachment of heterogeneous storage
systems and IBM expansion units of the type used with N series storage systems.

IBM System Storage N series Gateway provides several key features that enhance the value
and reduce the management costs of using a storage area network. An N series Gateway
offers the following advantages:

Simplifies storage provisioning and management

Lowers storage management and operating costs

Increases storage utilization

Provides comprehensive, simple-to-use data protection solutions

Improves business practices and operational efficiency

Transforms conventional storage systems into a better managed storage pool (Figure 1-6)

vVvyvyvyYYyvyy
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Figure 1-6 Tiered heterogeneous storage

Current N series interoperability matrices, included storage subsystems that are supported as

N series back-end, are located at this website:

http://www.ibm.com/systems/storage/network/interophome.html

1.6 N series disk shelf technology

Currently four disk storage expansion units are available for the IBM System Storage N series

storage systems:

>

EXN4000: 4-Gbps Fibre Channel Disk Storage Expansion Unit (MTM 2863-004) with 14

low-profile slots for Fibre Channel disk drives

EXN3500: SAS Small Form Factor (SFF) Disk Storage Expansion Unit (MTM 2857-006)

with 24 SFF slots for SAS SFF disk drives

EXN3000: SAS Disk Storage Expansion Unit (MTM 2857-003) with 24 slots for SAS disk

drives

EXN1000: SATA Disk storage expansion unit (MTM 2861-001) with 14 low-profile slots for

SATA disk drives

EXN expansion units: EXN expansion units can be used for attachment to a Gateway

with Data ONTAP 7.3 and later.
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Multiple EXN1000s, each with different SATA disk drive feature codes, can be attached to the

same N series storage system on the same Fibre Channel loop. Multiple EXN4000s, each

with different Fibre Channel disk drive feature codes, can be attached to the same N series
storage system on the same Fibre Channel loop. Multiple EXN3500s or EXN3000s, each with
SAS or SATA disk drives, can be attached to the same N series storage system on the same

SAS loop.

For the latest storage expansion unit support information, visit the IBM support website:
http://www.ibm.com/storage/support/nas/

An overview of current disk shelf technology is displayed in Figure 1-7.

N Series Controller
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Figure 1-7 Shelf topology comparison
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1.7 Hardware summary

The hardware portfolio can be categorized in three major segments: entry systems
represented by the N3000 series, mid-range systems represented by the N600O0 series, and
enterprise systems represented by the N7000 series.

1.7.1 N3000 series

The IBM System Storage N3000 systems are designed to provide primary and secondary
storage for midsize enterprises. This consolidates all of their fragmented application-based
storage and unstructured data into one single-code system. Easily managed and expandable,
this platform can help IT generalists increase their effectiveness.

In a cost-effective package, N3000 systems offer features such as those found in higher-end
IBM System Storage N series systems:

» Integrated data access
» Intelligent management software
» Data protection capabilities

N3000 series innovations include internal controller support for the following capabilities:

» Serial-attached SCSI (SAS) or serial advanced technology attachment (SATA) drives
» Expandable 1/0O connectivity
» Onboard remote management

The N3000 series is compatible with the entire family of N series storage systems. These
systems feature a comprehensive line-up of hardware and software designed to address a
variety of possible deployment environments.

The N3300 series squeezes 24 TB of internal raw capacity into a 2U enclosure. Optional
external expansion can increase total system raw capacity to 136 TB. The new N3400 series
can expand up to 24 TB of internal raw capacity and increase total raw capacity to 272 TB.
Whether used for primary or secondary storage, the N3000 Express systems are intended to
provide outstanding deployment versatility and connectivity. This can help satisfy your data
protection and recovery needs at an affordable cost, improving storage efficiency.

1.7.2 N6000 series

The IBM N6000 series offers extraordinary performance to help you meet demanding service
levels of critical applications that can take priority under peak load conditions with FlexShare
quality of service software. The Performance Acceleration Module (Flash Cache), an
intelligent read cache, improves throughput and reduces latency to optimize the performance
of your storage system. The N600O series systems support simultaneous host attachment via
CIFS, NFS, iSCSI and Fibre Channel protocols. The N6000 series supports up to 960 disk
drives with a maximum raw capacity of 2880 TB.

1.7.3 N7000 series

The IBM System Storage N7000 series is designed to offer outstanding performance and
expandability. It delivers high-end enterprise storage and data management value with
midrange affordability.
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1.7.4 At a glance

In summary, Figure 1-8 provides a hardware overview of current systems and disk shelves.
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Figure 1-8 N series product portfolio overview
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1.8 Additional N series resources

For more details about N series hardware and software features, including an in-depth
explanation of functions, see the following Redbooks publications:

» |IBM System Storage N series Hardware Guide, SG24-7840
http://www.redbooks.ibm.com/abstracts/sg247840.htm1?0pen

» IBM System Storage N series Software Guide, SG24-7129
http://www.redbooks.ibm.com/abstracts/sg247129.htm1?0pen
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Introduction to virtualization

Virtualization helps you take control of your infrastructure. With virtualization, you can see
and manage your computing resources in ways that offer more flexibility because you are not
restricted by implementation, location, or physical packaging. By using virtualization, you
have a logical, rather than a physical, view of data, computing power, storage capacity, and
other resources. By gaining greater control of your infrastructure, you can improve cost
management.

This chapter describes the various types of virtualization. It includes the following topics:

Advantages of virtualization
Storage virtualization
Network virtualization
Application virtualization
Server virtualization
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2.1 Advantages of virtualization

14

Businesses are pursuing financial savings through both server and storage consolidation.
The consolidation is achieved by using virtualization. Virtualization is the abstraction of a
physical resource into a virtual resource that is decoupled from the underlying hardware.
Consolidation of server and storage hardware by using virtualization offers a return on
investment (ROI) for the business.

Although cost savings is a primary driver for initial virtualization deployment, the full value of
virtualization lies in its ability to offer the following advantages:

» Improved total cost of ownership (TCO):

By decreasing management costs and increasing asset utilization, you can experience a
rapid ROI with virtualization. In addition, by virtualization of resources, you can make them
easier to migrate or fail over to other physical devices or locations. Thus you can enhance
system availability and help lower the cost and complexity of disaster-recovery solutions.

» Increased flexibility:

Virtualization supports the pooling of resources that can be managed centrally through an
enterprise hub to better support changing business requirements dynamically.

» Enabled access through shared infrastructure:

Virtualization provides a resilient foundation and shared infrastructure that enables better
access to infrastructure and information in support of business applications and
service-oriented architectures (SOA).

Companies of all sizes are aggressively adopting virtualization solutions to help in the
following areas:

» Infrastructure simplification:

Virtualization can help control infrastructure sprawl through the deployment of virtual
servers and storage that run securely across a shared hardware environment.
Virtualization not only helps with server consolidation, but also server containment when
deploying new systems. Consolidating to a virtual infrastructure can enable you to
increase server utilization rates from 5% to 15% to over 70%, thus helping improve ROI.
In addition, a simplified infrastructure can help lower management costs with a common
management platform and tooling.

» Rapid application deployment:

Virtualization can help enable rapid infrastructure provisioning (in minutes instead of
days). It can help developers speed application test and deployment, enhance
collaboration, and improve access to the infrastructure. The ease and flexibility of creating
and reconfiguring guest operating systems helps development and test environments to
realize significant benefits from virtualization.

» Business resiliency:

Virtualization can help IT managers secure and isolate application workloads and data
within virtual servers and storage devices for easier replication and restoration. This
added resiliency can provide IT managers with greater flexibility to maintain a highly
available infrastructure while performing planned maintenance. It also helps in configuring
low-cost disaster recovery solutions.

Virtualization technologies solve many traditional backup issues, because they decouple
the bindings between the operating system (with the application and data) and the
underlying hardware. For example, you can have a different hardware topology in the
recovery site, both in terms of the number of servers and the configuration of those
servers. You can also still boot all your guests on the two different data centers.
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With virtualization, you can freely mix and match technologies through common management
tools for managing distributed heterogeneous resources. This added freedom offers
capabilities to lower switching costs, add flexibility and freedom of choice, and mask
complexity. Managing each computer or resource together virtually, instead of separately,
allows for significant improvements in utilization and administrative costs.

2.2 Storage virtualization

The amount of data and information that is being generated by businesses continues to grow.
The IT data center manager must deal with this high rate of growth and, at the same time,
look for ways to reduce costs. Storage consolidation helps the data center manager deal with
the rapid growth and costs concerns. Increasing the utilization of the storage hardware,
similar to what was explained for the server hardware, is cost-effective and helps meet the
growing demand. Storage consolidation is the allocation or provisioning of shared storage
resources.

This consolidation is enabled by storage virtualization (Figure 2-1). Shared storage is
connected to the servers by using Fibre Channel or IP-based networks.
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Figure 2-1 Storage virtualization
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Storage virtualization software, which is similar in concept to server virtualization, abstracts
the storage hardware volumes of data into a logical or virtual view of the volume. Using

N series hardware with storage virtualization gives the data center a method to support
storage provisioning, independent of the underlying storage hardware.

Storage virtualization can enable data sharing, data tiering, improved storage hardware
utilization, improved availability, and disaster recovery capabilities. Storage virtualization
software separates the representation of the storage to the operating system from the
physical device. Utilization rates of storage are likely to be improved when moving toward
network-based storage that is virtualized.

2.3 Network virtualization

16

If physical server farms are consolidated into virtual server farms, parts of the physical
network can be replaced by a virtual network, saving money and reducing management
complexity. Network performance and bandwidth between the servers is increased, enabling
new data-intensive applications. Although network virtualization is not covered in detail in this
IBM Redbooks publication, this section provides a brief overview of it. It also highlights the
various technologies within the platform-specific topics.

Business-critical applications require more efficient management and use of network
resources regarding performance, resource usage, people cost, availability, and security.
Network virtualization includes the ability to manage and control portions of a network that
can even be shared among different enterprises, as individual or virtual networks. At the
same time, isolation of traffic and resource utilization is maintained.

Network virtualization includes technologies such as Virtual Private Networks (VPNs), IBM
HiperSockets™, Virtual Networks, and VLANS. It also includes the ability to prioritize traffic
across the network, through quality of service (Qo0S), to ensure the best performance for
business-critical applications and processes. Instrumentation of network resources and
operations, such as Simple Network Management Protocol (SNMP), can be abstracted
across the server and networking devices. These technologies are key enablers for
on-demand behavior.

The N series assists with this network virtualization with its ability to support multiprotocols
and transports:

Common Internet File System (CIFS)
Network File System (NFS)

iSCSI

Fibre Channel Protocol (FCP)

Fibre Channel over Ethernet (FCoE)
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As illustrated in Figure 2-2, this virtualization of protocols enables consolidation of storage
and reduces any connection impact to the existing network.
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Figure 2-2 Multiprotocol N series

2.4 Application virtualization

Application virtualization addresses application-level workload, response time, and
application isolation within a shared environment. Application virtualization complements
server, storage, and network virtualization as illustrated in Figure 2-3.

Application Virtualization

Figure 2-3 Virtualization stack
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With application virtualization, businesses can push the boundaries of their IT infrastructures
further for greater agility, cost savings, operational efficiency, and manageability. Also, ClIOs
and IT administrators can literally do more with less. With application virtualization, data
centers can run applications on any application server in a common resource pool.
Furthermore, administrators can deploy resources quickly and seamlessly during peak
periods and in response to unforeseen demand for mission-critical applications. In addition,
data administrators can achieve application response times and service levels that meet
service level agreements.

2.5 Server virtualization
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With virtualization, one computer does the job of multiple computers, by sharing the
resources of a single computer across multiple environments (Figure 2-4). By using virtual
servers and virtual desktops, you can host multiple operating systems and multiple
applications locally and in remote locations, freeing you from physical and geographical
limitations.

Server virtualization also offers energy savings and lower capital expenses because of more
efficient use of your hardware resources. You also get high availability of resources, better
desktop management, increased security, and improved disaster recovery processes when
you build a virtual infrastructure.
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Figure 2-4 Server virtualization
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The virtualization concept became more popular with the introduction of hypervisors
(software responsible for the virtualization layer) in the x86 platform. However, server
virtualization is not a new technology. It was first implemented more than 30 years ago by IBM
as a way to logically partition mainframe computers into separate virtual machines. These
partitions allowed mainframes to multitask (run multiple applications and processes at the
same time). However, because of the high cost of the mainframes, the virtualization
technology did not become popular.

The broad adoption of Microsoft Windows and the emergence of Linux as server operating
systems in the 1990s established x86 servers as the industry standard. The growth in x86
server and desktop deployments introduced new IT infrastructure and operational challenges.
Virtualization in the x86 platform allowed companies to centralize the management of servers
and desktops, together with a reduction in cost of management.

2.5.1 VMware vSphere

The VMware approach to virtualization inserts a thin layer of software directly on the
computer hardware (with the bare metal hypervisors as ESX and ESXi). Or it can be done on
a host operating system (with the VMWare Server product). This software layer allocates
hardware resources dynamically and transparently. Thus it enables multiple operating
systems to run concurrently, each unaware of the others, on a single physical computer.

The VMware vSphere, combined with IBM System Storage N series storage and its storage
virtualization capabilities, brings several benefits to data center management:
» Server consolidation and infrastructure optimization:

Virtualization makes it possible to achieve higher resource utilization by pooling common
infrastructure resources and breaking the “one application to one server’ model.

» Physical infrastructure cost reduction:

With virtualization, you can reduce the number of servers and related IT hardware in the
data center. The benefit is reductions in real estate, power, and cooling requirements,
resulting in lower IT costs.

» Improved operational flexibility and responsiveness:

Virtualization offers a new way to manage IT infrastructure. It can help IT administrators
spend less time on repetitive tasks, such as provisioning, configuration, monitoring, and
maintenance.

» Increased application availability and improved business continuity:

You can reduce planned downtime and recover quickly from unplanned outages. You have
the ability to securely back up and migrate entire virtual environments with no interruption
in service.

» Storage savings:

By taking advantage of the N series thin provisioning capability, you can allocate the space
of the actual used files only (see Figure 2-5).

Chapter 2. Introduction to virtualization 19



= Only pay for the storage you actually need with Thin Provisioning
Typical: 40% Utilization
”~
70+% Utilization
App 3 8 spindles Buy 50% Less Storage*
Save 50% in Power, Cooling,
& Space*
\
gE
7] Shared
| App2 B 2 | 6 spindles capacity
-~ R 12 spindles
2
(2]
T 2 | 6 spindles | App2 |
Competition N-Series Thin Provisioning
*Source: Oliver Wyman Study: “Making Green IT a Reality.” November 2007. Thin Provisioning, clones, & multiprotocol dl contribute to savings.

Figure 2-5 Thin provisioning savings

» Rapid datacenter deployment:

With the LUN clone capability of N series system, you can quickly deploy multiple VMware
hosts in the data center.

2.5.2 Implementation example
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This section provides an example of one of several configurations that were used and
implemented in the development of this Redbooks publication.

The environment has the following setup:

>
>

»

IBM System

Server: IBM System x3650 system
Storage: IBM System Storage N series 6270 and an N series 5500

iISCSI used as Storage protocol for the connection between the storage system and the
server

Ethernet switch
Network:

— 1-Gigabit NIC for VMware Service Console
— 1-Gigabit NIC for VMotion
— 1-Gigabit NIC for the virtual machines

Virtualization software:

— VMware ESXi 4.1
— VMware ESX 4.1
— VMware vCenter 4.1 Update 1

Network and storage redundancy: This example does not consider redundancy for
network and storage.

Storage N series with VMware vSphere 4.1




Figure 2-1 shows a simple diagram of the solution used.

M series 5500

VM'Ware ESXi 4.1

(&

Ethernat
Switch

Wiare ESX 4.1
| FC Switch

N

ﬁ‘r’ |

M series G270

Figure 2-6 The environment used to write this book
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Benefits of N series with VMware
vSphere 4.1

This chapter outlines the benefits that the IBM System Storage N series provides to
VMware vSphere 4.1 environments. It includes the following topics:

»

vVVvyVvYyVvYyYvVvYYyvYyyYy

Increased protection with RAID-DP

Cloning virtual machines

N series LUNs for VMWare host boot

N series LUNs for VMFS datastores

Using N series LUNs for Raw Device Mappings

Growing VMFS datastores

Backup and recovery of virtual infrastructure (SnapVault, Snapshot, SnapMirror)
Using N series deduplication with VMware
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3.1 Increased protection with RAID-DP

In a VWware vSphere 4.x environment, the performance and availability of the storage
system are important. Generally many different server systems are consolidated onto each
VMware ESX host, and a failure can cause all of the machines to have an outage or data loss.
RAID-DP (Figure 3-1) provides the benefit of both performance and availability without the
requirement to double the physical disks. This benefit is achieved by using two dedicated
parity disks. Each disk has separate parity calculations, which allows the loss of any two disks
in the Redundant Array of Independent Disks (RAID) set while still providing excellent
performance.

Data reliability for virtualization

The Problem i NSeries RAID-DP™ Solution
» Double disk failure is a » Protects against double disk
mathematical certainty i failure

» RAID 5 » High performance and fast

» Insufficient protection rebuild

» RAID 10 » Same capacity as RAID 10 at

half the cost
» Double the cost

RAID 5 RAID 10 RAID-DP

Cost Low

Performance

Resiliency

Figure 3-1 RAID-DP

3.2 Cloning virtual machines
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Although you can clone guests natively with VMware, cloning from the N series provides
significant storage space savings. This type of cloning is helpful when you need to test
existing VMware guests. Guests can be cloned at the N series level and use little additional
disk capacity due to the deduplication. We explain how this works in 3.9, “Using N series
deduplication with VMware”, where VMware guest cloning doubles the required disk
allocation.
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3.3 Multiprotocol capability for storing files on iSCSI, SAN, or
NFS volumes

The N series storage system provides flexibility in the method and protocol used to connect to
storage. Each has advantages and disadvantages, depending on the existing solution and the
VMware environment requirements.

Traditionally, most VMware scenarios use standard Fibre Channel SAN connectivity. With

N series, you can keep using this method if it is already in the environment. However, fiber
connectivity can be expensive if new purchases are required. As a result, more environments
are now implementing network connectivity methods to storage. Such methods include
iISCSI, Network File System (NFS), and Common Internet File System (CIFS), as illustrated in
Figure 3-2.

NAS — File Based Methods

S

CIFS or

Fibre Channel | | FCoE | | iSCSI | IEI NFS

CthErme
Feoe
|

__/

N series

Figure 3-2 Storage protocols used by VMWare and available on N series family
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3.4 N series LUNs for VMWare host boot

N series storage systems provide a set of features that make the boot from SAN reliable,
secure, and cost effective. You can use these features as follows:

>

With Snapshot, you can take snapshots of a logical unit number (LUN) and restore it later.
You can use Snapshot restores in a case of a storage failure or for corrupted file systems if
necessary to recreate the entire LUN (Figure 3-3).

With FlexClone, you can clone a LUN and make it available to other servers. This method
can be used to deploy multiple ESXi hosts. For example, you can install the ESXi
operating system on a single server, then use FlexClone to make a copy of that LUN to
multiple servers. This N series feature is also helpful when you want to reproduce your
production environment on a test area. FlexClone functionality is shown in Figure 3-3.

Volume 1 » Start with a volume
Snapshot™ » Create a Snapshot copy
Copy of
Volume 1
» Create aclone
{a new volume based on
Volume 2 |:| |:| |:| the Snapshot copy)
(Clone)
" . -
Snapshot Copy Modify the original volume
. - - ~ » Meodify the cloned volume
Data Written
to Disk: Result:
Volume 1 Independent volume copies,
Changed Blocks efficiently stored

Cloned Volume
Changed Blocks

Figure 3-3 Flexclone cloning and space savings

Customizing the ESXi operating system: After using FlexClone, the ESXi operating
system must to be customized to avoid IP and name conflicts with the original server from

which the FlexClone was taken.
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3.5 N series LUNs for VMFS datastores

Including many hard drives in the aggregate provides improved performance for LUNs
created over them. As a best practice, ensure that each LUN is used by a single datastore,
thus making them easier to manage.

Similar backup and recovery requirements provide a good criteria when deciding which
servers should share the same datastores. Consider having very important servers on their
own datastore, so you can take full advantage of N series advanced functionalities, which are
implemented on the volume level.

3.6 Using N series LUNs for Raw Device Mappings

Using Raw Device Mappings (RDM) with VMware ESXi offers the following benefits:

Mapping file references to persistent names
Unique ID for each mapped device
Distributed locking for raw SCSI devices
File permission enablement

Redo log tracking for a mapped device
Virtual machine migration with VMotion
Use of file system utilities

SAN management within a virtual machine

vVVyVYyVYVYVYYVYY

The N series can facilitate these benefits by providing virtual LUNs though flexible volumes
(Figure 3-4).

x86 Architecture x86 Architecture

Virtualization Virtualization

VMFS

Volume Mapped Device

N series LU

y
Virtual Mapping
disk file | | File location
Permissions
Disk data Locking and
sectors soon

Disk data
Sectors

[l—o<><rn|—'n]

Figure 3-4 Mapping file data
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3.7 Growing VMFS datastores

You can easily increase the storage for a Virtual Machine File System (VMFS) datastore by
increasing the size of the N series LUN. Then you add an extent on the VMware ESX Server.
However, you must complete this process only when all virtual machines stored on the
datastore are shut down.

3.8 Backup and recovery of virtual infrastructure
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(SnapVault, Snapshot, SnapMirror)

The use of N series functions, such as Snapshot, allow for fast backup of a whole disk volume
without using much additional disk space. The backup can then be written to tape or mirrored
to auxiliary storage at the same or different location.

Recovery of a disk volume from Snapshot is fast, because the volume is quickly replaced with
the Snapshot. If less data is required for restoration, such as a single file or a guest virtual
machine disk (files with .vmdk extension), then the restore depends on the backup strategy:

» If Snapshot is used, a clone of the Snapshot can be created and just the required files can
be copied back manually. For a guest, the cloned volume can be mounted by VMware and
the required guests can be registered and started.

» If backup was to tape, a restore of the required files is performed.

» If a mirror exists, the required files can also be copied back manually.

It is important to note that if no other tool is implemented and a volume backup is taken, only
the entire volume can be restored. To overcome that limitation, IBM offers the IBM Tivoli®
Storage Manager product. This product interacts with VMWare vSphere APlIs for Data
Protection, formerly known as Virtual Consolidated Backup (VCB) on earlier VMWare
versions. When used together, these products can restore on the image, volume, and file
levels from a single backup.

For more information, see the following website:

http://www.ibm.com/developerworks/wikis/display/tivolistoragemanager/IBM+Tivoli+St
oragetManager+for+Virtual+Environments
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3.9 Using N series deduplication with VMware

Deduplication is the concept of storing multiple instances of the same information into a
single point. Then a pointer is used to refer to it on the next occurrence, so files that
potentially might be stored in an environment many times are stored only once. Microsoft
Exchange and Symantec Vault are commercial products known for the usage of
deduplication.

N series deduplication provides Advanced Single Instance Storage (A-SIS) at the storage
level, rather than the application level. Doing this significantly reduces the amount of storage
that is used when the same files are stored multiple times. The deduplication process is
shown in Figure 3-5.

ESXi Server

- Eliminate OS and
application
redundant space

/ // / -WVMs consume
storage only for their

/ N /aép:_/V unique data

- Duplicated data saved through - Reduce storage cost
& &S deduplication with virtualization

Figure 3-5 Storage Consumption with N series A-SIS
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3.10 Coupling deduplication and compression
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You can further increase savings by using N series deduplication and compression with the
IBM Real-time Compression solution. Compression, which has been around for several
years, has not met the strict IT demands for primary storage until now. To solve primary
storage capacity optimization, vendors need to ensure data integrity and availability, without
impacting performance or forcing IT to change their applications or process.

The IBM Real-time Compression technology meets these requirements with its Random
Access Compression Engine (RACE), through an appliance called Real Time Compression
Appliance (RTCA). It provides a tremendous reduction in capital and operational costs when it
comes to storage management and the additional benefits of less to manage, power, and
cool. Additionally, similar to server virtualization, IBM Real-time Compression fits seamlessly
into your storage infrastructure. This is done without requiring changes to any processes and
offering significant savings throughout the entire data life cycle.

IBM Real-time Compression provides data compression solutions for primary storage,
enabling companies to dramatically increase storage efficiencies. IBM Real-time
Compression provides the following benefits:

» Up to 80% of data footprint reduction.

» Resource savings. Compressing data at the origin triggers a cascading effect of multiple
savings across the entire information life cycle. As less data is initially written to storage, it
results in these improvements:

— There is a reduction in storage CPU and disk utilization.

— Effective storage cache size increases in proportion to the compression ratio and
enables higher performance.

— Snapshots, replications, and backup and restore-related operations all benefit from the
data reduction and perform better.

» Transparency. No configuration changes are required on the storage, networks, or
applications. The IBM Real-time Compression system is agnostic to both data types and
storage systems.

» Simplicity. IBM Real-time Compression Plug and Play real-time data compression
appliances are simple to deploy, with a typical installation taking no more than 30 minutes.

For more details on integration of vSphere 4.x environments with the IBM Real-time
Compression Appliance (RTCA), see the IBM Redbooks publication: Introduction to IBM
Real-time Compression Appliances, SG24-7953-01. It is located at the following website:

http://www.redbooks.ibm.com/abstracts/sg247953.htm1?0pen
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Planning for an N series and
VMware vSphere 4.1

This chapter explains how to plan the setup of an N series and VMware ESXi installation.

It includes the following topics:

v

Planning requirements

Overview of solution sizing
Planning for the virtualized solution
Configuration limits and guidance
vol options <vol-name> no_atime_update on
Storage provisioning

Storage connectivity

Networking for IP storage
Increasing storage utilization
Snapshots

Backup and recovery

N series FlexShare

Licensing

VVYYVYYYVYYVYVYVYVYYVYY
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4.1 Planning requirements

The first step to be taken when implementing a new technology is planning. This step is often
underestimated because of lack of knowledge and the non-immediate results of an
unplanned system.

The aim is to have a long lasting implementation with as few problems as possible. This
chapter discusses some considerations you need to keep in mind when planning your
environment and the integration of its components.

4.1.1 Compatibility and support

The first step in ensuring the feasibility of a solution is to check its compatibility. Both
hardware and software must be certified and supported to work with each other. Otherwise,
you might not have support from the vendors if needed.

Because your server hardware might be from different vendors, we are providing the storage
and software compatibility references.

4.1.2 Data ONTAP

Although Data ONTAP has supported VMware products since the introduction of the N series
product line, this support is continually being enhanced. See the “IBM System Storage N
series and TotalStorage NAS interoperability matrices” web page at the following address for
the latest supported solutions:

http://www-03.ibm.com/systems/storage/network/interophome.htm]
Access to IBM Systems support: You must register for access to IBM Systems support
applications and content. You can register at the following address:

https://www-304.1ibm.com/systems/support/supportsite.wss/docdisplay?Indocid=REGS
-NAS&brandind=5345868

4.1.3 VMware vSphere 4.1
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To ensure that your overall solution is supported by VMware vSphere and IBM, see the
VMware Compatibility Guide, located at the following website:

http://www.vmware.com/resources/compatibility/search.php

IBM System Storage N series with VMware vSphere 4.1


http://www-03.ibm.com/systems/storage/network/interophome.html
https://www-304.ibm.com/systems/support/supportsite.wss/docdisplay?lndocid=REGS-NAS&brandind=5345868

4.2 Overview of solution sizing

For your virtualized environment to deliver successful results, you must ensure that both the
servers and the storage subsystems are sized appropriately. The following topics can help
you to avoid overlooking items that can cause bottlenecks and that might negatively impact
your environment.

Before deciding which hardware your solution is to use, monitor the systems that you intend
to virtualize. Create a performance baseline wide enough to encompass both periods of low
utilization and peak usage, as well as month-end closing activities. Doing this can help avoid
having a distorted picture of resource utilization, which could lead to an incorrect capacity
analysis and consequent inappropriate hardware acquisition.

4.2.1 VMware ESXi Server sizing

Virtual machines provide resources to the operating system and applications so they can
perform their activities. If those resources are not enough, the requester must wait for their
availability. Although virtualization is a way to share resources among different servers, it is
important to have resources available at the time they are requested.

The core applications running on the servers, generally related to the company’s business,
are by far the most important to be measured and provided with resources. However,
programs used to maintain the main ones cannot be overlooked, such as backup and
antivirus, particularly when taking the consolidation approach. If you miss a program that
uses 50 MB of memory, it might not impact the performance of a physical machine. But if you
consolidate 20 virtual machines over a VMware ESXi server, you must add at least 1 GB of
memory to your hardware needs. If those resources are not promptly made available to the
secondary applications, they must compete with the primary ones, causing bottlenecks.

Here are four main resources that you need to take into account:

» Processors

» Memory

» Networking bandwidth
» 1/O capabilities

Hardware shortages are often masked when the virtual machines are distributed equally
among multiple VMware servers. Suppose that a physical server fails and the VMs running on
that server are distributed to the remaining systems. In such a case, a small hardware
shortage can become a critical business problem that manifests as poor performance.

This section provides an overview of VMware vSphere sizing. For detailed information such
as sizing maximums, see the VMware support web pages:

http://www.vmware.com/pdf/vsphered/r41/vsp 41 config max.pdf

4.2.2 N series sizing

The N series product line offers plenty of options when sizing for a given solution. Whether
your requirements are for a small entry level system, a medium sized system, or even a large
enterprise class system, there is an N series system that can meet your needs. However,
your solution must be sized to meet the demands that your applications place on it. Sizing the
solution is far more important in a virtualized environment than a standard environment. This
is because performance impacts affect multiple applications and lines of business.
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N series hardware

Most N series systems run all advanced functionality software that is offered in the N series
product line. However, each function that an N series system must perform impacts the 1/0
capabilities of that device. Therefore, if your solution requires a moderate 1/O rate for the
applications it runs, you might want to look deeper into the overall goals of the virtualization
project.

Often, virtualization projects are carried out to simplify or consolidate the environment.

N series systems deliver a high performing solution for this goal, because they can displace
both Network File System (NFS) and Common Internet File System (CIFS) file servers.
However, this workload requires system resources and must be taken into account when
deciding which N series is correct for the solution. Additionally, if the primary system must be
replicated to an alternate location for backup or disaster-recovery purposes, this replication
can impact the size of the N series system that is required.

Finally, local space saving functionality, such as N series deduplication, also requires system
resources. The N series model chosen must be large enough to accommodate the extra
processing.

After you take these considerations into account, you might need a larger system than you
initially thought. Keep in mind that all of the N series systems are easy to administer and offer
many virtualization enhancements that can save time and money in the end.

N series physical drive size

With the increasing size of disk drives, it is easy to fall into the trap of sizing your storage
subsystem based on the amount of storage space required. To further exacerbate this
problem, N series systems run well with large drives, even with large SATA drives. However,
in a virtualized environment, you must use the overall I/O per second (IOPS), MBps, or both
to calculate the number of disk drives that are used.

If you do not calculate the number of disk drives, you can run into performance bottlenecks
that can be easily avoided. For example, an N series system can seem to be running out of
write cache when it is unable to get data to disks quickly enough because large disk drives
are too few. Deciding on the number and size of disk drives to use based on the performance
needs of the overall solution ensures that your applications can meet your business
requirements.

N series software

Numerous software features can address many of the diverse business needs that a
company might have. Almost all of these features can be run on almost all of the N series
models. However, as stated earlier, each software feature requires a slice of the system
resources. Additionally, as you apply more software features to a system, the requirements
and possibly limitations of the N series hardware become more important.

Therefore, engage IBM professional services to assist you with selecting the right software
and the right system for all of the work that the N series system must perform.
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N series high availability

The VMware ESX Servers that you deploy must host numerous guest systems, each of which
has availability requirements. Therefore, the N series system that is deployed must provide
high availability. Consider a situation where none of the applications that are running are
critical applications. In this case, the number of applications that might be affected by
unavailable storage must encourage you to use the high availability features of the N series
system for even the simplest deployment. For example, all storage systems should be
clustered and using RAID-DP. For even higher availability and redundancy, we suggest using
an N series MetroCluster as a foundation for VMware vSphere solutions (Figure 4-1).

N2Pool 0 .

- N1 Pool 1

Figure 4-1 N series MetroCluster protection

4.3 Planning for the virtualized solution

Many areas of the virtualized solution require decisions to be made on how the environment
is to be configured and ultimately function. This topic examines the options within each of
these decision points. You must consider the ramifications of each decision based on the
overall solution and the requirements that must be obtained.

Important: Read this chapter throughout its entirety before you finalize your decisions,
because you might find restrictions or limitations that alter your choices.

4.3.1 Storage delivering options

There are three types of storage methods available to VMware vSphere 4.1. The following
sections review each of these options and summarize the unique characteristics of each.

VMFS datastores

VMFS datastores are logical partitions created over LUNs, provided either through Fibre
Channel (FC), Fibre Channel over Ethernet (FCoE), or iSCSI methods. They are then
formatted with the Virtual Machine File System (VMFS) file system. It sends SCSI commands
encapsulated on Fibre Channel or IP, for FC or iSCSI respectively. This is the most common
method for deploying storage in VMware environments (see Figure 4-2).
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Figure 4-2 VMFS datastore: Fibre Channel (FC), Fibre Channel over Ethernet (FCoE), iSCSI

The challenges associated with this storage design focus around performance scaling and
monitoring. This design has a layered /O effect where 1/Os for individual guests are
aggregated together as read and write requests to a shared datastore. As the number of
guest machines increase on a datastore, administrators must be aware of the increase in
aggregated I/O to the datastore. Individual guests that are generating higher I/O loads cannot
be identified by the storage array. To identify storage bottlenecks, storage administrators must
reference the VMware vCenter.

For information about accessing virtual disks stored on a VMFS using either Fibre Channel
Protocol (FCP) or iSCSI, see the related VMware Guides at the following addresses:

http://www.vmware.com/pdf/vsphered/r41l/vsp 41 san cfg.pdf
http://www.vmware.com/pdf/vsphered/r4l/vsp 41 iscsi_san_cfg.pdf
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VMFS datastores over Fibre Channel protocol

This solution comprehends the utilization of HBAs, switches, and storage devices that
communicate using Fibre Channel protocol, which encapsulates the SCSI disk commands.
That protocol has minimum overhead and is not routable. This solution has the following
characteristics:

» Fibre Channel has the lowest latency rates, contributing to a fast connectivity.

» Multipathing must be managed carefully to avoid path thrashing when failover and failback
occur.

» Data is managed from the VMWare side, commonly from VMWare vCenter.

» The storage performance is easily accessible through the Performance tab either on
vCenter or directly on the host, using the Virtual Client Infrastructure.

» It has a higher cost due to the fiber components, as fiber HBAs on the servers, fiber cables
and Fibre Channel Switches, also known as fabric.

VMFS datastore over iSCSI protocol

Because Fibre Channel components can be expensive, a new solution emerged, using the
existing network infrastructure existing on datacenters, based on Ethernet. In that way, you
can use the common server network interfaces to connect to a storage, as the SCSI
commands are encapsulated over an IP package.

The iSCSI solutions have the following characteristics:
» As they use common network components, they cost less than Fibre Channel solutions.
» Multipathing is easy to implement.

» Data is managed from the VMWare side, commonly from VMWare vCenter.
» The storage performance is easily accessible through Performance tab either on vCenter
or directly on the host, using the Virtual Client Infrastructure.

» Latency is higher than using Fibre Channel due to IP encapsulation of SCSI commands.

Raw Device Mapping over Fibre Channel

Raw Device Mapping (RDM) was introduced in VMware ESX Server V2.5. This solution has
the following strengths:

» It provides high disk 1/0 performance.
» Easy disk performance measurement from the storage array is possible.

» It includes support for virtual machine host-based clustering, such as Microsoft Cluster
Server (MSCS).

» Easy integration with features of advanced storage systems. These include N series thin
provisioning, SnapRestore, FlexClone, and data deduplication, provided by the IBM
System Storage N series Advanced Single Instance Storage (A-SIS)

The challenges of this solution are that VMware datacenters might have to be limited in size.
This design requires an ongoing interaction between storage and VMware administration
teams. Figure 4-3 shows an example of this configuration. Each virtual disk file has a direct
I/0 to a dedicated logical unit number (LUN). This storage model is analogous to providing
SAN storage to a physical server, except for the storage controller bandwidth, which is
shared. In this design, the I/O of each virtual machine is managed individually by the N series
storage system.
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Figure 4-3 RDM access of LUNs by guests

For more information about RDM over Fibre Channel, see the documents available at this
website:

http://www.vmware.com/pdf/vsphered/r41l/vsp 41 san cfg.pdf

NFS datastore

Support for storing virtual disks (.vmdk) on a Network File System (NFS) was introduced with
the release of VMware ESX Server V3.0. After storage has been provisioned to the ESX
Servers, the VMware administrator is free to use the storage as needed, with these benefits:

» Lower costs per port: As Ethernet is used to communicate with the storage instead of
Fibre Channel, there are savings on Fibre HBAs and SAN switches. For the same reason,
latency is higher comparing to FC solutions.

» Space utilization savings: VMs disks are created as thin provisioned format by default.

» Storage managed performance: Each virtual disk file has its own I/O queue directly
managed by the IBM System Storage N series storage system, instead of a single queue
management offered by FC or iSCSI VMFS datastores.

» NFS is the only format both compatible with VMware and IBM Real Time Compression
Appliance (RTCA).

» Space management: NFS datastores are easier to manage, as their expansion occurs
automatically as soon as you extend the NFS exports on the storage side.

NFS datastores are easy to integrate with data management and storage virtualization
features provided by advanced storage systems. These include N series data deduplication,
array-based thin provisioning, and SnapRestore. In the NFS datastore configuration shown in
Figure 4-4, the storage layout looks similar to a VMFS datastore.
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Figure 4-4 NFS accessed datastore

Important: Whenever using thin provisioned disks, carefully watch the space available on
the NFS volume, as it can grow without any previous notice. If the used space exceeds the
available space, all the virtual machines hosted on that volume might crash.

There are some drawbacks when using NFS that are important to keep in mind:

» Because sharing disks is not possible as in RDMs, you cannot create Microsoft Clusters
over an NFS datastore.

» ESXi version 4.1 does not support hardware acceleration with NAS storage devices.

For more information about storing .vmdk files on NFS, see the VMware ESXi Configuration
Guide at the following website:

http://www.vmware.com/pdf/vsphere4/r41/vsp_41 esxi_server_config.pdf

4.3.2 N series storage configuration

This section provides information about the configuration settings for the N series base
hardware and its software features.

RAID data protection

When focusing on storage availability, many levels of redundancy are available for
deployments. Examples include purchasing physical servers with multiple storage host bus
adapters (HBAs) and deploying redundant storage networking and network paths to use
storage arrays with redundant controllers. If you have deployed a storage design that meets
all of the criteria, you might think that you have eliminated all single points of failure. Actually,
data protection requirements in a virtual infrastructure are even greater than on a traditional
physical server infrastructure. Data protection has become a paramount feature of shared
storage devices.
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RAID-DP in Data ONTAP is an advanced RAID technology that is provided as the default
RAID level on all IBM System Storage N series storage systems. RAID-DP provides
protection from the simultaneous loss of two drives in a single RAID group. RAID-DP is
economical to deploy, because the impact with the default RAID group size is a mere 12.5%.
This level of resiliency and storage efficiency makes data residing on RAID-DP safer than
data stored on RAID 5 and more cost effective than RAID 10. Use RAID-DP on all RAID
groups that store VMware data.

Aggregates

An aggregate is the virtualization layer of Data ONTAP that abstracts physical disks from
logical data sets, which are referred to as flexible volumes. Aggregates provide a means
where the total IOPS available to all of the physical disks is pooled as a resource. This design
is better suited to meet the needs of an unpredictable and mixed workload.

Whenever possible, use a small aggregate as the root aggregate, which stores the files that
are required for running and providing GUI management tools for the N series storage
system. Place the remaining storage in a small number of large aggregates.

Because the overall disk 1/0 from the VMware Virtual Infrastructure 3 environment is
traditionally random by nature, this storage design ensures optimal performance, because a
large number of physical spindles are available to service I/O requests. On smaller N series
storage systems, it might not be practical to have more than a single aggregate because of a
restricted number of disk drives on the system. In these cases, it is acceptable to have only a
single aggregate.

Flexible volumes

Flexible volumes (Figure 4-5) contain either LUNs or virtual disk files that are accessed by
hosts. Use a one-to-one (1:1) alignment of VMware Virtual Infrastructure three datastores to
flexible volumes. This design provides an easy means to help you understand the VMware
ESX Server data layout when viewing the storage configuration from the N series storage
system. This mapping model also provides an easy means to implement Snapshot backups
or SnapMirror replication policies at the datastore level. This is because Data ONTAP
implements these storage-side features at the flexible volume level.
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LUNs

Logic Unit Numbers (LUNSs) are units of storage provisioned from the N series storage system
directly to the host systems. LUNs can be accessed by the hosts in two ways. The first and
most common method is used for storage of virtual disks for multiple guests. This type of
usage is referred to as a VMFS LUN. The second method is a Raw Device Mapping (RDM).
With an RDM, the LUN is accessed by the host, which in turn passes access directly to a
guest. The guest then uses its native file system, such as NTFS or EXTS3.

Storage naming conventions

With N series storage systems, you can use custom or canonical naming conventions. In a
well-planned virtual infrastructure implementation, a descriptive naming convention aids
identification and mapping through the multiple layers of virtualization from storage to the
guest machines. A simple and efficient naming convention also facilitates configuration of
replication and disaster recovery processes. Consider these naming suggestions:

» FlexVol name: The name matches the datastore name or a combination of the datastore
name and the replication policy. Examples are Datastore1 or Datastore1_4hr_mirror.

» LUN name for VMFS datastores: The name must match the name of the datastore.

» LUN name for RDMs: The LUN name must have the host name and the volume name of
the guest. For example, for a Windows guest, consider hostname_c_drive.lun, or for a
Linux guest, consider hostname_root.lun.

4.4 Configuration limits and guidance

When sizing storage, be aware of the limits and guidance described in this topic.

4.4.1 N series volume options

Configure N series flexible volumes with snap reserve set to 0 and the default Snapshot
schedule disabled. All N series Snapshot copies must be coordinated with the hosts to ensure
data consistency. To set the volume options for Snapshot copies to the preferred settings,
perform the following steps on the N series system console:

1. Log in to the N series console.

2. Set the volume Snapshot schedule:
snap sched <vol-name> 0 0 0

3. Set the volume Snapshot reserve:

snap reserve <vol-name> 0

4.4.2 RDMs and VMFS datastores

VMware vSphere 4.1 hosts are limited to a total of 256 LUNs. Take this limitation into
consideration when planning the number of VMFS Datastores and RDM and if you are
planning to have a number of Microsoft Clusters running on the environment. For example, if
you have 20 MS clusters and each of them has 5 RDM disks, then 100 LUNs are needed.
Therefore, you have 156 LUNs remaining to create your datastores.
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Remember that RDMs store only the data disk, so you must plan the usage of a VFMS
datastore to store virtual machine configuration files. The VMDK definition file associated with
RDMs is reported to be the same size as the LUN, which is the default behavior within
vCenter. The actual VMDK definition file only consumes a few MB of disk storage (typically
1-8 MB, which is the block size formatted with VMFS).

4.4.3 LUN sizing for VMFS datastores

VMFS datastores are the simplest method of provisioning storage. However, you must
balance the number of datastores to be managed against the possibility of overloading large
datastores with too many guests. Such an overload might cause low performance due the
high combined 1/O.

VMware provides Storage vMotion as a means to redistribute guest disks to alternative
datastores without disruption. With large VMFS datastores, the means to reclaim the
provisioned yet unused storage after a guest has migrated to an alternative datastore is
reduced. thin provisioning is a way to reclaim that space, but it has to be used when the disks
are created, as there is no way to turn a thick disk into a thin provisioned one.

A commonly deployed size of LUNs for a VMFS datastore is 300 GB to 500 GB. The
maximum supported LUN size is 2 TB minus 512 bytes. A datastore can contain up to 32
LUNs (called extents), resulting in a 64 TB datastore.

For more information, see the following documents, Fibre Channel SAN Configuration Guide
and iSCSI SAN Configuration, available at this website:

http://www.vmware.com/support/pubs/vs_pages/vsp_pubs esxi4l i vc4l.html

4.5 Storage connectivity

This topic explains the available storage options and reviews the settings that are specific to
each technology.

Each VMware ESXi Server must have at least two paths available to the storage in order to
ensure resiliency. Those paths can be Fibre Channel HBAs or two NIC connecting to an NFS
or iISCSI storage. The iSCSI connections can be software-based or hardware-based.

4.5.1 Fibre Channel connectivity
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You might notice that the Fibre Channel service is the only storage protocol that is running by
default on the VMware ESXi.

Fibre Channel multipathing

For storage administrators that have Active-Active arrays using Fibre Channel, VMware has
an exciting new feature on the new version of its operating system.

Load balance can be divided into multiple paths at the same time, using ALUA specification,
which was available on the previous versions of ESX, but was not supported at that time.

Important: Do not use ALUA on Active-Passive Arrays.
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VMware ESXi 4.1 supports officially ALUA as multipath policy, which is implemented by
selecting Round Robin as the Storage Array Type, as shown in Figure 4-6.
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Figure 4-6 Configuring VMware ESX as Round Robin

Clustered N series storage systems have an option known as cfinode, which controls the
behavior of the Fibre Channel ports of a system if a cluster failover occurs. If you are
deploying a clustered solution that provides storage for VMware, ensure that cfmode is set to
either Standby or Single System Image. Standby mode supports VMware, Windows, Linux,
and Solaris FCP hosts. Single System Image supports all FCP hosts.

For a compilete list of supported VMware ESX Server FCP configurations, see the IBM
System Storage N series SAN Interoperability Matrix for FC, iSCSI, Switch, Antivirus, and
UPS at the following website:

ftp://service.boulder.ibm.com/storage/nas/nseries/nseries_fc_san_av_ups.xls

Access to IBM Systems support: You must register for access to IBM Systems support
applications and content. You can register at the following address:

https://www-304.ibm.com/systems/support/supportsite.wss/docdisplay?1ndocid=REGS
-NAS&brandind=5345868

To verify the current cfmode, follow these steps:

1. Connect to the N series system console.
2. Enter fcp show cfmode.
3. If cfmode must be changed, enter fcp set cfmode <mode type>.

Standby cfmode might require more N series Fibre Channel ports and switch ports because
multipathing failover is handled by the N series system and is implemented with active and
standby ports. A single system image might require fewer N series Fibre Channel ports and
switch ports, but additional multipathing configuration is required on the VMware ESX Server.

For more information about the different cfmodes available and the impact of changing a
cfmode, see the Data ONTAP 7.3.x Block Access Management Guide for iSCSI and FCP at
this website:

http://www.ibm.com/storage/support/nas/

See the previous note box about access to IBM Systems support application and content.
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If you have implemented Single System Image cfmode, you might want to configure
multipathing on the server side also. This way, you can enforce the path to be used when
accessing a given LUN. Here is the procedure to change the preferred path:

1. Open vCenter.
2. Select a host.
3. Select a datastore:

a. In the right pane, select the Configuration tab.
b. In the Hardware pane on the right, select Storage.
c. Inthe Storage box, highlight the datastore and select the Properties link.

4. In the Properties dialog box, click the Manage Paths button (Figure 4-7).
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Figure 4-7 Managing Fibre Channel Paths
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5. ldentify the path you want to set as the primary path, right-click it, and click the Preferred
button as shown in Figure 4-8.
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Figure 4-8 Changing the Preferred path

Multipathing with N series FCP ESX Host Utilities for Native OS

IBM provides a utility for simplifying the management of VMware ESX Server nodes on Fibre
Channel SAN. This utility is a collection of scripts and executable files referred to as the FCP
ESX Host Utilities for Native OS (or simply Host Utilities).

One of the components of the Host Utilities is the config_mpath script. This script reduces the
administrative impact of managing SAN LUN paths. The config_mpath script can determine
the desired primary paths to each of the SAN LUNs on the ESX Server and then set the
preferred path for each LUN to use one of the primary paths.

Multipathing configuration for large numbers of LUNs can be completed quickly and easily by
running the config_mpath script once on each VMware ESX Server in the data center. If
changes are made to the storage configuration, the script is run an additional time to update
multipathing configuration based on the changes to the environment.

The FCP ESX Host Utilities for Native OS also has the following notable components:

» The config_hba script, which sets the HBA timeout settings and other system tunables
required by the N series storage device

» A collection of scripts used for gathering system configuration information in the event of a
support issue

For more information about the FCP ESX Host Utilities for Native OS, see the following web
page:
https://www-304.ibm.com/systems/support/myview/supportsite.wss/supportresources?br
andind=5000029&familyind=5329809&taskind=7
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Access to IBM Systems support: You must register for access to IBM Systems support
applications and content. You can register at the following address:

https://www-304.1ibm.com/systems/support/supportsite.wss/docdisplay?Indocid=REGS
-NAS&brandind=5345868

4.5.2 IP SAN connectivity through iSCSI
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This section discusses connectivity through the iSCSI protocol.

iSCSI overview

The iSCSI protocol is used to transfer storage commands between the storage system and
servers through a TCP/IP network. This way, administrators can take advantage of their
existing TCP/IP infrastructure for storage traffic. The iSCSI protocol has several key benefits.
For example, it is rapid and easy to deploy compared to a traditional FCP implementation.
And because it is a low-cost solution, the iSCSI protocol can run over the existing TCP/IP
network. Also, it does not require any special hardware to be added to the infrastructure.

iSCSI structure

The iSCSI protocol consists of initiators and targets. The initiators are the devices that
provide access to the storage system using the iSCSI protocol. They are normally servers.
The targets are the storage systems that provide the data.

To make the connection between the initiators and targets, the iISCSI protocol uses iSCSI
Qualified Name (IQN) name resolution. The IQN is a global and unique name that is used by
the iISCSI devices to provide iSCSI name resolution. IQNs do not change when the Ethernet
adapters or IP addresses change. This provides more flexibility for the environment.
Therefore, if an infrastructure change occurs, the iISCSI connections do not need to be rebuilt.
The following example shows an IQN:

ign.1998-01.com.vmware:server300b-6916e313

iSCSI initiators
The iSCSI protocol can be a software initiator or hardware initiator:

Software initiator Uses codes to promote an iSCSI connection to the storage system.
Normally, the software initiator is a separate program that is installed in
the operating system, or in some cases, it comes built into the kernel.
It does not require any additional or special hardware. It is not possible
to implement boot from SAN using iSCSI software initiators.

Hardware initiator = Uses a dedicated iSCSI HBA to establish communication with the
target system. By using this type of iSCSI initiator, you can take
advantage of using boot from SAN because the communication can
be initiated by the firmware of the iSCSI HBA.

iSCSI security
The most recent version of the iISCSI protocol supports both Encryption through IPSec and

IKE, and Authentication through a variety of methods. These include Kerberos 5.1, Secure
Remote Password (SRP), Simple Public Key Mechanism (SPKM) and CHAP (the default).

For performance reasons, separate iSCSI traffic from other IP network traffic by implementing
a different physical network from the one used for VMotion or guest traffic. To enable iSCSI
connectivity, it is mandatory to create a portgroup named VMkernel port on the virtual switch
that connects to the iSCSI Storage, also known as iSCSI target.
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Portgroups: For ESX and ESXi 3.5, a Service Console portgroup is also required to exist
on the same virtual switch as the VMkernel portgroup.

A resilient network solution can be implemented in the way shown in Figure 4-9.
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Figure 4-9 A redundant network configuration for iSCSI or NFS file systems

The VMkernel portgroup requires its own IP address. For more information about how to

create a VMkernel portgroup,

IBM offers an iSCSI target host adapter for N series systems. Using this adapter can provide
additional scalability of the N series storage system by reducing the CPU load of iSCSI
transactions. An alternative to the iSCSI target host adapter is to use TOE-enabled network
interface card (NICs) for iSCSI traffic. Although the iSCSI target host adapters provide the
greatest performance and system scalability, they require additional NICs to be used to
support all other IP operations and protocols. TOE-enabled NICs handle all IP traffic similar to
a traditional NIC, in addition to the iSCSI traffic.

IBM offers iSCSI HBAs for use with iSCSI implementations. For larger deployments,
scalability benefits can be realized in storage performance by implementing iSCSI HBAs. This
statement is neither a requirement nor a recommendation, but rather a consideration when
designing dense storage solutions. The benefits of iISCSI HBAs are best realized on N series
systems. The reason is because the storage arrays have a higher aggregated I/O load than
the storage array of any individual VMware ESX hosts.
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4.5.3 NFS connectivity

When you are using NFS connectivity for storage, separate the NFS traffic from other IP
network traffic. You can do this by implementing a separate network or VLAN than the one
used for VMotion or guests. To enable NFS connectivity, a VMkernel port is also required.

IBM offers TOE-enabled NICs for serving IP traffic, including NFS. For larger deployments,
scalability benefits can be realized in storage performance by implementing TOE-enabled
NICs. This statement is neither a requirement nor a recommendation, but rather a
consideration when designing dense storage solutions. The benefits of TOE-enabled NICs
are better realized on N series systems.

4.6 Networking for IP storage

Use dedicated physical resources for storage traffic whenever possible. With IP storage
networks, you can achieve this setup with separate physical switches or a dedicated storage
VLAN on an existing switch infrastructure.

4.6.1 Design principles
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Whenever possible, design your storage network with the following principles in mind:

» Be redundant across switches in a multiswitch environment.
» Use as many available physical paths as possible.
» Be scalable across multiple physical interfaces.

10 Gb Ethernet

VMware ESX Server V3.5 introduced support for 10 Gb Ethernet. See the VMware ESX
Server I/O Compatibility Guide at the following web page to verify support for your hardware:

http://www.vmware.com/pdf/vi35 io guide.pdf

VLANs

By segmenting network traffic with VLANS, interfaces can either be dedicated to a single
VLAN or they can support multiple VLANs with VLAN tagging. Use tagging interfaces into
multiple VLANSs (to use them for both virtual machine and storage traffic) only if enough
interfaces are not available to separate traffic. (Some servers and storage controllers have a
limited number of network interfaces.) If you are using multiple VLANs over the same
interface, ensure that sufficient throughput can be provided for all traffic.

IBM System Storage N series with VMware vSphere 4.1


http://www.vmware.com/pdf/vi35_io_guide.pdf

N series virtual interfaces

A virtual network interface is a mechanism that supports the aggregation of network
interfaces into one logical interface unit. When created, a virtual interface (VIF) is
indistinguishable from a physical network interface. VIFs are used to provide fault tolerance
for the network connection and, in some cases, higher throughput to the storage device.

Multimode VIFs are partly compliant with IEEE 802.3ad. In a multimode VIF, all of the physical
connections in the VIF are simultaneously active and can carry traffic. This mode requires
that all the interfaces are connected to a switch that supports trunking or aggregation over
multiple port connections. The switch must be configured to reflect the concept that all the
port connections share a common MAC address and are part of a single logical interface.

In a single-mode VIF, only one of the physical connections is active at a time. If the storage
controller detects a fault in the active connection, a standby connection is activated. No
configuration is necessary on the switch to use a single-mode VIF, and the physical interfaces
that make up the VIF do not have to connect to the same switch. IP load balancing is not
supported on single-mode VIFs.

It is also possible to create second-level single or multimode VIFs. By using second-level
VIFs, you can take advantage of both the link aggregation features of a multimode VIF and
the failover capability of a single-mode VIF. In this configuration, two multimode VIFs are
created, each one to a different switch. A single-mode VIF is then created, which consists of
the two multimode VIFs. In normal operation, traffic only flows over one of the multimode
VIFs. However, in the event of an interface or switch failure, the storage controller moves the
network traffic to the other multimode VIF.

4.6.2 Network design for storage on VMware vSphere 4.1

To have a solid base of the storage network configuration for your installation, see the iSCS/
SAN Configuration Guide at this website:

http://www.vmware.com/pdf/vsphered/r4l/vsp 41 iscsi_san_cfg.pdf

Datastore configuration for IP storage multipathing
In addition to properly configuring the virtual switches, network adapters, and IP addresses,
use multiple physical paths simultaneously on an IP storage network.

Our examples show one or more VMkernel ports on multiple subnets, depending on whether
you have stacked switches or nonstacked switches. The N series storage system has been
configured with an IP address on each of the subnets used to access datastores. This was
done to configure the interfaces of the VMware ESX Server, as shown in the previous
examples. This configuration is accomplished by using multiple teamed adapters, each with
their own IP address. Alternatively, in some network configurations, IP address aliases are
assigned to the teamed adapters, allowing those adapters to communicate on all the required
subnets.

When connecting a datastore to the server, the administrator chooses to configure the
connection to use one of the IP addresses assigned to the N series storage system. When
using NFS datastores, this configuration is accomplished by specifying the chosen IP address
when mounting the datastore. When using iSCSI datastores, this configuration is
accomplished by selecting the iSCSI LUN and specifying the preferred path.
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Figure 4-10 shows an overview of storage traffic flow when using multiple VMware ESX
Servers and multiple datastores with stacked switches.
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Figure 4-10 Datastore connections with a stacked switch configuration
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Figure 4-11 shows an overview of storage traffic flow when using multiple VMware ESXi
Servers and multiple datastores with nonstacked switches.
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Figure 4-11 Datastore connections with a non-stacked switch configuration

VMware ESXi Server adapter failover behavior

VMware ESXi Server adapter failure (caused by a cable pull or NIC failure) is where traffic
originally running over the failed adapter is rerouted. It continues through the second adapter,
but on the same subnet where it originated. Both subnets are now active on the surviving
physical adapter. Traffic returns to the original adapter when service to the adapter is
restored.

Switch failure

Traffic originally running to the failed switch is rerouted and continues through the other
available adapter, through the surviving switch, to the N series storage system. Traffic returns
to the original adapter when the failed switch is repaired or replaced.
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Figure 4-12 shows the data flow during normal operation.
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Figure 4-13 shows the data flow when a switch is unavailable.
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4.6.3 Network configuration options for the N series storage system

This section examines the networking options from the N series perspective.

Option 1: Storage-side multimode VIFs with LACP

If the switches to be used for IP storage networking support cross-stack EtherChannel
trunking, each storage controller only needs one physical connection to each switch. The two
ports connected to each storage controller are then combined into one multimode Link
Aggregation Control Protocol (LACP) VIF, with IP load balancing enabled. Multiple IP
addresses can be assigned to the storage controller using IP address aliases on the VIF.

This option has the following advantages:

» It provides two active connections to each storage controller.

» It easily scales to more connections.

» Storage controller connection load balancing is automatically managed by EtherChannel

IP load balancing policy.

This option has the disadvantage that not all switch vendors or switch models support
cross-switch EtherChannel trunks.

Figure 4-14 shows how option 1 is configured.
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Figure 4-14 Storage-side multimode VIFs using LACP across stacked switches

Option 2: Storage-side single mode VIFs

In this configuration, the IP switches to be used do not support cross-stack trunking.
Therefore, each storage controller requires four physical network connections. The
connection is divided into two single mode (active/passive) VIFs. Each VIF has a connection
to both switches and a single IP address assigned to it. The vif favor command is used to
force each VIF to use the appropriate switch for its active interface.
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This option has the following advantages:

» No switch-side configuration is required.
» It provides two active connections to each storage controller.
» It scales for more connections.

This option has the disadvantage that it requires two physical connections for each active
network connection. Figure 4-15 shows how option 2 is configured.
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Figure 4-15 Storage-side single mode VIFs

Option 3: Storage-side multimode VIFs

In this configuration, the IP switches to be used do not support cross-stack trunking.
Therefore, each storage controller requires four physical network connections. The
connections are divided into two multimode (active/active) VIFs with IP load balancing
enabled, with one VIF connected to each of the two switches. These two VIFs are then
combined into one single mode (active/passive) VIF. Multiple IP addresses can be assigned
to the storage controller using IP address aliases on the single mode VIF.

This option has the following advantages:

» It provides two active connections to each storage controller.

» It scales for more connections.

» Storage controller connection load balancing is automatically managed by EtherChannel
IP load balancing policy.

This option has the following disadvantages:

» It requires two physical connections for each active network connection.
» Some switch-side configuration is required.
» Some storage traffic can cross the uplink between the two switches.
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Figure 4-16 shows how option 3 is configured.
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Figure 4-16 Storage-side multimode VIFs

Failover behavior of an N series network connection
This section explores the failure behavior of an N series network connection.

Storage controller connection failure (link failure)

Depending on the N series configuration option used, traffic from the VMware ESX Server is
routed through the other switch or to one of the other active connections of the multimode VIF.
Traffic returns to the original connection when service to the connection is restored.

Switch failure

Traffic originally running to the failed switch is rerouted and continues through the other
available adapter, through the surviving switch, to the N series storage system. Traffic returns
to the original adapter when the failed switch is repaired or replaced.

Storage controller failure

The surviving controller services requests to the failed controller after a cluster takeover. All
interfaces on the failed controller are automatically started on the surviving controller. Traffic
returns to the original controller when it returns to normal operation.

4.7 Increasing storage utilization

VMware provides a means of increasing the hardware utilization of physical servers. By
increasing hardware utilization, the amount of hardware in a data center can be reduced, thus
lowering the cost of data center operations. In a typical environments, the process of
migrating physical servers to virtual machines does not reduce the amount of data stored or
the amount of storage provisioned. By default, server virtualization does not have any impact
on improving storage utilization, and in many cases might have the opposite effect.
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By using deduplication and storage thin provisioning, higher density of storage utilization can
be achieved.

Another element to consider is the configuration of transient volumes.

4.7.1 N series deduplication

By providing deduplication options, the N series can provide important benefits to vSphere
environments.

Deduplication considerations with VMFS and RDM LUNs

Enabling deduplication when provisioning LUNs produces storage savings. However, the
default behavior of a LUN is to reserve an amount of storage equal to the provisioned LUN.
This design means that although the storage array reduces the amount of capacity
consumed, any gains made with deduplication are usually unrecognizable. This occurs
because the space reserved for LUNs is not reduced.

To recognize the storage savings of deduplication with LUNs, you must enable LUN thin
provisioning. In addition, although deduplication reduces the amount of consumed storage,
this benefit is not seen directly by the VMware ESX Server administrative team. Their view of
the storage is at a LUN layer, and as explained earlier, LUNs always represent their
provisioned capacity, whether they are traditional or thin provisioned.

Deduplication considerations with NFS

Unlike with LUNs, when deduplication is enabled with NFS, the storage savings are both
immediately available and recognized by the VMware ESX Server administrative team. No
special considerations are required for its usage.

4.7.2 Storage thin provisioning
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You are probably familiar with traditional storage provisioning and the way in which storage is
pre-allocated and assigned to VMs. A common practice for server administrators is to over
provision storage to avoid running out of storage and the associated application downtime
when expanding the provisioned storage. Although no system can be run at 100% storage
utilization, storage virtualization methods allow administrators to address and over subscribe
storage in the same manner as with server resources, such as CPU, memory, networking,
and so on. This form of storage virtualization is referred to as thin provisioning.

Thin provisioning principles

Thin provisioning provides storage on demand, where traditional provisioning pre-allocates
storage. The value of thin-provisioned storage is that storage is treated as a shared resource
pool and is consumed only as each individual guest requires it. This sharing increases the
total utilization rate of storage by eliminating the unused but provisioned areas of storage that
are associated with traditional storage. The drawback to thin provisioning and over
subscribing storage is that, without the addition of physical storage, if every guest requires its
maximum storage at the same time, there is not enough storage to satisfy the requests.

N series thin provisioning options

N series thin provisioning allows LUNs that are serving VMFS datastores to be provisioned to
their total capacity limit yet consume only as much storage as is required to store the VMDK
files (of either thick or thin format). In addition, LUNs connected as RDMs can be thin
provisioned.
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4.7.3 Elements of thin provisioning

Thin provisioning can be performed at the volume level and the LUN level. To see the space
savings when using N series deduplication on LUNs being presented to VMware hosts, you
must enable LUN-level thin provisioning. The space savings using the Network File System
(NFS) are immediately available.

Volume-level thin provisioning

Volumes can be set to a space guarantee of Volume, File, or None. By default, volumes are
created with a space guarantee of Volume, which pre-allocates the size of the volume within
the aggregate. No other application can use it, even if it is empty space.

When you enable the space guarantee to None, you enable volume-level thin provisioning.
With volume-level thin provisioning, you can create volumes larger than the size of the
aggregate. Also, the space gets allocated when the application writes to it.

A space guarantee of File pre-allocates space in the volume. In this case, any file in the
volume with space reservation enabled can be rewritten, even if its blocks are marked for a
Snapshot.

LUN-level thin provisioning

During the creation of a LUN, you can select Space Reserved. Alternatively, you can clear
the option and enable thin provisioning on the LUN. If you select Space Reserved, the total
space of the LUN is pre-allocated in the volume. Even though the space is not being used by
the LUN, it is not accessible for use by any other LUN in the volume.

If you clear the Space Reserved option, the unused space in the volume can be claimed by
another volume, thus maximizing storage usage.

4.8 Snapshots

This topic provides information about the backup and recovery techniques and technologies
that you can use with a VMware vSphere 4.1 and N series solution.

VMware is capable of taking a Snapshot of guests, which enables you to make point-in-time
copies that provide the fastest means to recover a guest to a previous point in time. N series
storage systems have been providing customers with the ability to create Snapshot copies of
their data since its introduction. The basic concept of a Snapshot is similar between N series
systems and VMware. However, be aware of the major differences between the two
technologies and when to use one rather than the other.

VMware snapshots provide simple point-in-time versions of guests, allowing quick recovery.
The benefits of VMware snapshots are the easy way to create and use them, because they
can be executed and scheduled from within vCenter.

Tip: Do not use the Snapshot technology in VMware as the only way to back up your
virtual infrastructure.

For more information about native VMware snapshots, including usage guidelines, see the

Datacenter Administration Guide at the following website:

http://www.vmware.com/pdf/vsphered/r41l/vsp 41 dc_admin_guide.pdf
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The patented N series Snapshot technology can easily be integrated into VMware
environments. This technology provides crash-consistent versions of guests for full guest
recovery, full guest cloning, or site replication and disaster recovery. The benefits of this
solution are that it is the storage industry’s only Snapshot technology that does not have a
negative impact on system performance. VMware states that, for optimum performance and
scalability, hardware-based Snapshot technology is preferred over software-based solutions.
The limitation of this solution is that it is not managed within VMware vCenter, requiring
external scripting or scheduling to manage the process.

4.9 N series FlexShare
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VMware vSphere 4.1 provides options for memory reservations. These techniques provide
administrators the ability to ensure that certain guests, or a group of guests, get the memory
needed to achieve the performance required. In a similar fashion, IBM System Storage N
series systems provide a workload prioritization method called FlexShare.

FlexShare prioritizes processing resources for key services when the system is under heavy
load. FlexShare does not provide guarantees on the availability of resources or how long
particular operations take to complete. FlexShare provides a priority mechanism to give
preferential treatment to higher priority tasks.

With the use of FlexShare, administrators can confidently consolidate different applications
and data sets on a single storage system. FlexShare gives administrators the control to
prioritize applications based on how critical they are to the business (Figure 4-17).

Arrival Order Process Order
[ |
]
FlexShare: On
High Low Default High Lew Default
Medlum Medium

Figure 4-17 FlexShare prioritization
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FlexShare is supported on N series storage systems running Data ONTAP Version 7.2 and
later.

FlexShare provides storage systems with the following key features:

» Relative priority of different volumes
» Per-volume user versus system priority
» Per-volume cache policies

By using these features, storage administrators can set how the system must prioritize
resources when the storage is overloaded.

Priority settings:

» Before configuring priority on a storage system, you must understand the different
workloads on the storage and the impact of setting priorities. Improperly configured
priority settings can have undesired effects on application and system performance.
The administrator must be well-versed in the configuration implications and best
practices.

» For additional information about FlexShare, see IBM System Storage N series with
FlexShare, REDP-4291.

4.10 Licensing

You can employ numerous advanced features for your virtual data center. Many of these
features require you to purchase nothing more than an additional license to activate the
feature. This topic addresses the types of licensing.

4.10.1 VMware licensing

VMware provides a free hypervisor, which is the software to enable the “hardware
partitioning” to create virtual machines. It is basically an ESXi, which alone does not provide
redundancy and resiliency features as vMotion. You can download it at this website:

http://www.vmware.com/products/vsphere-hypervisor/overview.html

With the purchase of VMware vCenter, you can enable the following features with the addition
of a license key and an additional server, when required:

VCenter Agent for ESX Server

VMotion

VMware High Availability

VMware Dynamic Resource Scheduling
VMware Consolidated Backup

VMware Fault Tolerance.

vVvyyvyvyYyy

For additional information about VMware vSphere components and requirements, see this
website:

http://www.vmware.com/products/vsphere/overview.htm]
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4.10.2 N series licensing
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With the purchase of an IBM System Storage N series system, you can enable features with
the addition of a license key. The software licensing structure has been changed with the
introduction on the N62xx models. An overview of different licensing options is provided in

Figure 4-18.
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Complete Bundle
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Snapshot™, DSM/MPIO, SyncMirror®, 0SSV, Metro Cluster™, MultiStore®, FlexCache®,
RexShare®, System Manager, Operations Manager, Provisoning Manager, Protection Manager

Additional protocol optional

iSCSI , FCP, CIFS, NFS New N series SW Structure
Automated system recovery 1st protocol free _
Includes: SnapRestore® Additional protocols optional

Enhanced disaster recovery and replication
Includes: SnapMirror®

Automated virtual cloning
Includes: FlexClone®

Simplified disk-to-disk backup
Includes: SnapVault® Primary and Snap Vault® Secon dary

Automated application integration
Includes: SnapManagers for Exchange, SQL Server, SharePoint, Oracle, and SAP and
Snap Drives for Windows and UNIX

All software for all-inclusive convenience
Includes: All Protocols, SnapRestore®, SnapMiror®, FlexClone®, SnapVault®, and SnapManager Suite

Figure 4-18 N series software structure

Again, you must ensure that any necessary features for your environment are licensed.

For additional information about N series advanced features and their requirements, see the
NAS page at this website:

http://www-03.ibm.com/systems/storage/network/index.htm]
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Installing the VMware ESXi 4.1
using N series storage

This chapter explains how to install and configure the VMware ESXi 4.1 operating system by
using local disks on a server. It includes the following topics:

» Pre-installation tasks
» Installing the ESXi operating system
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5.1 Pre-installation tasks
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Before having your VMWare host running, serving your virtual machines with hardware
resources, it is a good idea to check the integrity of them. A good practice is to run memory
tests for 48 hours before installing VMWare ESXi to ensure that the hardware is OK to enter
into production.

We are installing ESX 4.1 Update 1 in a local disk, so the installation is straightforward. We
just need to check whether the server is able to find the local disk using the local storage
adapter. Then we create a logical volume as a RAID 1, also known as a mirrored drive.

If you are using the boot-from-SAN feature of VMware ESX, before starting the installation of
the operating system, you need to perform the following tasks:

>

>

Ensure that the logical unit number (LUN) is properly created and mapped in the N series.

Ensure that the fiber connection between the N series system and the server is done
through a SAN switch.

Verify that the LUN zoning is properly set up in the SAN switch.
Ensure that the server's HBA is configured to be bootable.

Set up the correct boot sequence by using the Basic Input/Output System (BIOS) of the
server.

Preferred practice: If for any reason the server already has data LUNs zoned, unzone
them before installing the operating system to avoid data loss. Leave only the LUN for
the ESXi installation zoned to the server.

Download ESXi 4.1 OS installation ISO from the VMware website:
http://www.vmware.com/download/download.do?downloadGroup=ESXI41U1
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5.2 Boot options for VMware ESXi Servers

You can choose to install the VMware ESXi Server on your local drive or in a storage LUN,
also known as boot from storage area network (SAN). To help you to decide what option to
use, consider the most beneficial setup for your environment. Here are some guidelines to
help you decide what to use:

» Install the VMware ESXi by using local drives:

Choose this option if you have the following situations:

— You have storage space problems.

— You are concerned with troubleshooting if you lose SAN connectivity.
» Install the VMware ESXi by using boot from a SAN:

Choose this option if you have the following situations:

— You are concerned about local hard disk maintenance and an extra level of
redundancy.

— You are installing ESXi in a diskless blade system.

— You want to be able to clone the ESXi operating system for multiple future deploys or
for disaster recovery purposes.

Boot from SAN: VMWare supports boot from SAN by using Fibre Channel Protocol (FCP)
or the iISCSI protocol. When using iSCSI, it is only supported if it is hardware initiated.

5.3 Preparing N series for the VMware ESXi Server

To boot from SAN and install the ESXi operating system in the server, prepare the storage
system to accommodate the boot LUN. Complete the items on the following checklist before
you begin:

1. Check the hardware elements, such as host bus adapters (HBAs), and storage devices.
They must be compatible and configured according to the boot from SAN requirements.
Note the following requirements:

— HBA. The BIOS of the HBA Fibre Channel must be enabled and configured for boot
from SAN. See the HBA setup in 5.3.3, “Configuring Fibre Channel HBA for boot from
SAN” on page 82.

— LUN. The bootable LUN cannot be shared between other servers. Only the ESXi
Server that is actually using the LUN can use the LUN.

2. When you boot from an active/passive storage array, the Storage Processor whose
worldwide port name (WWPN) is specified in the BIOS configuration of the HBA must be
active. If that Storage Processor is passive, the HBA cannot support the boot process.

3. Make the fiber connection between the N series and the server through a SAN switch.
Boot from SAN is not supported if the storage and the server are directly connected. The
boot LUN must be properly zoned in the SAN switch.
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5.3.1 Preparing N series LUNs for the ESXi boot from SAN

To set up a LUN in the N series to be used as a bootable LUN for the ESXi server:
1. Log in to the N series FilerView (GUI interface):
a. Launch an Internet browser and type in the following URL:
http://<nseries_address>/na_admin

Where nseries_address is the host name or IP address of your N series storage
system.

b. Enter a user name and password, as shown in Figure 5-1.

Connect to 9.11.218.114

The server 9,11.218. 114 at Administration requires a
username and passward.

Warning: This server is reguesting that your username and

password be sentin an insecure manner (basic authentication
without & secure connection).

User name: Iﬂ root j

Password: |uuu.

[~ Remember my password

OK I Cancel

Figure 5-1 N series Overview authentication window

c. When you are authenticated, in the Data ONTAP main window (Figure 5-2), click the
FilerView icon to go to the control page.

— | About

Data ONTAP™

%) FilerView® helps you configure and monitor your filer.
E|||I|I\H\||§) Filer At-A-Glance monitors the performance of your filer.

Wl(”' Manual pages for Data ONTAP commands are available on your filer.

Filer: itsotuc1_storage tucson.ibm_com
Version: Data ONTAP Release 7.2.4
Status: [7] The system’s global status is normal.

Data ONTAP™ is licensed by Network Applisnce, Inc. IBM is providing this software under agreement with Network Appliance, Inc.
Copyright (c) Metwork Appliance, Inc. 1882-2008. Al rights reserved

NetApp'

See the About link for lagal notices.

Figure 5-2 FilerView main window
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The main menu bar in the left pane of the window is displayed. From there, you can
control most of the features of the storage system, as shown in Figure 5-3.
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Figure 5-3 Main menu window

2. Create an aggregate:

a. In the left pane of the FilerView panel, select Aggregates — Add (Figure 5-4).

B itsotuc1 (%
* Filer = (%)

s Volumes (7

« Aggregates (7
Add

Manage

Configure RAID
Storage (7)

Operations Manager (7/

SnapMirror (7
CIFS ()

NFS (%)

HTTP )

LUNs [ (2)
Network (7)
Security (7)
Secure Admin (7)
NDMP (2

SNMP (7)

Real Time Status (7
» Wizards (7)

™

IBM System Storage™ N se

FilerView®

|»

System Status @

Filer &+ Show Status

ries

=

Filer itsotuc1 storage tucson ibm com
Model N5300
System ID 0118052508
Version 724
Volumes 1 Volumes
Aggregates 1 Aggregates
Disks (15 s%;rg,lsok?awled}
Status [ The system's global status is normal.

Figure 5-4 Selecting the option to add an aggregate
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b.

In the Aggregate Wizard window (Figure 5-5), click Next.

|Aggregate Wizard

Welcome to the aggregate Storage wizard. This wizard can be used to create, adjust, and mirror aggregates.

You have chosen to

« Add a new aggregate

Cancel Next >

Figure 5-5 Aggregate Wizard Welcome window

In the Aggregate Parameters panel (Figure 5-6), give the aggregate a name. In this

example, we call it esx_boot. Select the Double Parity check box if you want to use
RAID-DP level. Click Next.

RAID-DP: With RAID-DP, you can continue serving data and recreate lost data even
if you have two failed disks.

Aggregate Wizard - Aggregate Parameters

Aggregate Name:

boot_esx @
Enter a name for the new aggregate.
Double Parity: P Double Parity @
Select to enable double parity on this aggregate. Enabling this option requires an extra disk per RAID group.
SnaplLock Aggregate: I snaplock @
Select to create a snaplock aggregate.

< Back I Cancel MNext =

Figure 5-6 Naming the aggregate
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d.

In the RAID Parameters panel (Figure 5-7), from the drop-down list, select the number
of physical disks per RAID that are to be part of this aggregate. Click Next.

\lAggregate Wizard - RAID Parameters

RAID Group Size: 16=| @
Enter the number of disks per RAID group on this aggregate. Disks will be organized into RAID groups of this size.

< Back | Cancel | Mext =

Figure 5-7 Specifying the number of disks per RAID

In the Disk Selection Method panel (Figure 5-8), select whether you want disk selection
to be performed automatically or manually. In this example, we select Automatic so
that the storage system can decide which physical drives to use. However, if you are in
a mixed drive environment, you can select Manual. Click Next.

Aggregate Wizard - Disk Selection Method

Disk Selection: & Automatic @
Select whether you want manual or automatic disk selection. If you select automatic. disks will be chosen for you. oM |
anual

< Back | Cancel | MNext = |

Figure 5-8 Selecting the type of disk selection (automatic in this example)

In the Disk Size panel (Figure 5-9), select the disk size that is to be part of the
aggregate. If you have more than one unique disk size in your storage system, you can
force the use of disks of a specific size, or leave the default of Any Size. In this case, we
select Any Size. Click Next.

Aggregate Wizard - Disk Size

Disk Size: Any Size 7| @

Select the size of disk to use. Select 'Any Size' to have the disk sizes chosen automnatically.

< Back | Cancel Next >

Figure 5-9 Aggregate setup - disk size selection
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g. After the disk size is determined, in the Number of Disks panel (Figure 5-10), use the

drop-down list. Select the number of disks to use in this aggregate, depending on the
size of the aggregate you want. Click Next.

Aggregate Wizard - Number of Disks

Number of Disks: 10+ 3

Select the number of disks of size "Any Size' to add to the aggregate. There are a total of 20 spares available.

< Back I Cancel | Mext = |

Figure 5-10 Selecting the number of disks to use in the aggregate

In the Commit panel (Figure 5-11), which summarizes the settings, click Commit.

|Aggregate Wizard - Commit

Below is a summary of your changes.

Create New Aggregate =

Volume Name: boot_esx
BAID Group Size: 16

Number of Disks: 10
Disk Size: Any Size

Double Parity: ves

o o

< Back I Cancel | Commit |

Figure 5-11 Committing the aggregate setup
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i. After the aggregate is created, in the left pane of the FilerView window (Figure 5-12),
find the aggregate by selecting Aggregate — Manage.

IBM System Storage™ N sefies

FilerView® | About

& itsotuct ) Manage Aggregates @
* Filer .1 (2) ) Agaregates —+ Manage
* Volumes (7!
» Aggregates (7

Add Filter by: |AIIAggregates d| M

Manage

Configure RAID Name Status Root Avvail Used Total Disks Files Max Files Checksums
. Sturge ’? [} agagrl onling,raid4 354 GB 3% 529 GB 4 108 1k block
* Operations Manager-?- | | boot esx onling,raid_dp 1.38TH 0% 138 TB 10 98 311k block |
« SnapMirror (7) (] vold online,raid4 7 12668 15%  149GB 2 13k 543m black
* CIFS @ - - -

_ Select All - Unselect All Online | Restrict Offline Destroy |

« NFS (%)
e HTTP (2 Aggregates: 1-3 of 3
e LUNs [ (2)
» MultiStore (7 Refresh |

Figure 5-12 New aggregate

3. After the aggregate is defined, create a volume:
a. In the left pane of the FilerView panel, select Volume — Add.
b. In the Volume Wizard panel (Figure 5-13), click Next.

Volume Wizard
Welcome to the volume Storage wizard. This wizard can be used to create, adjust, and mirror volumes.

You have chosen to

+ Add a new volume

Cancel MNext =

Figure 5-13 Volume Wizard Welcome panel
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C.

In the Volume Type Selection panel (Figure 5-14), select Flexible or Traditional
depending on the type of volume to be created:

¢ With Flexible volumes, you can shrink or grow the volume size at a later time
without service interruption or data loss.

* By choosing Traditional volumes, you cannot resize the volume.
In this example, we choose the Flexible option. Click Next.

Volume Wizard - Volume Type Selection

Volume Type Selection & Flexble @

Select whether you want to create a traditional or flexible volume. i )
© Traditional

< Back Cancel Next =

Figure 5-14  Setting the volume type

In the Volume Parameters panel (Figure 5-15), give the new volume a name. In this
example, the volume name is boot_esx1. Click Next.

El

Volume Wizard - Volume Parameters
Volume Name: l—bnnt anl @
Enter a name for the new volume. -
Language: English (US) =[]
Select the language to use on this volume.
UTF-8: ruTFs @
Select to make language of this volume UTF-8 encoded.
SnapLock Volume: I snaplock @
Select to create a snaplock volume.

< Back | Cancel | Next =

Figure 5-15 Defining the volume parameters
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e. The volume is mounted over an aggregate structure. In the Flexible Volume
Parameters panel (Figure 5-16), select the aggregate that you created in step 2 on
page 65 to link the new volume. Click Next.

Volume Wizard - Flexible Volume Parameters

Containing Aggregate E

Select the aggregate to contain this volume. Only non-snaplock aggregates are displayed.

Space Guarantee lm @

Sets the space guarantee. Volume guarantees space for the entire the volume in the containing aggregate; File guarantees space
for a file at file allocation time.

< Back I Cancel | Next >

Figure 5-16 Linking the aggregate to the new volume

f. In the Flexible Volume Size panel (Figure 5-17), choose the volume size and the
amount of space reserved to Snapshot. If you do not want to reserve space for
snapshots, type 0 in the corresponding field. In this example, we create a 20 GB
volume, reserving 10% of this size for snapshots.

Click Next.

Volume Wizard - Flexible Volume Size

Volume Size Type: & Total Size
Select Total Size to enter the total volume size (including snap reserve) and Usable Size to enter the usable volume size (excluding snap K
resene).  Usable Size
Volume Size: l—l__l @
Enter the desired volume size.The containing aggregate, boot_esx has a maximum of 1.38 TB space available. 20 GB

1.38 TB (Max)
Snapshot Reserve : ot @

"0

Enter the snapshot reserve for volume 'boot_esx 1. The range is between 0% and 50%. The default is 20%.

< Back | Cancel | Next > |

Figure 5-17 Specifying the volume size and space for Snapshot

g. In the Commit panel (Figure 5-18), which summarizes the settings, click Commit.

Volume Wizard - Commit

Below is a summary of your changes.

Create New Volume =l

Volume Name: boot_esxl

Lggregate Container: boot_esx (1.38 TB, raid dp)
Volume Size: 20 GB

Snapshot Reserve: 10%

Langua English (US) (en_US5)

Space Guarantee: volume

Ly of

< Back | Cancel | Commit |

Figure 5-18 Committing the settings for the volume
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h. After the volume is created, in the left pane of the FilerView panel (Figure 5-19), select
Volumes — Manage to view the volume.

Kr : = 1 A
IBM System Storage™ N series

|v

5 itsotucd [ (D)

® Filer [ (%)

[ [Searn ] vou

FilerView®

Manage Volumes @

Volumes —+ Manage

* Volumes (7

* Operations Manager (7)
* SnapMirror (7

Add
Manage Filter by IAIIVolumes vl Viewl
Restore
FlexClone = Hame Status Root Containing FlexClone Avail Used Total Files Max Files
Volumes . Aggregate
* Qtrees " O alexbackup onling raid4 agqri - 71.6 GB 10% 80 GB 693k 346 m
* Quotas " | boot esxi online,raid_dp boot esx - 18 GB 0% 18 GB 100 692 k |
* Snapshots (7) O itso online raidé agart = 941G 82% 5288 T3k 225m
(7
* Aggregates '3 I volo onling,raidé v = 126GB  15%  148GB 113k 643m
* Storage (7)
Select All - Unselect All Online | Restrict Offline Destroy |

e CIFS (7
* NFS (@ Refresh |
 HTTP ()

Volumes: 14 of 4

Figure 5-19 New volume

4. After

you create the volume, add the LUN that is to be used by the VMware ESX Server as

a bootable LUN:

a. In
b. In

vi.

the left pane of the FilerView panel, select LUNs — Add.

the Add LUN panel (Figure 5-20), complete the following actions:
For Path, insert the path and the name of the LUN as follows:
/vol/<volume_name>/<lun_name>
In this example, we create a LUN named server1 in the volume named boot_esx1.

For LUN Protocol Type, select VMware.

iii. For Description, enter a simple description for the new LUN.

For Size, enter the size of the LUN that is being created. In this example, we create
a 7 GB LUN for the installation of the VMware ESX operating system.

For Space Reserved, select the check box to allocate the new LUN the size that you
chose in step iv.

Click the Add button.
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Add LUN @

LUNs —+ Add

Manage LUNs

Path: ) I!'volf'hoot_e sx1/server @
The full path of the LUN, for example fvolfluns/lunOne. The LUN must be created in the root
directory of a volume or a gtree.

LUN Protocol Type: |V;-,r|ware | @

Select the multiprotocol type for the LUN.

Description: [Boot LUN Senert @
An optional description of the LUN.

Size: |? @
The size of the LUM. (Readonly field).

Units: [GB (GigaBytes) @
A multiplier for the LUN size. (Readonly field).

Space Reserved: W Space Reserved @

Indicates whether this LUN is space reserved.

Aad]

Figure 5-20 Setting up the LUN to add

c. To see the new LUN, in the left pane of the FilerView window (Figure 5-21), select
LUNs — Manage. As shown in Figure 5-21, the LUN has no mapping assigned to it,
meaning that the Fibre Channel HBA of the server is still unable to see this new LUN.

== L
IBM System Storage
FilerView® | —

& itsotucs @ Manage LUNs @
* Filer (52 ) LUNs — Manage
* Volumes ' (7
* Aggregates | (7)
* Storage (7) Add New LUN Hide Maps
» Operations Manager (7)
« SnapMirror (7) LUN Description SEE SIS Gro:::a:plfuu D
* C|FS'3:?::' fwollboot esxi/serverd Boot LUN Server1 7GB onling No Maps
s NFS (%) g
e HTTP (%)
o LUNs @) _Refies |

Wizard

Enable/Disable

Manage

Figure 5-21 New LUN without mapping

5. To make the LUN available to the server’s HBA, create an initiator group and add the
WWPN of the server’'s HBA that must use this LUN.

The WWPN is an identification number that every HBA integrates in its Basic Input/Output
System (BIOS). This number is defined by the manufacturer and is unique. See 5.3.3,
“Configuring Fibre Channel HBA for boot from SAN” on page 82, for information about
obtaining the WWPN of the HBA and how to prepare the HBA to be a bootable device.
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To create an initiator group, follow these steps:
a. In the left pane of the FilerView panel, select Initiator Groups — Add.
b. In the Add Initiator Group panel (Figure 5-22), complete these steps:

i. For Group Name, specify the name of the initiator group.

ii. For Type, select either FCP or iSCSI. In this example, we connect the storage
system and the server through FCP and, therefore, select FCP.

iii. For Operating System, select the VMware operating system that N series can
recognize. Choose VMware.

iv. For Initiator, list the WWPN of your HBAs.

v. Click the Add button.

™

iBM System Storage

FilerView® | Abou
E

Add Initiator Group @

.
==
3
o -

LUMNs —+ Initiator Groups — Add
* LUNs (%)
Wizard [Manage Initiator Groups]
Enable/Disable
Manage R I boot_servert @
Add Enter a group name for the initiator group.
Show Statistics Type: m @

LUN ConfigCheck Select a type for the initiator group.

« Initiator Groups (7) Operating System: IVMware vl @

Select the operating system type of the initiators in this group.

Manage
Add Initiators: T:72:4b H®
« ECP (%) Enter a list of initiator names, separated by commas. spaces. or newlines.

For an FCP initiator group, enter WWPNs (world wide port names). For an
iSCSI initiator group. enter iISCSI node names.

* MultiStore
* Network (7)
* Security (7 ,rl

Secure Admin (7)
NDMP (7) o Add

Figure 5-22 Setting up the initiator group
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6. Map the LUN to the initiator group:
a. In the left pane of the FilerView panel, select LUNs — Manage.

b. In the Manage LUNs panel (Figure 5-23), click the LUN you created in step 4 on
page 72 and then click the No Maps link.

iBM System Sturagé”“ N eries |

FilerView® | Aboul

Manage LUNs @

LUNs —+ Manage

Add New LUN Hide Maps
s . Maps
LUH Description Size Status Group: LUN ID
fvoliboot esxi/servert Boot LUN Serveri 7GB onling No Maps
«
Refresh |

Figure 5-23 Mapping the LUN: No maps link

vi. In the LUN Map Add Groups panel (Figure 5-24), assign the initiator group that you
created to the LUN. Then click Add.

47 i) s -
K U = |

iBM System Storage™ N series .

FilerView® | About

LUN Map Add Groups @

LUMNs — Add Groups

boot serverl

Initiator Groups:
hbatest

Select one or more initiator group names to add to the maps for LUN fvol/boot_esx1/server1

Add

Figure 5-24  Assigning the initiator group to the LUN
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c. Inthe LUN Map panel (Figure 5-25), give the LUN an ID. In the LUN ID box, type 0 and
then click Apply.

Important: The LUN ID of the bootable LUN must always be set to 0, or the LUN
cannot boot.

FilerView® | About

LUN Map @

LUMs — Map LUNs

Manage LUNSs Add Groups to Map
LUN: /vollboot_esx1/servert

Initiator Group LUN ID Unmap

boot_server |U| O

Figure 5-25 Giving the LUN an ID

d. To see the LUN, in the left pane, select LUNs — Manage, as shown in Figure 5-26.

FilerView® | About

s CIFS () |

* NFS (7) Manage LUNs @

s HTTP () LUNs —+ Manage

e LUNs (%
Wizard
Enable/Disable Add New LUN Hide Maps
Manage
Add LUN Description Size Status

Maps
Group : LUN 1D
Show Statistics Ivoliboot esxi/serverl Boot LUN Server1 7 GB online boot servert : 0

LUN ConfigCheck
« Initiator Groups (7)

« FCP%) Refresh |

Figure 5-26 Viewing the new LUN

5.3.2 Zoning a LUN in the SAN switch

Because the connection of a bootable LUN for the VMware ESX operation system must go
through a SAN switch, you must properly zone the bootable LUN to the server's HBA:

1. Launch an Internet browser and type the following URL:
http://<SAN_switch_address>

Where SAN_Switch_address is the name or IP address of your SAN switch system.
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2. In the main window, click the Zone menu icon at the bottom of the window (circled in
Figure 5-27).

View by: IName

-85 Fabric

: i itso

4 Segmented Switches

Status: Healthy
Polled at: 04/07 /05 04:21 PM Hame: itso
Fabric 05 version: v3.21 Domain ID: 1
Ethernet IP: 911218110 Ethernet Mask: 2352552550
FCIP: 0.00.0 FC NM: nong
Gateway IP: b e = WWH: 410:00:00:60:69:c0:06:2
L% EE E(%) Effective Zone Config: VMware Status Legend : Healthy || Marginal D Critical D Unmanitored

Figure 5-27 Clicking the Zone menu icon

3. When prompted, enter your user name and password to access the zoning feature of the
SAN switch, as shown in Figure 5-28. Then click OK.

Connect to 9.11.218.110
=
L ?

Al \

21 %

The server 9,11.218, 110 at FC Switch Administration reguires
a username and password.

Warning: This server is requesting that your username and

password be sent in an insecure manner (basic authentication
without & secure connection).

User name: Iﬁ admin j

Password: | sessnee

[~ Remember my password

oK I Cancel

Figure 5-28 Signing on to access the zoning feature of the SAN switch
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4. Inthe LUN zoning window (Figure 5-29), on the Zone tab, click the Create button to add a

new zone.
File Edit View Actions
Mixed Zoning E Enabled Config: VMware
Alias Zone I QuickLoopI Fabric assistl ConFigI \
Name  [NAs300b =z Delete | Rename

Member Selection Lisk Zone Members

[&] Ports & Attaching Devices T3] WWhs
Gy WWNs @QLogic 21:01:00:20:8b:a1:72:4b
AL_PAs

- Add Member: > |

Aliases

= Remove Member

Add Other. .. |

Switch Commit Messages:

Zone Admin opensd at Seg Abr 7 21008, 8:09 AM MST

Loading information from Fabric... Done

Figure 5-29 Creating a new zone

a. Inthe Create New Zone window (Figure 5-30), give the new zone a name. In this
example, we name it boot_server1. Then click OK.

Createnewzone x

Zone name

book_serverl

oK Cancel

Java Applet Window
Figure 5-30 Naming the new zone
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b. Assign the proper WWPNs of the storage system and the server’s HBA to the new
zone (Figure 5-31):

i. From the Name list, select the proper zone name.

ii. Expand the WWPN menu to see your storage and server's WWPNSs, and select
each of them.

iii. Click the Add Members button.

File Edit View Actions

Mixed Zoning E Enabled Config: VMware

Alias Zone I Quicki_oopl Fabric nssistl ConFigl

MName book_serverl - Create Delete Rename
| = | |

Member Selection Lisk

[+ E Ports & Attaching Devices 2 Wwhis

L) 50:0:09:80:86:47:27:ba
Logic 20:00:00:e0i8be07:Fcbe Ty
gLogic S Add Member > [P R
20:00:00:20:80:12:0e:

Zone Members

QLogic 20:00:00:20:8b:12:b9:56 Wl
 QLogic 20:00.00:20: 8b:14:f6:85
= gic 21:00:00:20:8b:14:F6:85 Add other... |

~.] Y [34] "QLA2342 FW:v3.03.19 DVR:v7,08-vm3z2"
l @ QLogic 20:01:00:20:8b:a1:72:4b
=) 50:0a:09:80:86:47:27:ba
E@sooa 09:83:86:47:7:ba
----- [ [281 "METAPP LUN 0.2"

Switch Commit Messages:

Zone Admin opened at Seg Abr 7 2008, 5:09 AM M3T

Loading information from Fabric... Done

Figure 5-31 Assigning the WWPNs of the storage system and server HBA to the zone
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5. Click the Config tab (Figure 5-32) and add the zone named boot_server1 to the switch
configuration. This example has a switch configuration named VMware. Click the proper
zone name and then click the Add Members button.

File Edit View Actions

Mixed Zoning / E] Enabled Config: VMware

Alias | Zone | Quickloop | Fabric Assist  Config I

MName I\u'Mware LI Create | Delete | Rename |

Member Selection Lisk Analyze Config | Device Accessibility |

EE‘ Zones Config Members
B[] NAS300b
[ virtualCenter

[ boot_z225
[ boot_386
|E| vm_shared_1
hbatest

|E| nas300

[ nas3oob

B virtualCenter

Add Member = |

= Remove Member |

IE‘ hbatest
B3] nas300
IE‘ wm_shared_1

Switch Commit Messages:
Zone Admin opened at Seg Abr 7 2008, 8:09 AM MST

Loading information from Fabric... Done IE

Figure 5-32 Adding members to the switch configuration

6. To deliver the LUN to the server and make it available, complete these steps:

a. Select Actions — Enable Config to enable the SAN switch configuration with the new
zone as shown in Figure 5-33.

File Edit View |Actions

Enable Config... Ctrl+E
Mixed Zoning Disable Zoning  Ctrl+D
Save Config Only  Ctrl+5
Alias| Zone | G Clear al ctrl+R
MName I\u'Mware j Create Delete
Member Selection List Analyze Config
@ Zones Config Members
EI FA Zones

[ boot_225
[ boot_366
|E| vm_shared_1
[ hbatest

|E| nas300

[ NAs300b
[ virtualCenter

i jick: L
(= quick Loops Add Member = |

= Remove Member |

Figure 5-33 Enabling the SAN switch configuration
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b. In the Enable Config window (Figure 5-34), select the configuration to enable. In this
example, we select VMware configuration. Click OK.

Java Applet Window

Figure 5-34 LUN zoning - enable configuration selection

c. Inthe Enable Config VMware message box (Figure 5-35), click Yes.

Enable Config VMware

9y Youars about ko enable the Zoning Configuration: VMware,
\"/ This action will replace the old zoning configuration
with the current configuration selected.
This could be a lengthy process and may result in
tempaorary inkerruption of I/0.
Do you wank to enable configur ation WViMware?

Java Applet Window

Figure 5-35 Replacing the SAN switch configuration

Figure 5-36 shows the log section is at the bottom of the window. You can make sure that the
SAN switch configuration was enabled successfully when the log message Commit Succeeded
is shown. The server can now use this LUN.

File Edit View Actions

Mixed Zoning

E] Enabled Config: YMware

Alias | Zone | QuickLonp | Fabric Assist - Canfig

Name I\u'Mware

Member Selection Lisk

Create Delete | Rename |

Analyze Canfig Device Accessibility |

Add Member =

Config Members

B boot_225

= Remove Member:

B virtualCenter
[ boot_serverl

—-——=B CTommit at: Seg Abr 7 2008, 8:02 AM MST

Figure 5-36 LUN zoning - commit SAN zone changes
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5.3.3 Configuring Fibre Channel HBA for boot from SAN

Now that you have created the LUN of the VMware operating system and zoned it to the
server, configure the HBA device of the server as a bootable device.

EMULEX HBAs: This example shows how to configure a QLogic HBA as a boot device.
For EMULEX HBAs, see the QLogic documentation at:

http://filedownloads.qlogic.com/files/manual/69771/FC0054606-00.pdf

Configuring the QLogic HBA
To configure the QLogic HBA, follow these steps:

1. Boot the server and, during the post, press Ctrl-Q to enter the QLogic BIOS (Figure 5-37).

Press <CTRL-0> for Fast!UTIL
ISP23xx Firmware Version 3.03.21
(OLogic adapter using IRQ number 5

Figure 5-37 HBA setup - step 1

2. Select the HBA to be used (if more than one is available) and press Enter.

3. In the Fast!UTIL Options panel (Figure 3), use the arrows keys to highlight the
Configuration Settings option and press Enter.

Scan Fibre Devices
Fibre Disk Utility

Loopback Data Test
Select Host Adapter
Exit FasttUTIL

Figure 5-38 Selecting the Configuration Settings option
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4. In the Configuration Settings panel (Figure 5-39), select Adapter Settings and press
Enter.

onfiguration Settings

Selectable Boot Settings

Restore Default Settings
Raw Nvram Data
Advanced Adapter Settings

e
Figure 5-39 Selecting the Adapter Settings option

5. In the Adapter Settings panel (Figure 5-40), for Host Adapter BIOS, change the value to
Enabled. You can also see the WWPN of the HBA in the Adapter Port Name field. Press
Esc to exit this page.

Adapter Settings

BIOS Address:

BIOS Revision:

Adapter Serial Number:

Interrupt Level:

Adapter Port Nane:

Host Adapter BIOS:

Frame Size: 2848
Loop Reset Delay: 5

| Adapter Hard Loop ID: Enab led
Figure 5-40 Enabling Host Adapter BIOS

6. In the Configuration Settings panel (Figure 5-39), select the Selectable boot settings
option and press Enter.
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7. In the Selectable Boot Settings panel (Figure 5-41), highlight the Selectable Boot option
and change it to Enable.

In this same panel, you can see the WWPN of your HBA; highlight it and press Enter.

electable Boot Settings

Selectable Boot:

(Primary) Boot Port Name,Lun: 5ABAA9838647E7BA,
Boot Port Name,Lun: #BANARARAAARANAA ,
Boot Port Name,Lun: #BBNARNARAARAAAA ,
Boot Port Name,Lun: (7151715171212 %1317 %1517 121712 0

Press "C" to clear a Boot Port Name entry
T
Figure 5-41 Enabling Selectable Boot

8. Now that the HBA is ready to be a bootable device, press the Esc key and choose the
option Reboot Server (Figure 5-42).

Configuration Settings
Scan Fibre Devices
Fibre Disk Utility
Loopback Data Test
Select Host Adapter

Figure 5-42 HBA setup

Configuring the boot sequence

If the server has internal disks, you can configure the HBA device with a higher priority in the
server’s boot sequence. You enter the BIOS settings of your server and configure the boot
sequence to make the CD drive the first boot device and the HBA the second boot device.
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This example shows how to configure the boot sequence in BIOS Version 1.09 of an IBM
System x3850 server.

HBA: Depending on your version of the BIOS, the HBA is referred to as Hard Disk 0 and
not as the HBA itself.

Follow these steps:
1. During the post of the server, press F1 to go to the system BIOS.

2. In the Configuration/Setup Utility panel (Figure 5-43), use the arrow keys to highlight Start
Options. Press Enter.

Configuration/Setup Utility

suystem Summary
en Information
Jevices and I/0 Ports
Date and Time
system dSecurity
Start Options
Advanced Setup
= Event/Error Logs

Figure 5-43 Selecting Start Options

3. In the Start Options panel (Figure 5-44), select Startup Sequence Options and press
Enter.

Start Options

= Startup Sequence Options

Figure 5-44 Selecting Startup Sequence Options

4. In the Startup Sequence Options panel (Figure 5-45), for First Startup Device, type
CD ROM, and for Second Startup Device, type Hard Disk 0. Press Esc to return.

Startup Sequence Options

Primary Startup Sequence:
First Startup Device

[
Second Startup Device @Hard Disk 0
[

Third Startup Device Disabled
Fourth Startup Device [ Disabled

Figure 5-45 Specifying the first and second startup devices
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5. In the Exit Setup window, as in Figure 5-46, select Yes, save and exit the Setup Utility.

Exit Setup

settings were changed.
Do you want to save then?

Yes, save and exit the Setup Utility.
No, exit the Setup Utility without
No, return to the Setup Utility.

Figure 5-46 Saving the changes and exiting the Setup Utility

6. Reboot the server.

The server and LUN are ready for the ESX operating system installation.

5.4 Installing the ESXi operating system

To install the ESXi operating system, follow these steps:

1. Insert the ESXi operating system installation CD into the CD tray or mount the ISO image
if you are using a remote card

2. When prompted to select the installation mode, as in Figure 5-47, choose either the
graphical (GUI) or text interface. Press Enter to choose the GUIL.

ESXi Installer

Boot from local disk

Figure 5-47 Choosing the ESXi installation mode

The installer loads the necessary drivers (such as HBA and network card drivers) for the
operating system installation.

86 IBM System Storage N series with VMware vSphere 4.1



3. After the media test is successfully completed and the installation wizard starts, in the
Welcome window in Figure 5-48, click Next.

UMuware E5Xi 4.1.8 Inzstaller

(ESC) Cancel (R) Repair (Emter) Install

Figure 5-48 ESXi 4.1 Welcome window

4. In the license agreement panel, in Figure 5-49, read the license text. If you agree with the
terms, press F11 to proceed with the installation.

UMuware E5Xi 4.1.8 Inzstaller

(ESC) Do not Accept (F11) Accept and Continue

Figure 5-49 License agreement panel
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5. In the next step, shown in Figure 5-50, VMWare list the physical disks found during its
scanning. Those disks include local ones and LUNs provided to be used by SAN boot
systems panel (choose how you want to set up the initial system partition).

UHnare Virtual disk (Hpx.wrhbal:CA:TB:LA)

(F1) Details [(Ezc) Cancel (Enter) Continue

Figure 5-50 Selecting the disk to install ESXi 4.1

6. The next panel, in Figure 5-51, shows the confirmation install.

UMuare ESXi 4.1.8 Installer

(Backspace) Back (Ezc) Cancel (F11) Inztall

Figure 5-51 Installer waiting the confirmation to start installation (F11)

7. The installation takes few minutes and finishes successfully as in Figure 5-52).
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UMware E3Xi 4.1.H Installer

Installation Cowmplete
ESXi 4.1.8 has been installed.
E5Xi 4.1.8 will operate in evaluation mode for 68 daps. To
usze E5Xi 4.1.8 after the evaluation period, you must
register for a UMware product license. To administer vour
server, use the uSphere Client or the Direct Console User
Interface.
Y¥ou must reboot the server to start using ESXi 4.1.8.

Be sure to the installation disc before you reboot.

Figure 5-52 Installation completed

8. Remove the CD or unmount the ISO, then restart the server, and you have the following
panel, as in Figure 5-55.

UMuware ESXi 4.1.8 (UMHernel Release Build 268247)

UMware, Inc. UMdare WVirtwal Platform

Intel(R) Xeon(R) CPU E5438 @ 2.66GH=z
4 GBE Memory

Dowmload tools to manage this host from:
http:s<localhosts
http:~-8.8.8.8~

£F2» Customize System <F12> Shut Down<Restart

Figure 5-53 Fresh installed ESXi 4.1

9. Press F2 to customize the server, then enter the root password as shown in Figure 5-54,
which is empty by default, so just press Enter.

Authent icat iom Required

iuthorized login mame and password for

Configured Heyboard (Default)

Lugin HamMe : [ root 1

<{Enter> DK <Esc»* Cancel

Figure 5-54 Login to the ESXi host
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10.The first highlighted option is Configure Password, so press Enter to set it.
11.Type it twice on the next panel and press Enter again.

12.Then go to the Configure Management Network option, press Enter, select IP
Configuration, and press Enter again. Then configure the host with your networking

settings, as in Figure 5-55.

Conf i_'||,|,'||' 'iu,l_'l'l.j,l_'_ Ment Hetwork 1P |:||11:i":i||'|J,:|' ation

IP Configuration

Thiz host can obtain network settings awtomatically if your metwork
inc ludes a DHLCP server. i 1t does wmot, the following settings rust

gpecified:

( ) Use dymamic IF address and network configuration
to) et static IP address and network configuration:

IP Address [ 9.155.113.228 1
Subnet Mask [ 255.255.248.8 1
DNefanlt Gateway [ 9.155.112.1 1
tUpsDoum> Select <Space? Mark Selected <Enter> DK <E=zec> Cancel

Figure 5-55 Setting network information on the host

13.After setting the network, press Enter, go to DNS configuration, and press Enter. Type
the network information and the hostname of the server, as in Figure 13, and press Enter.

DHS Configuration

This host can only obtain DHS setting automatically if i als obtains

its IP conft 'i:.|ll'|"-l| ion automatical |!_I

( ) Dbtain DHS server addresszes and a hostname automatically
(o) Use the following DNS server addresses and hostname:

Primary DNS Server [ 9.155.113.238
Alternate DHS Serwver [

[ egsxii.mainzlab. ibH.com_

{UpsDomn:> Select <(3pace> Mark Selected {Enter> DK <Esc> Cancel
Figure 5-56 Set the DNS servers and the Hostname

IBM System Storage N series with VMware vSphere 4.1




14.Press Esc to leave the Configure Management Network, and on the confirmation panel,
select Y, as in Figure 5-57.
Conf igure Management Hetwork: Confirm

fou hawve mMade ||.||||||-. o the ho=s Hanagexent network.

H p Ly ing thesae TRiliL: Hay resul 1 a briel network outadge

dizsconmect remote Hanagement software and affect running virtwa

"Iullllill' I 1 L = II o II- III'I'I I'II|| II'II | III |I|I I'I 'Ili' I.-Jil.

Apply changes and restart managesent network?

£¥> Yes <N> Ho <Esc>» Cancel
Figure 5-57 Restarting the management network to apply changes

15.Connect the host to a vCenter and apply all the available patches.

16.Take a backup of your host configuration by using vSphere CLI, running the following
command:

vicfg-cfgbackup --server <ESXi-host-ip> --portnumber <port_number> --protocol
<protocol_type> --username username --password <password> -s <backup-filename>

.Use the -s option to point the location where the file with the host configuration is intended to
be saved.
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Installing and configuring
VMware vCenter 4.1

This chapter provides information about how to install and configure VMware vCenter and
perform basic administration activities. It includes the following topics:

» VMware vCenter 4.1 overview
» Installing VMware vCenter 4.1
» Basic administration with VMware vCenter

© Copyright IBM Corp. 2011, 2012. All rights reserved.
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6.1 VMware vCenter 4.1 overview

VMware vCenter is a central console that enables the most valuable virtualization features.
These features include vMotion, High Availability (HA), Distributed Resource Scheduler
(DRS), Storage vMotion, Fault Tolerance (FT), and Cloning, to name only the most common.

It is implemented as a service running on a Windows server. On vCenter 4.1, it requires a
64-bit operating system. So, if you are installing a server to perform that role, ensure that it
can run a 64-bit OS. Some examples include Windows 2003 64-bit on any version (Standard,
Enterprise, or Datacenter), Windows 2008 64-bit on any version, or Windows 2008 R2.

VMware vCenter uses a database to store all the configuration of its elements, such as hosts,
virtual machines, datastores, and clusters. When installing a small environment (up to five
hosts), it is acceptable to use a light version of Microsoft SQL Server or IBM DB2. These
versions are free but have limited capacities. For larger environments, use of a full database
bundle is required.

For more information about compatibility, requirements, patch level and specific configuration,
check the ESXi Installable and vCenter Server Setup Guide, at the following website:
http://www.vmware.com/pdf/vsphere4/r41/vsp_41 esxi_i_vc_setup_guide.pdf

Because our environment has less than five hosts, we use SQL 2005 Express, which is
included on the VMware vSphere installation image.

For management purposes and authentication separation from the OS, we created a user
(which we named VCadmin) to run the vCenter Server service. This user must be an
administrator of the server where vCenter is intended to run.

6.2 Installing VMware vCenter 4.1

In this book, we are using VMware vCenter version 4.1 Update 1. We consider that you have
a VMware registration with enough rights to perform that task. To install it, perform the
following steps:

1. Mount the vCenter installation image with your preferred image software.

2. If the autorun loads the installation panel, close it. Browse the image, right-click the file
autorun.exe while holding the Shift key, and select Run as different user, as shown in

Figure 6-1.
- autorun I
Open
& | aukorun #¥' Run as administrator

|| README-de Run as different user I
|| README-gn Troubleshoot cormpatibility

Copy as path
|| README-fr Presh

__ README-ja

Send ko r

| README-zh-C  Copy

Create sharkcuk

Properties

Figure 6-1 Running the installer as a different user
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3. Type the credentials and click OK.
4. When the installation panel is displayed, select vCenter Server, as in Figure 6-2.

'::'r VYMiware vCenter Installer

vmware’

VMware vCenter”

Server 4.1

Viware Product Installers Explore media

) ¥l
wienier Glided Consoldation
ySphere Charik
vCenter Lpdate Manages
vienter Cormartar

Utility
Agerit Pre-Lparade Check

Figure 6-2 Selecting vCenter to be installed

m
bl
=

Select the language that you are going to use and click OK.
Click Next on the Welcome panel.
Click Next on the End-User Patent Agreement panel.

© N o o’

In the License Agreement, change the radio button to “/ agree to the terms in the license
agreement’ and click Next.

9. In the next panel, enter your company information and the vCenter Server license. You
can type it later also, which sets it to evaluation mode of 60 days. Click Next.

10.0n Database Options, choose between the included version of SQL for small deployments
or “Use an existing supported database “. We are going the use the SQL Express, as in
Figure 6-3, but in a real environment, use a full bundle database. Click Next.

|1,1."l ¥Wriware vLenber Server

Database Options o i
Select an QDBC data source for wCenter Server.

viZenbar Server requires a database,

@'Etda Microsoft SQL Server 2005 Express instance (for small scale deployments)

" Use an existing supported database

Figure 6-3 Selecting the database

Attention: The DSN (Database Source Name) must be 64-bit capable. Otherwise, it
does not work.
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11.Because the installation was started with the VCadmin user, it is the one intended to run
the vCenter Server service (see Figure 6-4). Type its password and click Next.

|‘.? ¥riware vCenber Server E

vLenber Server Service

Erker the wCenber Server service account Informaticn,

Configure the wOenter Server service bo run inthe SYSTEM account or in & user-specified
acoont in e doman.

[~ Use SYSTEM fooount

Aocount name: I =dm

Account gassword!

I aRdEEER S
Confirm the password: | sensnses

Figure 6-4 vCenter account during the installation

12.To facilitate administration, it is a best practice to keep the OS data separated from the
application. So we install vCenter on another partition, as shown in Figure 6-5, and click

Next.
f@ ¥riware vLenber Server E

Destination Folder

Sedect the Falder in which bo install wCenter Server

E:\Program Files|Wveare) Infrastructure]

Figure 6-5 Installing vCenter in a different partition than the OS
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13.Because this vCenter is the first one of the structure, it must be a stand-alone instance, as
shown in Figure 6-6. (If it happens to be the second or any other, we can install it as linked
to the first instance, which is called a Linked Mode instance.) Click Next.

fﬁ ¥riware vLenter Server ks

vLenter Server Linked Mode Options

Tnstall this WWweare viCenber Server instance in linked mode or standslone made,

To configure linked mode, irstall the first vCenter Server instance in standalone mode, Instal
subsequant wenber Server instances in linked mode.

(+ Create a standalone ¥YMware vCenter Server instance

Use this option For standalone mode or For the First wCenter Server installation when you
are forming & new linked mode group,

~ Join a ¥wware vOenter Server group using linked mode to share
information

LUse this option For the second and subsequent vCenber Server installabions when you
are forming a linked mode group.

Figure 6-6 Creating a stand-alone instance

14.0n the Configure Ports panel, leave the default ports if they not in conflict with any
application that you can have on the vCenter server. Click Next.

Important: vCenter uses ports 80 and 443. So if you are installing it over a web server,
you must change those ports when installing vCenter to change your web server
configuration. Otherwise, the vCenter Server service fails to start.

15.0n the vCenter Server JVM Memory panel, select the option that best describes your
environment according the number of hosts you are intending to run. Then click Next.

16.0n the Ready to Install the Program, click Install to start the installation.

6.3 Basic administration with VMware vCenter

This section explains how to perform a basic configuration of vCenter for a quick start. For
more details, see the VMware Datacenter Administration Guide at the following website:

http://www.vmware.com/pdf/vsphered/rdl/vsp 41 dc_admin_guide.pdf

This topic includes the following sections:

Creating a datacenter
Creating a cluster
Adding hosts to a cluster
Templates

vyvyyy
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6.3.1 Creating a datacenter

To perform a basic configuration in vCenter, create a datacenter object to group the other
objects created below it:

1. Open vCenter and log in.

2. Right-click the vCenter object and select New Datacenter, as in Figure 6-7. Set its name
accordingly.

[=H¥C41 - vophere Client

Fie Edb View Irventory Administration Flug-ins Help
E Bd £y Home [ gf] Invertory b ] Hosts and Clustess
(o
[ [¥CHL ' cober Server, 4.1.0, 345043
7 MewFolder :
[T mew Datacerier ;
Add Permission. .. CtH+P Eanter
Blarm ]

Figure 6-7 Creating a Datacenter

6.3.2 Creating a cluster

A cluster is an entity which defines the boundaries of actions of both HA and DRS, so only the
hosts and virtual machines included on clusters take advantage of those features.

To create a clone:

1. Right-click the Datacenter object, then select New Cluster... , as shown in Figure 6-8.

[FIVC41 - wSphere Client

Fle Edit “ew Inwenbory Administration Plugsns Help

E 53 rh Home [ _,._fj Inwenkory [ ['=|] Hosts and Chsters

O @ It
= o) Ve
L'mmlﬂmum:
[7 Mew Folder Ctil+F
[ Mew Custer... il |
EF  AddHost... Chri+H

Figure 6-8 Creating a new cluster
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2. On the next panel, provide a name to the cluster as in Figure 6-9. Select the options
related to HA and DRS if you want to implement those features. Then click Next.

[ Mew Cluster Wizard

Cluster Features

what Feshures do vou want bo enable For this chuster?

[Cluster Features Mame
riﬁ.reri:e-\.-_l Jugtesr|
Custer Features

Sedect the Festures you would ke o use with this chster,

™ Tum Gn ¥hears Ha
Wiware HA detects Falures and provides rapid recovery For e virbual machines
running within a custer, Core funchionality includes host and virbual machine
monitoring to minmize downkime when heartbeats cannat be debecbed.,

VMare HA mist be burmed on bo use Fault Talerance.,

[ Turn On Yiware DRS

Figure 6-9 Naming the cluster and features available: HA and DRS

3. On the VMware EVC panel, whenever possible, enable EVC to facilitate vMotion between
hosts with a slightly different version of processors, as shown in Figure 6-10. Click Next.

(=) Hew Cluster Wizard

¥riware EVC
Do you wank to enable Enhenced vMotion Compatibility For this chsber?

AUSLEN Fealuras

Enharced viMotion Compatibiity (EVC) configures & cluster and ks hosts bo maxmize vivokion

M_van: EvC compatibiity. Once enabled, EVC will also ensure that only hosts that are compatible with bhog
fi Swaplile Location the duster may be added to the chuster.
™ Disable BV ™ Enable EVC for AMD Hosts (¥ Enable EVC fior IntekE Hast)

¥iware EVC Moda: IIrthIFJ oo Core™2

Figure 6-10 Enabling EVC

4. Select to leave the pagefiles in the same directory as the virtual machine for ease of
management and recovery of them. Click Next.

5. Review the information and click Finish.
6.3.3 Adding hosts to a cluster
Before adding a host, you must have an ESX or ESXi host already installed and set up in the

network. For more information about this task, see Chapter 5, “Installing the VMware ESXi
4.1 using N series storage” on page 61.

Tip: Create a manual entry on your DNS zone for your ESXi hosts, because they do not
create that automatically.
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Important: Ensure that your DNS infrastructure is working correctly before adding servers
to vCenter. If DNS cannot resolve the hosts, HA service can be affected.

After you set up the host, add it as follows:
1. As in Figure 6-11, right-click the cluster you want, and select Add Host...

I"T\"f-il - wSphere Client
Fiie Edt ‘Yew Iventory Adminitration Plug-ins  Help

E | :_h Home >|ul—:"| Twertory b Bl Hosts and Clusters
T s oe s
= Ep YCil

B By Mainz IBM N series
[ [Mseries_clustes

Nseries_cluster

Getting Started

|
& AddHost... Ctrl+H

Figure 6-11 Adding a host to a cluster

2. Type the host’s full qualified domain name, then root user, and its password, in the
authentication box, as in Figure 6-12.

(&) Add Host Wizard

Specify Connection Settings
Type in the information used to connect to this host,

Connection Settings Connaction

Erter the namme of 1P address of the host to add bo wCenter.

Host: |-e-;x|3.mahzial:| bm. com

Autharization

Erter the administratiee account information For Bhe host, vSpheare Chant wil
uge this information ko canneck o the host and establish s permanent
accounk: for its operations,

Lisermanme; h"‘i

Password: Iﬂ--t-tﬂ-t

Figure 6-12 Adding the host name, root user, and its password

3. Accept the RSA key by clicking OK.

4. Select a placeholder where you want to store the virtual machines and click Next. The
purpose here is for ease of administration only. You can create folders to divide the VM
structure, as Windows and Linux VMs, or divide them by tier of applications. It really
depends on your design.

5. In the Ready to Complete panel, review the information and click Finish.
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6.3.4 Templates

A template is an image of a virtual machine (VM). You want to ease the administration and
deployment of new VMs. So you generally install the operating system on the template image
with all the basic software features that do not require special configuration, such as antivirus.
A template is useful when you need to quickly deploy a large number of guests. You need only
to set up a single guest and load its operating system, while the other machines are created
as copies from that template.

Prerequisites: Before creating a template, it is a good idea to perform the disk block
alignment before you load the operating system into the guest. For more information, see
7.9, “Partition alignment” on page 136.

To create a template:

1. Just create a normal virtual machine, install the OS, and the basic applications. Then
remove the IP if manually assigned and shut down the VM. Right-click it, go to Template
and then click Convert to Template, as in Figure 6-13.

(3 ['WaKE_template

Ii Power ]
E Guest ]
E Snapshok ]
E Open Consale
£ Edit Settings...
B mMgae..
3‘* Clone, ..
| Template L | Cone bo Temglate...
]
Fault Takerance » |_ﬂ;| Comvert to Template

Figure 6-13 Converting a VM to a template

To see your template options, right-click one of your guests. Click Inventory. Select Virtual
Machines And Templates., as in Figure 6-14, and you see a panel like this one.

[ ¥C41 - vSphere Client
File Edt View Imventory Administration Plg-ins Help

m Ed _ﬁ Home b g Inventory (b "i'i‘l Hosts and Clustess

mip =& :?—' e Search Cerl+Shift+F
7 e Tl Hosts and Custers  Chil+Shift+H
= g voh =
= [ Manz 15011 seres . [ wMs and Templates  Cerl+Shift+v
= [fl] Mseries_cluster GEUnG B Datastores Chrl+Shift+0
@ esdl.mainziah.bm. & newarking Ctrl+shitn
L B

Figure 6-14 Changing view to VMs and Templates
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You see all your templates as shown in Figure 6-15.

SRR
=l [i7 Mainz IBM N seties
= E? Discovered wirtual machine
51 ESwi4.1-4
I3 Prod-yM
I3 Ubuntu 1

I v
Weks_template
L

[l Windows200g
G wek

Figure 6-15 Viewing VMs and Templates
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Deploying LUNs on N series for
VMware vSphere 4.1

This chapter explains how to set up the N series storage system for VMware ESX Server
installation and for guest servers. It shows the boot options that are available for VMware ESX
Servers. Finally, it guides you through the setup of logical unit numbers (LUNs) for installation
of the guest servers.

This chapter includes the following topics:

» Preparing N series for the VMware ESXi Server
» Preparing N series LUNs for VMware vSphere
» Partition alignment

» Storage growth management
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7.1 Preparing N series LUNs for VMware vSphere

When provisioning LUNs for access through FC or iSCSI, LUNs must be masked so that only
the appropriate hosts can connect to them. Within Data ONTAP, LUN masking is handled by
the creation of initiator groups (igroup).

An initiator group includes all of the FC worldwide port names (WWPNSs) or iSCSI qualified
names (IQNs) of each of the VMware ESXi servers. This task is done from a pre-determined
scope, so when assigning a LUN to an igroup, all the hosts listed within can see the LUNSs.

The igroup scope design depends on the virtual environment design as a whole. If you are
dividing your VMWare servers into clusters that support different application tiers, for
example, you need to create an igroup for each of those clusters. That way you ensure that all
the hosts within that cluster have access to the same LUNs. And you avoid having the hosts
from one cluster being able to see LUNSs that are not relevant to them.

igroups for FC and iSCSI protocols: If a cluster of servers is to use both the FC and
iISCSI protocols, create separate igroups for the FC and iSCSI LUNSs.

To identify the WWPN or IQN of the servers, for each VMware ESXi Server in vCenter, select
a server. Then click the Configuration tab and select one of the storage adapters to see the
SAN Identifier column, as in Figure 7-1.

9.155.113.203 YMware ESX, 4.1.0, Z6024T

Gatting Started | Sumemary | Virbesl Machines | Resource Allocstion | Pesformance [l ol il Tasks R Events  Alarme | Permissions | Maps |

= —— | Storage Adapters
Processors Davice | Tvpe [
[ — ISCS1 Software Adapter
:-t-mage & vmhbai3 |I5C':T-[ iqn.1958-01..com, vrveare:esx 1 -541F4cha:
Netbwortdrs F1RESE/b632xESE/ 3100 Chipset SATA Storage Controller IDE
HETHOrE]

’ @ vmhbas Block SCST
v Storage Adsplers
Network Adapters 15P2432-hased 4G Fibre Channel to PCT Express HEA
.ﬁn;.' %k o & ~mhbat Fibre Channel 20:00:00: 1b:32:03:dF:01 21:00:00: 1b:32:03:dF:01
ranced Settngs ﬂ wmhba2 Fibre Channel 20:00;00: 1b:32:06:Fa:30 21 :00:00: 1 b 32:09:F2;30

Povear Managameant

. Details

Software

wmhbaz

Licensed Features Model:  1SP2432-based 4Gb Fibre Channel bo PCI Express HEA
Time Configuration WI: 20:00:00; 1be 32008 Far30 21:00:00; 1b: 32:08:Fa:30
DN and Routing Targets: O Devices: 0 Paths: 0
Authenkication Servdces 000 | . mm—m—m——

Privesr Marsssmrenk

Figure 7-1 Identifying WWPN or IQN numbers using the Virtual Infrastructure Client connected to vCenter

The most common option for a VMware environment is to create LUNs and format them as
VMFS (VMware file system) for the guest operating systems. The VMFS file system was
developed by VMware and is used to store the guest operating system’s disk files (.vmdk
files) and its configuration files (.vmx files).

Other file extensions that are also part of the virtualization solution, such as Snapshot files,
can also be stored in a VMFS volume. One of the main features of the VMFS file system is
the ability to manage multiple access and support large files. Each LUN formatted as VMFS
for a guest operating system’s store is called a datastore.
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Figure 7-2 shows an example of using a datastore through the vCenter console.

[#¥C41 - vSphere Client

File Edit Wiew Irventory Administration Plg-ins Help

Ej = | N Home b-:f:] Irvvenbary | J [rakashores

—a

G voa iSC51_DS2
= [y Mainz IBM N series

i n5500-01NFS)

4 Storage? oeal
Typa ¥MFS

Mumber of Hosts Connected: 2
Wirtual Machines and Templates: 1

Commarnds

() Refresh
ﬁ Brovese Datastone. .,

[ nES00-02NFSZ — Capacity
£l snap-111deadl-i5C Locakion: sanfs:/ /wmifs_uuid:deb14055-046440d1...
kil Storagel bocal Copaiy:

Prowisoned Space:
Free Space:
Last updated an

i3 [BCa1_052 | Getting Started ST UER N Wirbuzl Machines  Hosts | Performance | Configuration | Tasks & Events  Alarms

11/3/2011 F:49:17 PM

Figure 7-2 A sample datastore

7.2 Setting up thin provisioning

You can enable thin provisioning at the LUN level or volume level by using either the CLI or

the GUI. The following sections guide you through this process using the GUI during the

creation of the volumes or LUNSs.

7.2.1 Enabling volume-level thin provisioning

To enable volume level thin provisioning, follow these steps:

1. In the left navigation pane of FilerView, select Volumes — Add (Figure 7-3).

FilerView®

B itsotuct 7 System Status @
» Filer 7 (7 Filer = Show Status

s Volumes 7
Add
Manage
Restore

IBM System Storage™ N series

Filer
Model
System ID

Figure 7-3 Selecting the Add option
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2. In the Welcome panel of the Volume Wizard (Figure 7-4), click Next.

Volume Wizard

Welcome to the volume Storage wizard. This wizard can be used to create, adjust,
and mimor volumes

¥ou have chosen to

+« Add a new volume

| Cancel | | Mexd =

Figure 7-4 Volume Wizard Welcome panel

3. In the Volume Type Selection panel (Figure 7-5), select the type of volume you want to
create. The Flexible option is the most popular because of its useful properties. Therefore,
in this example, we select Flexible. Click Next.

Volume Wizard - Volume Type Selection

Select whaether you want to create a traditional, flaxible, or cache volume. - )
) Traditional

N ) Cache

[ <Back | | Cancel | | Mead >

Figure 7-5 Selecting the volume type
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4. In the Volume Parameters panel (Figure 7-6), enter a volume name of your choice. In this
example, we choose voll and accept the default settings of the other fields. Click Next.

Volume Wizard - Volume Parameters

Volume Name: voll 7
Enter a name for the new volume.

Language: English

Select the language to use on this volume.

UTF-8: CuTF8 @

Select to make language of this volume UTF-8 encoded.

[ <Back | [ Cancel | | Newt=

Figure 7-6 Naming the volume parameters

5. Inthe Flexible Volume Parameters panel (Figure 7-7), for Containing Aggregate, select the

aggregate where you want to create the volume. For Space Guarantee, select none.

This option enables volume-level thin provisioning. Then click Next.

Volume Wizard - Flexible Volume Parameters

Containing Aggregate itso (953 GB. raid_dp)
Select the aggregate to contain this volume. Only non-snaplock
aggregates are displayed

Space Guarantee none 1w @
Sets the space guarantee. Volume guarantees space for the entire 7

the volume in the contamning aggregate; File guarantees space for

a file at file allocation time

W

il

[ <Back | [ Cancel | | Newt>

Figure 7-7 Specifying the flexible volume parameters

6. Select the size of the volume and the percentage reserved for snapshots, and click Next.

7. Click Commit to create the thin-provisioned volume.
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8. Click Close to complete the process and close the Volume Wizard (Figure 7-8).

[Manage LUNs] [Map LUN]
[Oriine] [Offine] [Delete]

Path: Jwolficp_vol/deduplicati
The full path of the LUN_ for axample olluna/lunDne You can rename a LUN {path of the LLIN can
be changed) but the new path must be in the same volume as the onginal one

7

Status: online 2

Status of the LUM

LUN Protocol Type: Viware 2

Selec! the multiprotocol type for the LUN

Description: An optional description « 2
An optional descnpbon of the LUMN

Size: 50 -
The gize of the LUN [Readonly field) The current exact size is 53687091200 bytes

Units: GB (GigaBytes) 2

A multipher for the LUN size (Readonby field)

Space Reserved: ¥ Space Reserved 2
induc ates whethar thes LUN S Space resenad

Serial Number: C4hBcdHcvEx @

LR senal normber

LUN Share none v |

Share option for LUN. By default, when a LUN is created, such access is turned off. Mote that choosing
wntg 15 the same as choosang al

LApply |

Figure 7-8 Volume level thin provisioning

7.2.2 Creating a thin provisioned LUN on N series systems
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To create a thin provisioned LUN, follow these steps:
1. Open FilerView:

http://Nseries/na_admin

Select LUNs.

Select Wizard.

In the Wizard window, click Next.

o~ 0D

In the LUN Wizard: Specify LUN Parameters window (Figure 7-9), complete these steps:

Enter the path.

Enter the LUN size.

Enter the LUN type. For VMFS, select VMware, or for RDM, select the guest OS type.
Clear the space-reserved check box.

Enter a description.

Click Next.

~2 Q00T
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LUN Wizard: Specify LUN Parameters

Path: holivmware/DC1AVMDKT lun| &
The ful path to the LUN, for — '

example ol lunsTunOme. The LUN must be
created in the roof directory of a volume or a gtrae.

Size: 300 || GB (GigeBytes) w |l
The size of the LUM,

LUN Pretocol Type: Whiware %] G

Select the multiprotocol type for the LUK

Space-reserved: ,”u}pace-regewed 2

If checked, indicates that the LUN should be space- ™

resemed

Description: MDK Datastore z

An optional descaption of the LUN

[ <Back | | Cancel | | MNeut»

Figure 7-9 Enabling thin provisioning on a LUN

6. In the last window that opens, click Finish.

After the LUN is created, you see a message at the top of the window that says LUN Create:
succeeded. You have now created a thin provisioned LUN. You can verify that it exists by
running the command shown in Example 7-1.

Example 7-1 LUN-level thin provisioning

itsotuc3> df -g /vol/nfs_vol

Filesystem total used avail capacity Mounted on
/vol/nfs_vol/ 50GB 2GB 47GB 5% /vol/nfs_vol/
/vol/nfs_vol/.snapshot 0GB 0GB 0GB ---% /vol/nfs_vol/.
snapshot

itsotuc3>

When you enable N series thin provisioning, configure storage management policies on the
volumes that contain the thin-provisioned LUNs. The use of these policies aids in providing
the thin-provisioned LUNs with storage capacity as they require it. The policies include
automatic sizing of a volume, automatic Snapshot deletion, and LUN fractional reserve.

Volume Auto Size is a policy-based space management feature in Data ONTAP. With this
feature, a volume can grow in defined increments up to a predefined limit if the volume is
nearly full. For VMware ESX Server environments, set this value to On, which requires setting
the maximum volume and increment size options.

To enable these options, follow these steps:

1. Log in to the N series console.

2. Set the volume autosize policy with the following command:

vol autosize <vol-name> [-m <size> [k/m/g/t]] [-i <size> [k/m/g/t]] on
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Snapshot Auto Delete is a policy-based space-management feature that automatically deletes
the oldest Snapshot copies on a volume when that volume is nearly full. For VMware ESX
Server environments, set this value to delete Snapshot copies at 5% of available space. In
addition, set the volume option to have the system attempt to grow the volume before deleting
Snapshot copies.

To enable these options, follow these steps:

1. Log in to the N series console.

2. Set the Snapshot autodelete policy with the following command:

snap autodelete <vol-name> commitment try trigger volume target free space 5
delete_order oldest_first

3. Set the volume autodelete policy with the following command:

vol options <vol-name> try first volume grow
LUN Fractional Reserve is a policy that is required when you use N series Snapshot copies
on volumes that contain VMware ESX Server LUNs. This policy defines the amount of

additional space reserved to guarantee LUN writes if a volume becomes 100% full. For
VMware ESX Server environments where the following conditions exist, set this value to 0%.

» If Volume Auto Size and Snapshot Auto Delete are in use
» If you separated the temp, swap, pagefile, and other transient data onto other LUNs and
volumes

Otherwise, leave this setting at its default of 100%.

To enable this option, follow these steps:
1. Log in to the N series console.
2. Set the volume Snapshot fractional reserve with the following command:

vol options <vol-name> fractional_reserve 0

7.2.3 Creating an initiator group on N series systems
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To deliver a LUN to a server, set up the N series as follows:

1. Log in to the FilerView of your N series system, pointing a web browser to the IP of your
storage.

2. In this example, we are setting up an initiator group for the iSCSI protocol:

a. In the left pane of the FilerView panel, select LUNs — LUN ConfigCheck — Initiator
Groups.

b. In the Add Initiator Group panel (Figure 7-10), complete the following steps:

i. For Group Name, choose any name you want for the initiator group. We use
iISCSI_ig.

ii. For Type, select the protocol that is to be used by the initiator group. In this case,
select iISCSI.

iii. For Operating System, select VMware, because the LUN is to be formatted as
VMFS and is to be used by the guest operating systems.

iv. For Initiators, enter the IQN of the ESX server.
v. Click Add.
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FilerView®

Add Initiator Group @

LUIMNS =+ Initiator Groups =+ Add

Enter a list of initiator names, separated by commas, spaces, or newlines
For an FCP initiator group, enter WWWIPNs (world wide port names). For an
iSCS initiator group, enter iISCSI node names

]

| Search

Group Name: liscsl_ig

Enter a group name for the initiator group -

Type: i5Ca ¥] @

Selact & type for the initiator group

Operating System: Vitware =]

Select the operating system type of the initiators in this group

Initiators: ign.1998-01.com. veware : server300b-6 =]

o

Figure 7-10 Setting up the initiator group

7.2.4 Creating a non-thin provisioned LUN on N series systems

1. Create a LUN for the initiator group iSCSI_ig. In the Add LUN pane (Figure 7-11),

complete the following steps:

a. For Path, give the path for the volume and the LUN name. In this example, we use the
/vol/vol_vm_2/iSCSI path.

For LUN Protocol Type, choose VMware.

For Description, type any helpful description that you want.

For Size, insert the size of the LUN.

For Units, select the GB (GigaBytes) option because we are creating a 12-GB LUN.

-~ 0®o oo o

For Reserved Space, leave this check box selected so that the N series system can
allocate all the space needed for this LUN.

g. Click Add.
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FilerView® | [ Search o
Add LUN @
LUMs —+ Add
[Manage LUNs]
Path:

The full path of the LUN, for example fivolflunsflunOne.

directory of a volume or a glrea.

The LUN must be created in the root

{volivol_vm_2/SCSI @

LUN Protocol Type:

Selact the multiprotocol type for the LUN.

I"u’l'ﬁware '] @

Description: [iSCSI connection @
An optional description of the LUN

Size: [ @
The size of the LUN. {Readonly field)

Units: [GB (GigaBytes) =] @

A multiplier for the LUN size. (Readonly field).

Space Reserved:

Indicates whether this LUN is space reserved.

W Space Reserved (@

[add]

Figure 7-11 Creating a LUN for the initiator group

2. Map the new LUN to an initiator group (Figure 7-12):

a. In the left pane of the FilerView panel, click LUNs — Manage.

b. Inthe Manage LUNs pane, click the No Maps link.

Manage LUNs @

LUMNs —+ Manage

Add New LUN Hide Maps
feolvirualCemenyin2003 An optional description of the LUN, 15,007 GB aning No Maps
heo¥boot 2257225 225 boot lun 568 onine 225 boot 10
feolboot 300873008 Original HAS300 ESX boot LUN TG8 oning 00a-0
fvobboot S00LI00E Boot LUN for 3008 TG8 aning 2006 -0
Fepdboot 366066 356 boot lun 10 GB oning No Maps
fvo¥boot 3667366 cloned 366 boat lun 10 GB onkng 365 boot : 0
fwolboot volwinZ003-gold An optonal description of the LUN. 15.007 GB onlne Mo Maps
feodboot volwindows2003 An optonal description of the LUN. 15.007 GB onkne boot ve: 0
Hepbtsaty cRitsoluce An oplional description of the LUN, 2.007 GB offine AsotucE 1
fyodvol ym 1/shared 1 An optional description of the LUN. 30 GB onkne ym ghared 1:1
feolhvol wm 2/ROM2 An optional deseription of the LUK, 35 GB oning wm shared 1:4
fyolhvol ym 2RSCSI iSCS! connection 12 GB onfne hig Mags - !
fentvol vim WROM An opbonal descrigtion of the LUN. 5GB onlng wm ghared 1:3
fyolhvol ym Hn2 An optional description of the LUN. 10 GB onfne ym shared 1.2

Figure 7-12 Mapping the LUN to an initiator group
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C.

In the LUN Map pane Figure 7-13, click Add Groups to Map.
FilerView® T
LUN Map @
LUMNs — Map LUNs
[Manage LUNs] [Add Groups to Map]

LUN: Avolivol_vm_2/iSCSI

| nitetorGroep MDD  Usmap |
_Apply |

Figure 7-13 Clicking the Add Groups to Map link

In the LUN Map Add Groups pane (Figure 7-14), select the initiator group iSCSI_ig
that we just created. Click Add.

FilerView® |
LUN Map Add Groups @

LLUMS =+ Acd Groups

Initiator Groups:
Select one or more nitiator group names ta add ta the maps for LUN Aolival_wn_2MISCSI

Figure 7-14 Selecting the initiator group

e. To complete the process, in the LUN Map pane (Figure 7-15), type the number that you

want to assign to that LUN. Click Apply.

FilerView®
LUN Map @
LLING =+ Map LUMNs
[Manage LUNs] [Add Groups to|

LUN: ivolival_vm_2/SCSI
. |witworGowp w0 Uy

SCSLg | 2

Apply

Figure 7-15 Completing the mapping process
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The new LUN is now ready to be rescanned in vClient (Figure 7-16).

FilerView® | Search
Manage LUNs @
LUM3S =+ Manage

Add New LUN Hide Maps
Lt Description size Status Gm:?.l.nﬁ

FeolWirualCenler\Win2003 An oplional descriplion of the LUN 15.007 GB odling Mo Mans
MNolhost 25225 225 bool lun 5 GB ofiling 225 boot: 0
ivokboo! 300873008 Original N&3300 ESX boot LUN T GB onling 300a:0
Hvolbo 3000 Boot LUN for 300b TGB onling 3006 : 0
Feofbood IBESIRE 3BE bool un 10 GB pnling Mo Maps
Fitl i 388 bool lun 10GB onling 386 bool: 0
ivolboot wolwin2(03-goid &n opfional description of the LUN 15.007 GB pnline No Meos
i vie'wingdow An optiona! descriplion of the LUN 15.007 GB enling bogt wo )
teplitsotyclitsotuct An oplional description of the LUN 2.007 GB filime izgiuch
fvglvol vm tighared 1 An optional description of the LUN 30 GB online ¥m gh 1.1
fvolvol wm HRDMZ &n oplional description of the LUN IS5 GR online vm ghared 1:4
——— T — ﬁ CSI Wn nc cmr ................................. | 2 GfB ............ |:n |.|.1.:; .......................... =
tyolval vm WROM An optional description of the LUN. 5 GB online v phared 1.3
yodvol wm Hund An optional description of the LUM. 10 G8 onine ym shared 1.2

Figure 7-16 iSCSI - LUN ready for use

7.2.5 Adding licenses to N series systems

Before you create a LUN in the N series system, you must properly license the protocols that
are to be used to present the LUN to the host system. The protocols that we use are FCP,
iISCSI, and Network File System (NFS).

To properly license the N series system, open the command prompt. Run telnet to the
system, and use the Ticense add command, as shown in Figure 7-17.

C:\> telnet 9.11.218.238
Data ONTAP (itsotuc4.itso.tucson)
login: root

Password: *x*¥x*x%

itsotuc4*> license add <license_key>

Figure 7-17 Adding a license to N series using telnet
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Alternatively, you can use FilerView to add the licenses to the N series system. After loggi
in the GUI, select Filer - Manage Licenses in the left pane, as shown in Figure 7-18.

e T - T B@ XS

IBM S\rstem.smrage"‘ N series

FilerView®

8 imotuce 7 Manage Licenses @

s Fler 5120 Filer — Manage Licensas
Sha Status _

<_Manage Licenzes
Repot a_sis —a
Syslog Messages Enter the a_sis hcense
Audit Logs CIFs li 2
Uge Command Line Enter tha CFS licanse. (site license)
Canfiqure Syslog Cluster [ "
Configure Fils System Enter the Clugler license. (2ile beenze)
Canfigure Autosuppert Cluster Remaote @
Tast Autasuppant Enter the Cluster Remaote license
Sat Data/Time — DAFS —a
Canfigure Miscellaneous Enter tha DAFS licanse

Shid Down and Rebant Disk Sanitization l— 5
Show System Status Enter thie Desk Sanitzatan icense

& Volumes (7 FCP li 5

# Enter the FCP licensa. (site license, expires 28 May 2008)

= Aggregates
+ Storage ? FlexCache 5
a Dinarsiinne Mansner 3 Enter the FlexCacha boense

Figure 7-18 FilerView to add licenses

7.3 Presenting LUNs to an ESXi server over Fibre Channel

In this section, you allocate a LUN to a host, so it can be used as a datastore and provide
virtual disks for your virtual machines.
The following steps are considered to be completed prerequisites before you proceed:

» Creation of a LUN
» An FCP Initiator Group with the WWPNSs of the ESX hosts
» The mapping of that LUN to the FCP Initiator group
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Follow these steps to create a VMFS datastore over an FC LUN:
1. Click the Virtual Infrastructure Client icon to launch the console.

2. Point to your vCenter IP or name, then enter your user name and password when
prompted.

— Use a domain account to log in if your vCenter server is part of a domain.
— Otherwise, use a local account of the vCenter server, as shown in Figure 7-19.

[ ¥Mware vSphere Client

vmware

VMware vSphere”

Client

Ta diractly manage a single host, anter e [P address or host name.
To manage multiphs hosts, enter the TP sddress or name of &

wiZenber Server,
1P address | Mame: |g.155. 113,203 |
Liser name: [addmiristrate
Password: [""‘M*“ﬁl

™ Use Windows session credentisls

Login Cose | Hep

Figure 7-19 Logging using the Virtual Infrastructure Client

After the console is opened, you can see the ESX host in the left pane and its properties in
the right pane.

3. Rescan the storage LUNs to make the new LUNs available to the ESX host:
a. Select the ESXi Host.
b. On the Configuration tab, click Storage. Click the Rescan link.

Selecting Rescan forces a rescan of all Fibre Channel and iSCSI HBAs, which is how
VMware ESXi discovers changes in the storage available for use.

4. Repeat these steps for each host in the data center.

Double scan: Some FCP HBAs require you to scan them twice to detect new LUNs.
See VMware KB1798 at the following web address for further details:

http://kb.vmware.com/kb/1798

After the LUNSs are identified, you can provision them to the host as a datastore or assign
them to a guest as an RDM.

To add a LUN as a datastore, follow these steps:
1. With vCenter opened, select a host.
2. In the right pane, select the Configuration tab.
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3. In the Hardware box, select the Storage link and click Add Storage, as shown in
Figure 7-20.

9155113200 Whware ESX, 4.1.0, 260247

Getting Starbed  Summary | Virbual Machines  Resource Allocabion | Performance  [ReGlG T EW TN Tasks & Evenks  Alarms ' Py

| Hardware View: |[Dabastores Devices |
Procassors Datastores Refresh  Delete | Add Storage. | Rescar
Memory IderiFication BECTS | Davice | Capadby |
+ Storage @ nS500-02 MFS 2 & MNormal 9.155.59.102:vol.. 30,00 GBE 65,
Metworking i Storagez local & Horma Local ServeRA Di... 1352566 126,

Storage Adapters
Metwork Adapters
Advanced Settings

Fower Management

| J

Figure 7-20 Adding storage

4. In the Add Storage wizard Figure 7-21, select the Disk/LUN radio button and click Next.

select Storage Type
‘Specky F you want bo Format a new volume or use a shared Folder over the nebwork.

= Disk/LUN — Storage Typs

Select DiskjLLN
& Disk/LUN
Creabe a datastiore on a Fiore Channel, SC5I, or ocal 5051 disk, or mount an existing WAFS

urrent Disk Layout
Properties
Formatting
Ready o Complebe " Metwork File System
Chioase this option iF yous want to creabe a Network File System,

Li | Adding & datastore on Fbre Channel or iSCST wil add this datastare o all hosts that have ac
to the shorage meda.

Hedp | < Bk | Mext = I Cal
|

Figure 7-21 Add Storage wizard
5. Select the LUN that you want to use and click Next (Figure 7-22).

Select Disk/LUN
Select & LU to create & datastore or expand the current one

DiskiLLiN
- Mame, Tdentifier, Path ID, LUN, Capacity, Expandabie or VMFS Labe| co
Seleck Disk /LUN B -
Current Disk Lavout Mame | Tdentifier Path 1D LUN - Capacity
Fropertias METAPP Fibre Channed Disk (naa....  n2a.608%8000.., wmhbaZ:C0:TO:L13 13 500,08 B
Formatting

Ready to Comolabe

i
Figure 7-22 Selecting a LUN
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6. Check the information about the LUN, which is shown to confirm that you selected the
correct one, as in Figure 7-23. Determine if it is the desired LUN and click Next.

=3 Add Storage

Current Disk Layout
You can partition and format the entire device, all fres space, or a single block of fres space

= DiskyLLN . Raview the current disk layout:
Select DiskiL LB
Current Disk Layout Device .
: =i MNETAPP Fbre Channel Disk (naa. 6085800048682 376b4 626051 S66676) 500,105

Jvmfsdesdces|disksfnaa 60598000486 2f 376b4 a6 26451566676

The hard disk is blank.

There Is only one layouk configuration avallsble, Use the Next button to proceed with the other wizy

A partition will be created and used

Figure 7-23 LUN information

7. Enter a name for the datastore and click Next.

The default block size of datastores is 1 MB, which supports files up to a maximum of
256 GB in size. After you have formatted the datastore, there is no way to change the
block size, unless you delete the datastore and recreate it with a different block size. For
that reason, we advise using 8 MB, so you can have large files if you need them, as shown

in Figure 7-24.
£ Add Storage Mi=] E3
Disk /LUM - Formatting
Speciy the maximum File size and capacity of the datastore
Cask/LUIN Placdmum file size

Sedeck DiskiL 1IN

Large Files require large block s2a. The mirmum disk space used by anvy file is egual bo the Fike system block sze.

Formatting

Capacity

[ masimize capartity

s00.07 == GB

Help < Back | Nesdt > I Cancel ]

Figure 7-24 VMFS block size

8. Select the block size and click Next.
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9. Review the information you typed and click Finish (Figure 7-25).

< Add Storage

Ready to Complete
Review the disk layout and click Finish to add storage
[# DuskilUn Disk bayouk:
Ready to Complete
Drevice Capacity LL®
METAPF Fibre Channel Disk (naa.G0a%a0. ., 500,05 o8 13
L atior
Ivnifsfdevicesidisks[naa, 60a9600046522F 3 T6b4a6 2645 | 5666 TE
Primary Partitions Capacity
WIFS (METAFF Fbre Channel Disk (nsa.6049,.,  S00.07 GB
Fie systam:
Properties
Datagtare name: Mseries_FCL
Formatting
File sysbem: ¥MFS-3
Blodk. size: 8 ME
Mairrium file size: 2043 GR
Figure 7-25 Review the information before click finish
10.Clicking the datastore, you can find the same information previously shown during the
datastore creation (Figure 7-26).
View: [Datastorss Devices |
Datastores Refresh  Delste  Add Storage.. Rescan all..
Tdentification | Status | Device | Copacky | = Free | Type | Last Update -
{3l Mseries FCL % Mormal  Fibre ChennelDisk (na,,  SO0.00GE 499,41 GB wmis3 10/18(2011 5:51:35 &
x|
4] | 2+
Datastore Details Properties. ..
Pseries_FC1 500,008 Capacity
Location:  fvmnfsfvolumesde9ddbsa-6...
Hardware Acceleration:  Unknown G0R.00ME [ Lsed
499,41 GB O Free
Path Selection P ki Extents Skoi 1/0 Control
Fixed (YMware TOpEries rage
] Wolume Label; Mseries_FC1 Fibre Channed Disk. ... 00,07 ab Disabled
pathe Dabastore Mame)  Beeries_FCl Tatal Far {Capachy 50000 GB
Total: a Formatting
Broken: 0 File System: S 346
Disabled: 0 Block Size: 8 M5
Figure 7-26 Datastore information
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7.4 Using N series LUNs for Raw Device Mapping

With Raw Device Mapping (RDM), a guest operating system can access an external storage
system regardless of the disk format. It is based on a VMDK file in a VMFS volume. This file is
not a regular data file, but rather a pointer to external storage. This VMDK pointer file contains
only the disk information describing the mapping to the external LUN of the ESX server.

RDM uses dynamic name resolution for access to the external storage system. With dynamic
name resolution, you can give a permanent name to a device by referring to the name of the
mapping file in the /vmfs subtree. All mapped LUNs are uniquely identified by VMFS, and the
identification is stored in its internal data structures.

Any change in the SCSI path, such as a Fibre Channel switch failure or the addition of a new
host bus adapter, has the potential to change the vmhba device name. The name includes the
path designation (initiator, target, or LUN). Dynamic name resolution compensates for these

changes by adjusting the data structures to re-target LUNs to their new device names.

The RDM device is most commonly used when virtual infrastructure administrators need to
build a virtual-to-physical cluster where the quorum disk is mounted in an external storage
device. You can only use RDM over the iSCSI protocol and FCP.

As an external storage system, RDM devices are compatible with such features as VMotion
and snapshots (when in Virtual Compatibility mode). These devices are also fully visible and
are configured through the Virtual Infrastructure Client console.

7.4.1 RDM compatibility mode

RDM devices can be used in virtual or physical mode:

» With virtual mode, you can use raw disks to realize the benefits of VMFS, such as
advanced file locking for data protection and snapshots. No direct access is available to
the external storage.

» In physical mode, the guest operating system has direct access to the raw physical
storage with a minimum of virtualization layer. When using physical mode, you lose the
ability to use Snapshot on this raw device.

7.4.2 Attaching an RDM disk device to a virtual machine
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To attach a raw device to a guest operating system, follow these steps:

1. Create a LUN in the N series storage system, as discussed in 5.3.1, “Preparing N series
LUNSs for the ESXi boot from SAN” on page 64.

Bootable LUN: The procedure described in 5.3.1, “Preparing N series LUNs for the
ESXi boot from SAN” on page 64, refers to the creation of a bootable LUN. In this case,
the LUN need not be bootable; it can be a regular LUN.
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2. Go to the Virtual Infrastructure Client and rescan the datastore so that the ESX can reach
the new LUN. On the Configuration tab, select the storage adapters, and then click
Rescan.

3. Click the VM to which you want to add the RDM device, and click Edit Settings.

4. To add a new RDM device to the guest system, in the Virtual Machine Properties window
(Figure 7-27), click the Add button.

(3 WinZ00E_rb - ¥irtual Machine Properties

:—HEE?_*':EFE-” Qiptions | Resources I
[ Show Al Devices add... -
Hardveare | Summary
Wl Memory 4095 ME
i cPus 1
[ video card ‘fiden card
= WMCI dewice Rastricted
& 5051 controller 0 LST Logic 505
= Harddsk1 irtual Disk
By CODVD Drive 1 Clnt Device
BB Mebwork adapter | wlan 100
g Foppy drive 1 Client Device

Figure 7-27 Adding a new device

5. In the Add Hardware Wizard — Select a Device Type panel (Figure 7-28), select Hard Disk
and click Next.

(=) Add Hardware E

Device Type
Wehat sort of device do you wish bo add bo your virbual machine?

Chooss the bype of device vou wish to add.

() Serid Part Information

e arbdan Paralel Port This device can be added o this Yirbual Machine.

Figure 7-28 Adding a new hard disk
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6. In the Select a Disk panel Figure 7-29, select Raw Device Mappings.

[-_TJ'A:H Hardware E

Select a Disk
Device T "l:':t A wirtua disk is composed of one or more files on the host file system. Together Hwse
Select a Disk files sppear a5 & single hard disk bo the guest aperating system,

Sedeck the type of disk ko use,

—Disk.

™ Create a new victual disk

™ Use an existing wrtual disk
Reuse & previously configured virtual disk,

—h" % Raw Device Mappings
Give your virtual machine direct access to AN, This option allows vou bo
use exdsting SAN cammands to manage the storage and conkinue ko
access & using a datastore,

Figure 7-29 Selecting the disk type

7. In the Select and Configure a Raw LUN panel Figure 7-30, select the LUN that is to be
mounted in this guest system. Then click Next.

Select and Configure a Raw LUIN
Wihich LUN weauld wou like to use For this rave disk?

Detvios 1908 Kame, Ideritiiar, Path I0, LUM or Capacity contains: - Clear

Salect a Dis
Select Target LUN Name Path 1D LU Capacity | Hardware Ac
:lesck [ ¢ NETAPF Fbre Channel Dk (naa.60..,  wwhbaziC0:TO:LIZ 13 S00.05 ... Linknown

Figure 7-30 Selecting the LUN

8. In the Select a Datastore panel Figure 7-31, store the LUN mapping file either in the guest
operating system directory or in another VMFS datastore. In this example, we choose the
Store with Virtual Machine option. Then click Next.

Add Hardware E

Select a Datastore
Onko which dakastore do you wank to map this LUN?

e Select the datastore on which to store the LUN mapping, You wil use the disk map on
select 2 Dish this dakastore to access the virtual disk,
Select Target LUN

Select Datastore & {Store viith Virtusl Machine |
) N (" Specify datastore

| Datastore |_# Hosts | |
Figure 7-31 Selecting the datastore to map the LUN
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9. In the Select Compatibility Mode panel (Figure 7-32), select Physical. For compatibility
mode information, see 7.4.1, “RDM compatibility mode” on page 120. Click Next.

[ Add Hardware

Select Compatibility Mode

Which compatibility mode do wou wank this virtual disk to use?

Device Tvpe

Seleck Target LUIRN
Seleck Dataskore

Salect a Disk The campatibility mode you choose will apply anly ta this virtual disk and wil
affect ary ather disks using this LUM mapping.

— Compatibility
E"mpat'h'"t'_-" Mode & Physical Allaw the guest operating system to access the
Advanced Cptions hardware directly. Taking a snapshat of this wirtug
Ready to Complete maching will nok include this disk,
 yirbual Allows the wirtual machine to use YMware snapshot

other advanced Functionalicy,

Figure 7-32 Selecting the compatibility mode

10.In the Specify Advanced Options panel (Figure 7-33), specify the virtual SCSI ID for the
new disk device and for the SCSI mode. Accept the default options and click Next.

(=3 Add Hardware E

Advanced Options

elect a Disk b b changed.

These advanced opbions do not usualy nesd to be changead

Speclfy the advanced aptions For this virtusl disk, These options do not normally nesd

Selact Target LUN

Select Datastore ¥irtual Device Node

Compatibiity Mode * ISCE[ {0:1) _:_J
Advanced Dptions

Ready to Complete ¢ e o) ~]

Figure 7-33 Specifying the advanced options

11.In the Ready to Complete panel (Figure 7-34), click Finish to confirm the settings.

Ready to Complete

(&) add Hardware Ei

Revies the selected opbons and chok Finish to add the hardware

Device Tyvpe Options:
Salect a Disk
Select Target LUIN Hardware bype:
Select Diatastore Create dek:
Coroatibiity Made virtual Device Node:
Advarced Ootion: Disk made:

- - - Targek LLIN:
Ready to Complete Compatibility mode:

Mapped dakastore!

Hard Disk.

Use mapped syshem LLIM

SCSI(D:1)

Persistent

NETAPP Fibre Channel Disk {naa, 504980004868 2F IT6b4a626d5 1 S666TE)
Phiysical

Stiore wakh WM

Figure 7-34 Summary of settings
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12. After the wizard finishes, and you return to the Virtual Machine Properties window
Figure 7-35, you see the new hard disk that you configured. Click OK to finish the process.
When that is finished, the virtual machine is ready to use the RDM device.

(v Win2008_rb - Virtual Machine Properties

Hardware ]q:.u.:ns | ReEsOLFCAS | ‘Wirkual Machine |
[ sShow 2l Devices Add... REmOvE
Hardwiare Summary |
Wl Memory 409 MB
B cpus 1
B video card Yiden card
= VIl device Restrictad
& 5C1contraler 0 L5I Liogic SAS
= Harddisk 1 Wirkual Disk
% COyDVD Diriver 1 Client Device
BB Metwork adapter 1 wlan 100
& Floppy drive 1 Clienk Device
= Mew Hard Disk {adding) Mapped Raw LUN

Figure 7-35 RDM hard disk attached

7.5 Creating a VMKernel portgroup on VMware vSphere 4.1
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In order to communicate to a storage using the network (as opposed to accessing it through
Fibre Channel), VMware requires a special connection named VMkernel.

VMkernel is a portgroup on a Virtual Switch (also known as vSwitch) that handles storage
traffic and vMotion capacities. It is a best practice to separate the VMkernel used for vMotion
from the one used for storage access. The purpose here is to ensure that each one does not
affect the performance of the other one.

The following steps show how to set up a VMkernel portgroup, required for network storage
access as iSCSI and NFS.

To configure the iISCSI connectivity, follow these steps:

1. Open vCenter.

Select a host.

In the right pane, select the Configuration tab.

In the Hardware box, select Networking.

o~ 0N

In the upper right corner, click Add Networking, as in Figure 7-36.

esHil.mainzlab.ibm.com YMware ESX, 4.1.0, 260247

Gettng Started | Summary | Virbeal Machines | Perfomance [[RRLLe ot Tasks &Events | Alarms | Permssions  Maps

iz View: [VetudlSwich  vhitwork Distributed Swich |
s o Metworking Refresh |Add Metworking,
Mernory
Storage . I
i B0 e, Froperoas.,,,
v Metworking Wirtual Swikch: vIwibchi
Storage Adapters Wirual Maching Poet Group Physical Adaphers
. .;F - L3 WM Network =3 o B vinikd 1000 Rl | O
Metveork Adapters B |2 virbual machineds)
Arhinncmd Sabtire

Figure 7-36 Adding network
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6. In the Add Networking wizard (Figure 7-37), select the VMkernel radio button and click
Next.

) Add Network Wizard

Connection Type
Metworking hardware can be partitioned to accommaodate each service that requires connectiviby,

Connection Type
Mot J [~ Connection Types
" Wirtual Machine
Add a labedad network to hande virtual machine network traffic,

@!ermel

Thee Wikernal TCRIP skack handles traffic For the following ESX services: WiMware viMobion, S50, and
NF5.

" Service Console
Add support For host management traffic,

Figure 7-37 Adding a VMkernel port

7. Select the NIC that is to be bound to this switch, as shown in Figure 7-38.

(=) Add Network Wizard

¥Mkernel - Network Access
The Yikarmel reaches networks throwgh uplink. adapbers attached to virtual switches,

Connection Type Salect which wirtual swibch wil handle the nebwork braffic For bhis connection. Yiow m
Metwork Access using the undaimed network adapters listed below,
[ Connection Satbngs
. @ Create a virtual switch Spesr hetwinrks
¢ E@ wvmnict 1000 Full  9.155,112,1-8,155.127.254
I~ @ vonic2 1000 Full 9.155,112,1-9,155. 127,254
" Use vSwitchi peed Jetwioirke
- B vonico 1000 Full 9.155,112.1-9, 155127254
Preview:
YWikermnel Pont Physicsl Adsphens
Yhtkamel Q.B....u wmnicl

Figure 7-38 Creating a new switch and selecting the physical NIC attached to it

Tip: Although a vSwitch can have multiple NICs and portgroups, any given NIC can be
bound to a single vSwitch only. That is why the vmnicO is not available.
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8. Enter a name for the portgroup that you are creating. A descriptive name can help to
better identify the networks, thus easing management and troubleshooting. Because this
portgroup is used to communicate with the storage only, none of the check boxes are
marked. We named it VMKernel_storage, as in Figure 7-39.

4 Add Setwork Wizard

YMkernel - Connection Settings
Use network: labets to identify Wikernel connections while managing your hosts and datacenters,
Connection Type —Port Group Propertiess ————————
Metwork Access
= Connection Settings Metweark Labal: |'-'I'fh:rnl:l_;tora-:|l:|
1P S&ttings
VLAN ID (Optional): [None (0) =l
[T Use this part group For vMation
[~ Usa this port group for Fauk Tolerance logging
[~ Use this port: group for management traffic
Praview:
\ikcemel Pt Physical Adapters
YMbkarmel_storage & B —a @ vnicl

Figure 7-39 Naming the portgroup

9. Enter the IP information for the VMKernel portgroup, as in Figure 7-40, and then click
Next. If you need to change your VMkernel Default Gateway, click Edit and change the
address accordingly.

[ Add Network Wizard
¥Mkernel - IP Connection Settings
Specify kel TP sebtings
~°"I“ Z‘" . " Obtain TP settings automatically
- e % Lke b Following TP settings:
IP Settings TP Address: | 9 155 . 113 . 290
Subreet Mask: EFEEIEL
Wivkarmal Default Gateveay: | 9 15 112 , 1
Presdew;
[T Physicsl Adapiers
Wkernel_starage ﬂ_ﬂ « BB vonic
9,155, 113,240

Figure 7-40 IP configuration of VMKernel
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10.In the next panel, review the information entered and click Finish to create the VMKernel
portgroup. Figure 7-41 shows the added vSwitch and its VMkernel portgroup.

esxid.mainzlab.ibm.com ¥YMware ESXi, 4.1.0, 260247

zetbing Starked | Summary  Virtbual Machines | Performance Tasks &Events | Alarms | Permissions  Maps ' Shof
Hardware | View: |¥itusl Seibch  vNebwork Distribubed Swich |
Processors Metworking Refresh  Add Networking, .
Memony
Storage Remove Properties
= q LT F 185
, orking Virtwal Switch: vSwitchn
L Wirual Mackine Por Group Phygical Adapters
Storage Adapters )
ge Adap 3 M Netwiork @ 44 oE wricl 1000 Ful 52
Nebwark Sdapters
Wkemel Pom
Advanced Settings 3 Management Network &
Poweer Management bl = 9, 155,113,231
Software
Licarsad Festires ‘irbusal Switch: vSwitchi Remove... Froperties...
Time Configuration Wilkamal Paort Bheysical Adaptars
O
865 and Roking [ WMEermel _storage & ¢ 4 o wnicl 1000 Full T
=« g 155,113, 24
Buthentication Services psL e e

Figure 7-41 The new vSwitch, named vSwitch1, and its VMkernel portgroup

7.6 Presenting LUNs to VMware ESXi Server over iSCSI
protocol

This section explains how to present a storage LUN to the VMware ESX host by using the
iISCSI protocol:

1. Highlight the iSCSI Adapter and click the Properties link in the Details box, as shown in
Figure 7-42.

Gething Starked  Sumenary | Virbual Machines | Resowrce Allocstion | Pesformance  WeGTECTIENLG N Tasks B Ewents  Aarmes | Permissions  Maps | Stor

. Hardwmare | Storage Adapbers _,,.-f" Refresh Rescan All,..
Processors Device | Type [ iy | -
Memary {3 vmhba3 Fibre Channel 20:00:00:e0:6b:94:2e:d9 21:00:00:0:8b:94:2e:d9
Starage {3 wmhbat Fibre Channel 20:01:00: 0B 34 ee:d9 21:00:00;e0:8b: 34 :00:d0

ServelAID &k 8k-18
Metwarking G vinhba0 -
b Starage Adspters % iSCS1 Software Adapter
Netwark Adapters Saft i
Advanced Settings Q st Sl | E

Powvear Managemsant Details "'\

Softmare |
| | Madal:

Licersed Features {SCSI Name:

Time Configuration iSCSI Alas:

DM5 and Routing Connected Targets: Devicas: Paths:

Authentication Services
Wiew: |Devices Paths
Pavesr Managemenl -

Virtual Machine StartupfShutdown Hame Funitime fame [ 1w | Type Trarspart

Virtual Machine Swapfile Locabion

Sacurky Profie

Figure 7-42 Selecting an iSCSI initiator
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2. The iSCSI configuration panel displays. Click Configure... Then click the Enable select
box, as shown in Figure 7-43.

[} iSCST Initiator (iISCST Software Adapter) Properties =] k3
Genaral ]Dynwi: Discovery | Skatic Discovery |
iSCS1 Properties
Mame:

Abas:
Target discovery methods:

Software Initistor Properties
Stabues: Disabled

CHAR., Adwanced, , Configure..,

iSCS1 Properties
i5CS Mame: |

ISCS1 Alias: |

Status
¥ Enatled

_1,

Figure 7-43 Enabling iSCSI Software adapter

=4 Cancel Help

3. The iSCSI software adapter is enabled, as shown Figure 7-44.

[1iSCSI Initiator {vmhba33) Properties

General | Dynamic Discovery | Static Discovery |

iSCS] Properties
Hame: iqn. 1996-01 .com. vmmareesx 1-541F4cha
Alias:
Target discovery methods:  Send Targets, Static Target

Software Inkistor Properties
Shabus: Enabled

oo, | _acharces.

Figure 7-44 An enabled iSCSI adapter, and its IQN

4. In the iSCSI Initiator Properties window, select the Dynamic Discovery tab. Click Add
and enter the IP address of the iSCSI-enabled interface of the N series system. Then type
the IP address of the iSCSi target storage, then click OK.
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5. Repeat these steps for all targets (Figure 7-45).

1 iSCSI Initiator {vmhbadd) Properties

Gereral Dynamic Discovery | static Discovery |
Send Targets
Discover iSC51 kargebs dynamicaly from the Follewing locations (IPvd, host name:

| 15C51 Servar Location
3 ddd Send Target Server [ ]

1551 Sarver: |10, 12.224.98]
Park; I326EI
Parenf:

- Authentication may need to be configured before & session can
—=  be estabished with any discovered targets.

CHAP, .. | -'-d":u*:.:d..l

I Hemove | Sethings |

Figure 7-45 Adding iSCSI targets

6. For additional security, select the CHAP Authentication tab to configure CHAP
Authentication. Verify iSCSI access before you enable CHAP Authentication.
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7.7 Presenting an iSCSI LUN directly to a virtual machine
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LUNs can be presented directly to virtual machines when using Fibre Channel through RDM.
In the same way, LUNs can be directly accessed by a guest machine using iSCSI.
To implement this procedure, use the following steps:

1. On Windows 2008, click Start —» Administrative Tools — iSCSI Initiator. On Windows
20083, the iSCSI client must be downloaded from the following website:

http://www.microsoft.com/download/en/details.aspx?id=18986
You can then install it by just accepting the defaults.

2. You might receive a message stating that the iSCSI service is not running yet. Click Yes to
enable it.

3. On the iSCSI menu, click the Configuration tab and check the server's IQN, as shown in
Figure 7-46. If you want to change it, click the Change button and make your
modifications accordingly.

iSCSI Initiator Properties

Targets | Discowery | Faveribe Targats | Wolumes and Devices | RADILS  Configuration ]

Configuration setbings here are global and will affect any Future connedtions mads with
the iritiator.

Burey existing connections may continue bo work, but can Fal iF the system restarts or
thie intiatar otherwise bries bo reconnect to & barget,

When connecting to & barget, advanced confection Festires slow spedfic contral of &
particular connection.

Initiabor Mame:
ign. 1991-05 com. microsoft v d

Figure 7-46 Collecting the VM's IQN

4. Create an iSCSI Initiator group, as described in 7.2.3, “Creating an initiator group on
N series systems” on page 110.

5. Create and assign a LUN to it.

6. Click the Discovery tab, then click Discover Portal. Type the N series data IP interface for
“IP address or DNS name”, as shown in Figure 7-47.
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iSCSI Initiator Properties

Targets Discovery | Favarite Targets | Yohemes and Devices | RADILS | Configuration |

Target nm?
The system wil look For Targets on Following portals: Rofresh |

Address l Port | Adapter [ TP sddress |
To add & target portal, dick Discover Portal, Discover Partal,.. |

Discover Targek Portal E l |

Enter the [P address or DMNS name and port number of the portal vou
wank to add.

To change the defauk settings of the discovery of the target portal, didc
thie Advanced butkon, |

1P zddress oF DS name: Port: {Default is 3260.)

[3.155.90.166 | 3260

Advanced,,, oK I
To remove an iSHS server, select the server above and T |

then clck Remove.

Figure 7-47 Adding the storage iSCSI data interface

iSCSI Initiator Properties

7. Click Targets; the N series IQN will display as Inactive. Click Connect, as in Figure 7-48.

Targats IDisl:l:lm}.-' | Farvorite Targets I Violumes and Devices | RADILS | Cuﬁ;uratml

~ uick Connect
To dizcover and log on bo & barget using & basic connection, type the IP sddress or
DS name of the target and then chck Guide Connect.

Targat: I
[ Discovered targets
Refrash |
Mame Stakus

3.cam,bmign, 1574093203 Inacthse

To connect using advanced opkons, select a target and then ﬂ
dick Cannect,

Figure 7-48 Connect to the target iISCSI
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8. Accept the message and enable multipath if you have multiple NICs configured to access
the storage. This choice is highly preferable. It changes the status to Connected.

9. Open Server Manager within that VM. Expand Storage and select Disk Management.
The assigned LUN is shown there, as in Figure 7-49. If not, right-click Disk Management
and select Rescan.

File Action Wew Hep

e >0 @
=N Server Manager (VC41) Disk Management  Volume Lisk + Graphical Yiew
Ral

= ._:;iws Volume Lawvaut | Typa | Flle System | Stabus
| % Diagrostics =) Smple  Basic NTFS Healthy (Boot, Fage File, Cr
4 ! Configuration L wSystem Reserved Simple  Basic  NTFS Healthy (System, Acthae, Pr
=) 49 Shorags v Cenber (E:) Simple  Basic NTFS Healthy {Primary Partiion)

(-

:j; Windowes Server Backup 1| |

Disk. Management

__sDisk 0 I

Basic System Rese | {C:)
40,00 GB 100 MENTFS | 39,90 &8 NTFS
Oniine Heakb (Sywster | Healthy (Boot, Page Fie, Crash Dump,

Basic vlenter (Ez)

20,00 GH 20,00 B NTFS

Cnfine He kb (Primary Partition)
i Disk 2

Unikniewin

20,00 3B 20,00 GB

Mot Irbakzed Unalocated

Figure 7-49 The allocated LUN shows in Disk Management

7.8 NFS volumes on VMware vSphere 4.1

NFS is widely used by server administrators due to its low cost and flexibility. An NFS volume
can be increased (grown) and reduced (shrunk) at the N series level at any time without
downtime.

This section explains how to set up an N series system for VMware ESXi host for NFS use.

7.8.1 Overview of NFS

With NFS, you have access to a volume hosted in a storage system over an Internet Protocol
network. Servers can take advantage of NFS to mount storage volumes as though they were
locally attached. An N series system and Virtual Infrastructure 3 support the use of NFS.

Virtual Infrastructure 3 requires the creation of a VMkernel switch for NFS. This is necessary

because all the traffic between the storage system and the host must flow through the
VMkernel virtual switch.
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7.8.2 Setting up an NFS volume on N series

IMainz 16M N series
B 9.155.113.203

To make an NFS share available to an ESX host, follow these steps:

1. Create a volume structure in the N series system. We created an 80-GB volume named
vol_nfs, as shown in Figure 7-50.

FilerView® T [Searn | anf

Manage Volumes @
Waolumes —+ Manage

Filter by: |Al| Volumas ﬂl "uﬁawl

M akexbaciup onine,raida pggrt = TIEGE  10% 8008 633k 246m
r boot ssxl emine,raid_dp boot esx ¥ 11 GB % 18 G& 107 EE2 kK
r itso online, raidd gl - 8.1 GA &% 52 GB Tk 226m
r ¥l anling, raidd ' s 126 GB 15% 148 GB 1.3k Gdim

| rC vl nifg anling,raid_dp 2008 % 20 G8 100 1.73m |

Copl eax -
Salect All - Unselect A0 Cnling i Restnict I Offline Destroy I

Vaolumes: 1-5 of 5
Figure 7-50 Creating a volume structure

2. After the volume is set up in the N series system, mount it in the VMware side:

a. Using the Virtual Infrastructure Client (Figure 7-51), in the left pane, click the host you
want to mount the NFS volume in. On the Configuration tab, under Hardware, select
Storage. Then click Add Storage.

9.155.113.208 YMware ESX, 4.1.0, 260247

Getting Started | Summary | Virtual Machines | Resource Slocation | Performance  [eETE GO Tasks i Events | Slams | Per

Processors Datastores Refresh  Delete I add Storage I R
Mamary Tdentification e | Device | Capadity |

v Storage -— @ nS500-01 NFS1 @ MNormal  9,.155.59.001: fwolfvolINFS/nfsl a0,00 G
Nebwirking Storage] local & MNormal  Local ServeRA Disk (mpe.viohba. .. 67,00 G

Figure 7-561 Clicking the Add Storage... button
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3. Inthe Add Storage Wizard — Select Storage Type panel (Figure 7-52), click Network File
System. Then click Next.

+ Add Storage Wizard : =10 =]

select Storage Type
Do youl want to format a new volume o use a shared folder aver the network?

=1 NAS 1 Storage Type

T Disk/LUN

Choos= thix option if you want bo oesbe & detastore or other wolume on & Fibre Charnel, (5051 or
local SCEI disk.

' Nebwork File System

Chisose this opition if you want 1 use a shared folder over & nebwork cormection ag if it were a
WMware datastore, A mount paint must be creabed on the host before it is added a2 a datastors,

Figure 7-52 Selecting the storage type

4. In the Locate Network File System panel (Figure 7-53), complete these steps:
i. Enter the storage system and volume name so that the ESX host can locate it.
ii. Optional: Select Mount NFS read only, if your NFS volume is read only.

iii. In the field Datastore Name, enter the display name of the NFS volume in the ESX
host.

iv. Click Next.

&1 add Storage

Locate Netwaork File System
swhich shared falder wil be used as & VMware datastare?

3T

H Kas - Proparties
Metwork File Sysbem
N Server:  [2.155.52.102

Examples: nas, nas.k.com, 192.166.0.1 or
FEGD:0:0:0: 254 FF FESACAZ

Folder: [valfvolzNFsinfsz
Examphe: fwolsivolldatashbore-001

™ Mounk NFS read onhy

+ Datasbare Mane

JFE500-02-4Fs 2|

Ha|p| a;BachMext:-lvl:

Figure 7-53 Locating the network file system

5. In the summary window, review the information provided and click Finish.
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After the connection between the ESX host and the N series is established, the NFS volume
is mounted, as shown in Figure 7-54. The NFS volume is now available as a new datastore in
the VMware ESX host and is ready for use.
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Figure 7-54 Newly mounted NFS volume

7.8.3 NFS datastore limits and options

By default, VMware ESX Server allows 8 NFS datastores. However, this limit can be
increased to 64 to meet your infrastructure needs. To increase the value, perform the
following steps from within the Virtual Infrastructure Client:

1. Open Virtual Center.

Select a host.

In the right pane, select the Configuration tab.

In the Software left box, select Advanced Settings.

o~ DN

In the Advanced Settings window (Figure 7-55), complete the following steps:

Select NFS in the left pane.

Change the value of NFS.MaxVolumes to 64.

Change the value of NFS.HeartbeatFrequency to 12.

Change the value of NFS.HeartbeatMaxFailures to 10.

Select Net in the left pane.

Change the value of Net.TcplpHeapSize to 30. The change of this setting is
implemented only after an ESXi server restart, so plan accordingly.

~0 Qo0 o

6. Repeat these steps for each host.
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Figure 7-55 Increasing NFS.MaxVolumes

When deploying VMDKSs on NFS, disable the access time updates that occur by default on
the NFS. To disable the access time updates, log in to the N series console and run the
following command:

vol options <vol-name> no_atime_update on

7.9 Partition alignment

In many cases, by default, a file system block is not aligned to the storage array. This type of
alignment means that, for each random read or write, two blocks must be read or written. This
situation can negatively impact the performance of the storage array. Sequential writes can
also be affected, although to a lesser extent. Even when having a misaligned partition,
performance degradation might not be noticed or reported, as it depends on the I/O load of
each virtual machine. Misaligned guests with low 1/O requirements might not justify the work
to realign the disks.

In a non-virtualized environment, block alignment is done by selecting the appropriate LUN
protocol type when the LUN is created. However, virtualization products, such as VMware,
add another layer of complexity to alignment. In this situation, the VMFS datastore must be
correctly aligned to the storage blocks, and the guest OS file system must be aligned with the
other two layers. Misalignment of file systems is shown in Figure 7-56.
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Figure 7-56 Guest OS partition not aligned with VMFS and array partitions

When aligning the partitions of virtual disks for use with N series storage systems, the starting
partition offset must be divisible by 4096. The preferred starting offset value is 65,536.

On Windows servers, the misalignment problem occurs on versions running Windows 2003
and its predecessors. During the operating system installation, it creates the boot partition
with a value slightly below 32KB - 32256 bytes (the correct value would be 32768 bytes).
Thus, a mismatch occurs between the 4 KB physical block below it and the logical partition.

Tip: Windows 2008 servers installed from scratch (not upgraded from 2003 servers) do not
have this problem. The reason is that the aligned partitions are created either during the
installation or later through the Disk Management interface.

To find the start offset of a partition on Windows, run msinfoe32 from a prompt command.
Expand Components, Storage, then select Disks, and you typically find that the guest is
running with a default starting offset value of 32256 (see Figure 7-57). It can occur if the
partition was created through graphical interface, such as Microsoft Disk Management. Or it
can occur if the boot partition was created automatically by Windows during its installation.
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Figure 7-57 Using system information to identify the partition starting offset
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Avoiding misalignment is better than correcting it later. So a best practice is to have aligned
disks on your templates (which are virtual machine base images that are cloned to create
new servers). Also, always create the Windows partitions through the diskpart command
line utility.

Important: Windows versions prior to 2008 always create misaligned partitions from the
Disk Management graphical utility.

You can format a virtual disk with the correct offset at the time of its creation. Simply boot the
guest before you install an operating system and manually set the partition offset. For
Windows guest operating systems, the Windows Preinstall Environment boot CD is an
excellent tool.

7.9.1 Creating an aligned partition on a Windows guest OS
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This section explains how to create an aligned partition for a future guest OS installation.
The aligned partition is saved as a template. Then it is used for all new deployments in the
environment so that all new guest operating systems will have the correct alignment. This
practice avoids a possible performance issue.

WinPE: The following steps use a tool called WinPE to adjust the block alignment. WinPE
is a bootable CD that has disk tools on it. In this case, we use the Diskpart tool to adjust the
partition alignment of the virtual machine. For more information about WinPE and to
download it, see the following website:

http://www.windowspe.com/

To create an aligned partition for a future guest OS installation, follow these steps:
1. Create a standard virtual machine:

2. Mount the WInPE.iso file in CD/DVD drive 1 of the virtual machine. Select Edit
Settings — CD/DVD device 1 and browse the location of the WinPE.iso file. Make sure
that the Connect at power on check box is selected.
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3. Power on the virtual machine, which will boot through the WinPE.iso file, as shown in
Figure 7-58.

Starting Hindows Preinstallation Environment...

Figure 7-58 Booting with the WinPE.iso file

When the boot is complete, start the partition alignment from the command prompt that
opens (Figure 7-59).

() VM-Align-fix on 9.11.218.111 : B ] =4
File View WM

m 0 []S_ Ea ‘ [ connect Floppy 1

v X4 13864 system32' cmd.exe

IMPORTANI-READ CAREFULLY: The Microsoft Windows Pre-Installation Environment
{the "Software") iz protected by copyright laws and international copyright
treaties, as well as other intellectual property laws and treaties. The
oftware is licensed. not sold. In order to install and use the Software, you
ust have executed with Microsoft an appropriate 1i
greement'’> for the Software. IF YOU HAUVE NOT SIGMED n LICENSE RGREEHENT You
RE NOT LICENSED TO INSTALL AND USE THE SOFTWARE. YOU MUST NOT INSTALL, GOPY,
OR USE THE SOFTWARE UNTIL A LICENSE AGREEMENT IS EXECUTED.

You are permitted to remove this paragraph from the startnet.cmd. provided that
lvou acknowledge and agree to the foregoing statements.

H:nI3Bb6Nsystem32>

Figure 7-59 Boot complete and command prompt available
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4. At the command prompt, issue the commands shown in Figure 7-60 to fix the partition

alignment.

C:\> diskpart

DISKPART> list disk (you might see only disk 0)
DISKPART> select disk 0

DISKPART> create partition primary align=64

Figure 7-60 Diskpart commands

. Shut down the virtual machine and unmount the WinPE.iso file.
Now the partition of the virtual machine disk is aligned and ready for the operating system

installation.

When creating data partitions after the OS install, use diskpart, which is included on
Windows systems, with the same commands as shown in Figure 7-60.

Important: Windows versions prior to 2008 always create misaligned partitions from
Disk Management graphical utility, so use diskpart to create new partitions.

6. After the Microsoft operating system in installed and running, click Start — Run and type
msinfo32.exe. In the left pane of the System Information window (Figure 7-61), expand
Components — Storage — Disk. In the right pane, look for Partition Starting Offset,
which must have a value of 65,536 bytes.
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Figure 7-61 Fixed partition alignment

Now you can use this virtual machine with the correct partition aligned as a template for future
guest operating systems deployment.
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7.9.2 Realigning existing partitions

For disks that were created misaligned, you can use the mbraling and mbrscan utilities to
realign the disk, without having to create a new disk and transfer all the data into it. These
utilities are included in the host utility kit at the following website:

http://www.ibm.com/storage/support/nas

For currently running guests that are misaligned, correct the offset of only those guests that
are experiencing 1/0 performance issues. The performance penalty is more noticeable on
systems that are completing a large number of small read and write operations.

Although we advise using ESXi through the entire book, this command must be executed
from an ESX host, because this version has a service console management to install.

The following steps show how to realign a partition misaligned by the operating system:

1. Make a backup of the disk that you want to align.

2. Download ESX Host Utilities 5.2.1 from this website:
http://now.netapp.com/NOW/download/software/sanhost esx/5.2.1/

3. Transfer it to your ESX server:
a. Connect to your ESX host using Virtual Infrastructure Client.
b. Select the Configuration tab, then in the Hardware panel on the left, choose Storage.

c. Select one of the datastores listed, right-click it, and select Browse Datastore...
as shown in Figure 7-62.
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Figure 7-62 Browse Datastore to upload/download files from your datastore

d. Select Upload files to the datastore, as shown in Figure 7-63.

[l Datastore Browser - [n5500-0Z NFS 7]

B e e E X@
Folders ] m— I [Upinad files to this datastore [-02 NS 2] /
I I Mame

Figure 7-63 Select Upload files to transfer data into your datastore

e. Browse your local disk to find the ESX Host Utilities downloaded and upload them to
the datastore.
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4. Unzip it running the command tar -xzvf netapp_esx_host_utilities_5_2.1.tar.gz

5. Change your directory to the santools: cd /opt/netapp/santools:

Check the alignment of a disk by running mbrscan and the full path of the disk:
[root@esx2 santools]# ./mbralign /vmfs/volumes/n5500-01NFS1/Win2000/Win2000.vmdk

6. You receive a message like this one; type yes and press Enter:
MBRATign will align with a blocksize of 8 kB.

Part Type 01d LBA New Start LBA New End LBA Length in KB
P1 07 63 64 20948761 10474348
NOTICE:

This tool does not check for the existence of Virtual Machine snapshots or linked
clones.

The use of this tool on a vmdk file that has a snapshot or linked clone associated
with it

can result in unrecoverable data loss and/or data corruption.

Are you sure that no snapshots or Tinked clones exist for this vmdk file(s)?
(yes/no)

7. You need at least the same space of the virtual disk being aligned free on the datastore to
complete the operation. Here is the output during the alignment:

Creating a backup of /vmfs/volumes/8leee9e4-8f38a96f/Win2000/Win2000.vmdk
Creating a backup of /vmfs/volumes/8leee9e4-8f38a96f/Win2000/Win2000-fTat.vmdk
Creating a copy of the Master Boot Record

Working on partition P1 (3): Starting to migrate blocks from 32256 to 32768.
12801 read ops in 15 sec. 11.72% read (6.33 mB/s). 11.72% written (6.33 mB/s)

8. The results look like this example:

Working on space not in any partition: Starting to migrate blocks.

100.00 percent complete. 100.00 percent written. .

Making adjustments to /vmfs/volumes/8leee9e4-8f38a96f/Win2000/Win2000-f1at.vmdk.
Adjusting the descriptor file.

Alignment complete for /vmfs/volumes/8leee9e4-8f38a96f/Win2000/Win2000.vmdk

9. The new Start LBA value is 64, showing that the disk is now aligned, and you are ready to
start the virtual machine again.

7.10 Advanced guest operating system I/O configurations

This section explains tasks you can perform within the operating system of the guest systems.

7.10.1 Setting SCSI time-out values for N series failover events
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To increase the resiliency of guests during storage failover events, modify the default SCSI
disk time-out values within the guest operating system.

To modify these values in a Windows guest, follow these steps:

Connect to the virtual machine.

Open the registry editor.

Go to HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Disk\TimeOutValue
Change the value to 190 (in decimal).

Close the registry editor.

oo~
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7.10.2 Modifying the SCSI time-out value for RHEL4 (Kernel 2.6) guests

To modify the SCSI time-out value for RHEL4 (Kernel 2.6) guests, follow these steps:

1.
2.
3.

Connect to the guest.

Log in as root.

Execute the following command:

touch /shin/scsi_disktimeout.sh

Edit the file from step 3 and enter the following content:

#1/bin/bash
for for device dir in “1s -d /sys/block/sd*"
do
device _name="basename ${device dir}"
echo "190" > /sys/block/${device_name}/device/timeout
done

Execute the following command:

chmod +x /sbin/scsi_disktimeout.sh

Execute the following command:

touch /etc/udev/rules.d/52-nseries.rules

Edit the file from step 6 and enter the following content:
BUS="scsi", PROGRAM="/sbin/scsi_timeout.sh"
Restart the udev by executing the following command:
/sbin/udevstart

To modify the SCSI time-out value for Red Hat Enterprise Linux 5 guests, follow these steps:

1.

Connect to the guest.

2. Log in as root.

3. Back up the udev file by running the following command:

cp /etc/udev/rules.d/50-udev.rules /etc/udev/rules.d/50-udev.rules.orig
Edit the /etc/udev/rules.d/50-udev-default.rules file and modify the following line:

ACTION=="add", SUBSYSTEM=="scsi" , SYSFS{type}=="0|7]|14", RUN+="/bin/sh -c
'echo 60 > /sys$$DEVPATH/timeout""

Set the disk time-out value to 190 seconds:

ACTION=="add", SUBSYSTEM=="scsi" , SYSFS{type}=="O|7|14", RUN+="/bin/sh -c
'echo 190 > /sys$$DEVPATH/timeout'"

Restart the udev file by executing the following command:
/sbin/udevstart

Chapter 7. Deploying LUNs on N series for VMware vSphere 4.1 143



To modify the SCSI time-out value for SUSE Linux Enterprise Server 9 (Kernel 2.6) guests,
follow these steps:

1. Connect to the guest.
2. Login as root.
3. Execute the following command:
touch /sbin/udev.scsi_disktimeout.sh
4. Edit the file from step 3 and enter the following content:

#1/11b/k1ibc/bin/sh
for device_dir in “1s -d /sys/block/sd*"
do
device_name="basename ${device dir}"
echo "190" > /sys/block/${device _name}/device/timeout
done

5. Execute the following command:
chmod +x /sbin/udev.scsi-disktimeout.sh
6. Copy the binary files referenced in step 4 by running the following command:

cp /bin/1s /1ib/klibc/bin/1s
cp /bin/echo /1ib/klibc/bin/echo
cp /bin/basename /1ib/klibc/bin/basename

7. Back up the udev file by running the following command:
cp /etc/udev/udev.rules /etc/udev/udev.rules.orig
8. Edit the /etc/udev/udev.rules file:
a. Find the following line:

"BUS="scsi", PROGRAM="/shin/udev.get persistent device name.sh", NAME="%k"
SYMLINK="%c{1+}""

b. Above this line, add the following line:
KERNEL="sd*" PROGRAM="/sbin/udev.scsi_timeout.sh"

9. Restart the udev file by executing the following command:

/sbin/udevstart
To modify the SCSI time-out value for SUSE Linux Enterprise Server 10 guests, follow these
steps:
1. Connect to the guest.
2. Log in as root.
3. Back up the udev file by running the following command:

cp /etc/udev/rules.d/50-udev-default.rules
/etc/udev/rules.d/50-udev-default.rules.orig

4. Edit the /etc/udev/rules.d/50-udev-default.rules file:
a. Modify the following line:

ACTION=="add", SUBSYSTEM=="scsi" , SYSFS{type}=="O|7|14", RUN+="/bin/sh -c
'echo 60 > /sys$$DEVPATH/timeout'"

b. Set the disk time-out value to 190 seconds:

ACTION=="add", SUBSYSTEM=="scsi" , SYSFS{type}=="0|7|14", RUN+="/bin/sh -c
'echo 190 > /sys$$DEVPATH/timeout'"
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5. Restart the udev file by executing the following command:

/etc/init.d/boot.udev force-reload

To modify the SCSI time-out value for Solaris 10 x86 guests, follow these steps:
1. Connect to the guest.
2. Log in as root.
3. Back up the /etc/system file by running the following command:
cp /etc/system /etc/system.orig
4. Add the following line to the /etc/system file:
set sd:sd_io_time=0xbe

5. Restart the virtual machine.

7.11 Monitoring and management

This section provides information about monitoring and managing the IBM System Storage
N series storage system.

7.11.1 Monitoring storage utilization with Operations Manager

IBM offers the Operations Manager product to monitor, manage, and generate reports on all
of the IBM System Storage N series systems in an organization. When you are using N series
thin provisioning, deploy Operations Manager and set up email and pager notifications to the
appropriate administrators. With thin provisioned storage, it is important to monitor the free
space that is available in storage aggregates. Proper notification of the available free space
ensures that additional storage can be made available before the aggregate becomes full.

7.11.2 Setting up notifications in Operations Manager

For more information about setting up notifications in the version of Operations Manager you
are using, see the Operations Manager Administration Guide at this website:

https://www-304.1ibm.com/systems/support/supportsite.wss/brandmain?brandind=5345868

Access to IBM Systems support: You must register for access to IBM Systems support
applications and content. You can register at the following address:

https://www-304.ibm.com/systems/support/supportsite.wss/docdisplay?Indocid=REGS
-NAS&brandind=5345868
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7.12 Stor

age growth management

This section explains growing the different storage components that make up the datacenter.

7.12.1 Growing VMFS volumes

Beginning on vSphere 4, VMFS growing on the fly is supported, which means that you can

grow your datastore with all VMs running without any disruption.

To grow a datastore, follow these steps:

1. Open FilerView:

http://Nseries/na_admin

Select LUNs.

Select Manage.

In the left pane, select the LUN from the list.

o~ 0N

Enter the new size of the LUN in the Size box and click Apply (Figure 7-64).
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Figure 7-64 Expanding a LUN

146

IBM System Storage N series with VMware vSphere 4.1



Open vCenter.

Select a host.

In the right pane, select the Configuration tab.

In the Hardware box, select the Storage, then click Rescan All.

= © ® N o

0.After the rescan, right-click and select the datastore that you want to grow and then select
Properties.

11.When you see the new size of the LUN right next to the red array, now the datastore has to
be extended to that size. Click Increase on the left upper corner, as in Figure 7-65.
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Figure 7-65 Increasing datastore capacity

12.When you see the new expanded LUN, select it and click Next, as in Figure 7-66.
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Figure 7-66 Extended LUN
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13.When the new structure is shown, click Next (Figure 7-67).
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Figure 7-67 New datastore structure

14.Mark the box to expand the datastore to the maximum size of the LUN and click Next.
15.Review the new datastore structure and click Finish.

16.Check the new values of your datastore by clicking it, as in Figure 7-68.

Datastore Details

iSCSI_DS1 29.75 B Capacity
Location:  Jumifsfvolimes/4ea66801-2.,, =
Hardware Acceleration:  Lnknown 2738 W Used
2702ce O Fres
Path selection
Eteed (Vihare) Properties Exttents
Wolurne Label: sl _DSl METAPP 1551 Disk {naa.60... 30,00 8
Paths Datastore Hame:  5C51_DS51 Total Formatted Capacty 29755
Total: 2 Formatting
Broken: O Fle E*’“““ VMRS 3,46
Cicabled: 0 Black Size: B ME

Figure 7-68 The new values for the expanded datastore
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7.12.2 Growing a virtual disk

In an analog way to Datastores, Virtual disks can be extended while the VM is running.

However, growing the virtual disk is only half of the equation to increasing available storage.
You still need to grow the file system after the guest boots. Root volumes, such as C:\in
Windows and / in Linux, cannot be grown dynamically or while the system is running. For
these volumes, see “Growing bootable volumes” on page 151.

For all other volumes, you can use native operating system tools to grow the volume. To grow
a virtual disk, follow these steps:

1. Open vCenter.

2. Right-click the desired Virtual Machine and select Properties.

3. Select a virtual disk, and in the right pane, increase its size, as shown in Figure 7-69. Then

click OK.
DiskFie
[~ Show All Devices Add... I Remave I [fF5500-01 15 1] wirndows 2000 Server 1]Windows 2000 5.
Hardware | Summary |
B Memory 512 MB E'Isk Provisring a
i crus i et
Q Yideo card Video card Provisioned Size: I lﬂﬂ |'EB ﬂ
= YMCldevios Restricted P S
£ 505! controder O Buslogic Parallel
= Hard dik 1 Wirbueal Cisk | virtusl Device Nade
By CovDvD Drive 1 Jdevjiscdl EETTT .
BB Netwiork adapter 1 W Metwark i ard disk
& Floppy drive 1 Clierk Device )
K m et
Independert disks are not affected by snapshots
£ Persstent
Changes are immediately and permanenty writben bo
the disk,
= Moroers '
inges ko thi aFiEr 0l i
off o revert t

Figure 7-69 Growing a virtual disk
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7.12.3 Growing an RDM

Growing an RDM has components of growing a VMFS and a virtual disk. This process
requires the guest to be powered off. To grow RDM-based storage, follow these steps:

1. Open vCenter.

2. Right-click the desired Virtual Machine and select Edit Settings.
3. Highlight the hard disk to be resized, and click Remove.
4

. As shown in, select Remove from virtual machine and delete files from disk to delete
the mapping file. However this option does not remove any data from the RDM LUN. Then
click OK.

5. Open FilerView:
http://Nseries/na_admin
Select LUNSs.

Select Manage.

© N o

From the list in the left pane, select the LUN.

9. In the Size box, enter the new size of the LUN and click Apply.

10.Return to vCenter.

11.In the right pane, select the Configuration tab.

12.In the Hardware box, select the Storage, then click the Rescan All...
13.Right-click the guest and select Edit Settings to open the Edit Settings window.

14.In the next panel, highlight Select a Disk, and in the right pane, select Raw Device
Mappings. Then click Next.

15.In the Select and Configure a Raw LUN panel, select the LUN and click Next.
16.Specify the VMFS datastore that will store the mapping file.

17.Start the guest. Remember that, although you have grown the LUN, you still need to grow
the file system within it. Follow the guidelines in the next section, “Expanding the guest file
system (NTFS or EXT3)”.

7.12.4 Expanding the guest file system (NTFS or EXT3)
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When a virtual disk or RDM has been increased in size, you still need to grow the file system
that resides on it after booting the guest.

Growing the file system

You can perform this process live while the system is running by using native or freely
distributed tools:

1. Remotely connect to the guest.
2. Grow the file system.

For Windows guests, you can use the diskpart utility to grow the file system. For more
information, see the topic “A Description of the Diskpart Command-Line Utility”:

http://support.microsoft.com/default.aspx?scid=kb;en-us;300415

For Linux guests, you can use ext2resize to grow a file system. For more information, see
the following web page from SourceForge:

http://sourceforge.net/projects/ext2resize

IBM System Storage N series with VMware vSphere 4.1


http://support.microsoft.com/default.aspx?scid=kb;en-us;300415
http://sourceforge.net/projects/ext2resize

Growing bootable volumes

Root volumes, such as C:\ in Windows guests and / in Linux guests, cannot be grown while
the guest is running. However, you can expand these file systems in a way that does not
require the acquisition of any additional software beyond ext2resize. This process requires
the VMDK or LUN that has been resized to be connected to another guest of the same
operating system type, by using the processes defined in “Growing a virtual disk” on

page 149:

1.
2.

Shut down the Virtual Machine that has the disk to be expanded, for this example, VM1.

Add the virtual disk containing the boot volume of VM1 to another VM, in this example,
VM2.

Rescan the disks on Disk Management from Windows, and the new added disk will
display. It shows as a disk with 1 GB of free space, as in Figure 7-70.

55 ¥M2 on 9.155.113.208
File  View WM

muly BB G Bk P

O Computer Management

Tree | Wolime | Layoue | Type | Fils System ]
E Computer Managemen (Local) = () F-‘art?t:mn BasF NTFS H
xm i;b System Took = (E2) Partition Basic NTFS H
&[] Evert Wiswer
+ % System Information 1| | |
- .E Parformance Logs and dlarts
%o Shared Folders sk 0 —
_5 Device Manager Basic ()
& Lacal Lsars and Groups 9.99 GB 9,99 GB NTFS
= 4 Storage Heakhy (System)
' Disk Management
E Dick. Defragmenter
o Logicsl Drives
=1 Removable Storage
£ [ Services and Applications

Figure 7-70 System drive attached to another VM in order to be increased a a normal drive

4. Extend it as a normal disk.
5. Shut down the VM, detach the virtual disk, and read it to the original VM.
6. Start the original VM and check if the partition was extended accordingly.
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N series cloning

This chapter provides information about the best ways to use N series cloning technologies
with VMware vSphere 4.1. It includes the following topics:

VMware and N series cloning technologies
Cloning guests within a datastore

Cloning an entire datastore

Cloning VMware ESXi servers

v

vvyy
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8.1 VMware and N series cloning technologies

Cloning virtual machines is a feature available with VMware for years. Cloning consists in
copying all the files containing in a VM. These files are virtual disks (.vmdk), configuration
files (.vmx), BIOS configuration (nvram), and logs (.log). Cloning results in a new guest, with
the exact same configuration of its parent, but running independently from the virtual machine
that originated it.

By applying that concept, you can create a template, also known as a “golden image,” of a
base server, with all the tools that are server name and IP agnostic. You then use it to
provision new servers for building up your environment.

8.1.1 Provisioning new servers

154

N series FlexClone can also be used to provision new servers. If you have a traditional VMFS
file system in a Fibre Channel environment, FlexClone does not offer a significant advantage
over the native VMware cloning feature. However, if you are using NFS, FlexClone offers the
benefit of performing the clone procedure from the storage side, reducing the load on the
VMware side. Also, if using RDMs, you can clone them using a LUN clone and then split the
LUN clone, which also removes the load from the VMware host.

So far, none of these cloning solutions save storage space. The real value of FlexClone
(Figure 8-1) in a virtual infrastructure is realized when you use it to create temporary guests. It
is beneficial for creating a large number of guests to provision a test and development center,
a demonstration center, or a training center, and when you need 30 guests for testing. In a
traditional VMware environment, that operation would take 30 times the clone of the original
machine. You must wait while that data copies 30 times. Obviously, it can be expensive to
provision large numbers of guests in such a traditional environment.

Point in Time Copy

Copy of FlexVol

Can be copy of another FlexClone
FlexVol FlexClone Created in seconds

FlexClone

FlexClone

FlexClone1 FlexClone2

Figure 8-1 FlexClone
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8.1.2 Cloning individual virtual machines

You can use the N series FlexClone or LUN clone feature to quickly provision a large number
of virtual disks on N series storage systems. You then attach new guests to the cloned drives.
Because of the N series cloning technology, the storage space consumed by the cloned
virtual disks is only a fraction of the space that another storage system might use. You might
need many guests, or are constantly creating and recreating temporary guests. N series
FlexClone or LUN clone technology provides significant space savings while dramatically
reducing the time needed to complete the cloning process.

In such situations, the N series storage virtualization technologies can play a key role in guest
deployments.

To clone a large number of guests, follow these steps:

1. Build a datastore and create a virtual machine to be the prototype for the cloned guests.
For Windows systems, use Sysprep to ensure that, when the guests are cloned, they are
recognized by the operating system as unique systems.

2. Take a Snapshot of that datastore, and create a FlexClone. You do not want to use the
original copy in case something goes wrong. Then mount the FlexVol on the VMware ESXi
Server.

3. Using VMware vSphere, create clones of the original virtual machine in that datastore. You
can create as many clones as you want, taking in consideration the datastore size and
your needs. Figure 8-2 shows six guest systems. In this example, you have a datastore
that contains multiple clones of the original guest system.

You can also run the N series Advanced Single Instance Storage (A-SIS) feature on the
datastore to reduce the consumed storage space back down to the size of the original guest.

@ D
vuox] v |vuox]
LN vwok] v Jyuod
- | Datastore A
ool Guest Template [WVMX) ]
< M series Svstam . L VMware ESX Server Y.

Figure 8-2 A datastore with six cloned guests
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4. Use N series to create FlexClones of the initial FlexVol that contains the datastore where
the cloned virtual machines reside.

5. After the FlexClones are created (Figure 8-3), add the datastores to the VMware hosts,
register the virtual machines in the vCenter and start them. You can write a script to boot
the guests in an orderly fashion, so that you do not overburden the VMware hosts. You are
done. You went from one to many guests without consuming any additional storage; you
did it quickly, and you can repeat the process at any time.

- B
' ' "'E“ Qe | vMDk vwD| vMDK || wmiDj viD| vMDK
§i8i55 i) i || iy o] v
LUN ﬁigiﬁégé ~ Datastore A " Datastore B
ool £ 28 £

[y ok wicfe i ik
iy vy o | o] v

Datastore C Datastore D

vMBk VMD| vMDK
I R R

Datastore E

N series System

L 4

Figure 8-3 Virtual infrastructure with four quickly deployed, space-efficient datastores

8.2 Cloning guests within a datastore

To clone a guest by using VMware, follow these steps:

1. In the left pane of the VMware Infrastructure Client (Figure 8-4), right-click the guest you
want to clone, and click Clone.

[E Mainz 1BM M series
o [{ 9.155.113.202 (Getting Started
131 [Win2008_Rz]

7 [ 9.155.113.208 Powesr %
Guesk ¥
Snizpshat b
|="_‘=I Open Corsole
[y  Edk Settings...
lﬂ'ti Migrate...
Temnplabe: ]

Figure 8-4 Cloning a virtual machine
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2. Inthe Clone Virtual Machine Wizard shown in Figure 8-5, specify the name for your clone,
and select the data center in which to place the cloned guest. Then click Next.

Hame and Location
Specify a name and Iocation For this virbual machine

Mame and Location Marre:
:-u: st Chestar WirZ00B_RZ_done

§ Virtwal machine (WM) names may contain
Sarver WM folder,

Irneentary Locstion:
= [ ¥3850-14
|55 | Mainz 1BM N series

Figure 8-5 Enter a name for the new server

3. In the Specify a Specific Host panel (Figure 8-6), review the details about the capability of
the host to run the guest you are cloning. If no changes are necessary, click Next.

4! Clone ¥irtual Machine

Host / Cluster
iy wehich host ar cluster do you want to run Bhis virtual machine?

[ame and Locabon =] t.:_l PMaing TEM N serigs
= Host [ Cluster g [5.155.115.503]
specific Hos g 9.155.113.208

Campatibility:
Yaldation succeedsd

Figure 8-6 Selecting a host and check if the validation succeeded
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4. In the Choose a Datastore for the Virtual Machine panel (Figure 8-7), select a datastore
for the cloned guest. Additionally, click Advanced, and select specific datastores for each
file of the guest. It is a best practice for easy maintenance to keep everything together in a
single datastore. After you make your selection, click Next.

J Clone Yirtual Machine
Datastore
Select a datastore in which ko stare bhe virbual machine Ffiles
Mame and Locakion Sedect & datastore in which to store the virtuwal machine Files:
<k | Chke
e Hame | Capacity | Provisioned Fres | Typa | Thin Provisioning | Aoces
[FES00-02 NES 2] B0,00GE  SB,O3EEB  €S,97GB NFS Supportad Muleigl
A Guest Customrizat [Storage? local] 135,25 6B 9,08 GB 126,17 GBE WMF3S Supported Single
1| i
Zompatiiity: Advanced >
I'-'uil:ld: on succeesdsd

Figure 8-7 Selecting a datastore

5. In the Select Guest Customization Option panel, select the Do not customize radio
button. Although you can have Sysprep attached to the cloned guest so that it can be
made a new system when starting, it is not in the scope of the topic of this chapter. Then
click Next.

6. On the Disk Format panel, you can select to keep the cloned disks in the same format as
the source, have them Thin provisioned or Thick provisioned. We kept the same format, as
in Figure 8-8, and clicked Next.

(3 Clone Yirtual Machine

Disk Formiat
In wahich Format dio you wank to store the virbual disks?

Name TI: Locaion Salect a format in which to store the virtual machine's wvrbual disks
Hast J Chaster

— ' Same farmat as source
Disk Format Lise the same Format 25 the origingl disks.

™ Thin provisioned Formak

Allocake Ful size now and commit on demand. This i only supported on WMFS-3 and newer
datastores, Other bypes of dabastores may create thick disks,

™ Thick Format
#Allocate and commit the: Full size now.

Compatibibby:
Walidaton succesdad

Figure 8-8 Selecting the disk format, as Thin, Thick or the same as the source
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7. In the Ready to Complete New Virtual Machine window, in Figure 8-9, confirm all of your
selections. Then decide if the guest must power on after the copy has completed, or if you
need to edit the virtual hardware. Then click Finish.

(=3 Clone Wirtual Machine

Ready to Complete
Cick Finish bo start a bask that wil create e new wirbual machine

i: . I'_::'t = Settings For the new victual macking:
. Wirkuisl Machine ta Clane: Win2008_R2
pigk Formsa Hame: Win200E_RZ_cone
R Folder Mairz IBM N serias
St L B HostClustes : 9.158.113.20%
Ready to Complete Datastore: FE500-02 NFS 2
Disk Skorage: Same Formst as source
Guest 05 Customization Spedfication: None, do not customize guest 05

Figure 8-9 \Verifying the options to create a new cloned virtual machine

8. After the Clone Virtual Machine is completed on the Recent Tasks pane of the vCenter,
you will have your clone as shown in Figure 8-10. It is ready to be started and modified as
necessary.

|i5) Mainz IBM N series
= [ 9.155.113.203
G Winz00s_Rz
{5 | Win2008_RZ _clone

Figure 8-10 Cloned VM ready to be used

8.3 Cloning an entire datastore

To clone a datastore with multiple guests in it, follow these steps:

1. Ensure that all guests within the datastore are powered off so that the clone of the
datastore is in a consistent state, as in Figure 8-11.

=) [) o4 iSCSI_DS2

=] f5 Manz 1EM N series
@ [BCLDsZ
@ n5S500-01NFS1
Ij nS500-02 NFS 2
H Storagel local Mame | tate Status
il Storagez local 1 Winz000 Powered OFf & Hormal

Getting Started | Summary - R TUETG 1

Figure 8-11 All the virtual machines within the datastore are down

2. To clone a LUN and assign it to an Initiator Group containing your VMWare hosts, see the
following the procedures:

— 10.2.1, “Creating a clone” on page 180
— 10.2.2, “Configuring the cloned LUN to be accessed” on page 183

3. Back in the vCenter, on the Configuration tab for the hosts to which you are adding this
new LUN, select Storage and run a Rescan All...

4. After the rescan is completed, click Add Storage...
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5. Follow the process outlined in 4.5, “Storage connectivity” on page 42, but when prompted,
select Assign a New Signature and click Next. See Figure 8-12.

Seleck YMFS Mount Dptions

Specify F you want bo maurt the detected YMFS valume with the existing signsture, use a new sgnature, or Format the disk
ChshILLY Specify a ¥MFS mount option:
Mount Dptions - KEEPH'!E existing signature

Miaunt tee VPS5 volume witkhout changng the signature,

* Bssign a new signature
Rekain the existing data and mount bhe WWFS volume present on bhe disk.

" Format the disk
Creabe & new datastore.

/¥, References to the existing signature From virbual machine configuration files will nesd ko
updated,

Figure 8-12 Changing the LUN signature to avoid duplication

8.4 Adding a virtual machine to the inventory

To add a virtual machine, follow these steps:

1. On the Datastore view, you see that the newly created VMFS datastore has the prefix
snap-xxxxxxxx- and then the same name of the original datastore, as the same size, as
shown in Figure 8-13.

BRI
= ]_Il Mainz IBM M series
i5CsI_Ds2
nss00-01MFS1
nss00-02 NFS 2
snap-411dead0-isCsI_D5SZ2
Storagel local
Storagez local

ool [roeg ey oef]

Figure 8-13 New datastore name related to the cloned datastore

160 IBM System Storage N series with VMware vSphere 4.1



2. Right-click the new datastore Figure 8-14, and select Browse Datastore. You can rename
the datastore to something more logical if you prefer. In this example, for our purposes, we
leave the automatically assigned name.

= e E‘” snap-411dea40-iSCSI_DS2
= F5 Mainz [BM M seres
ﬂ I5CS1_p52 | Getting Started | Summary  IRUGTNRE RS LY
i nSE00-01KFS1

il nSS00-02 NFS 2

il [snep-411desd0-isCl_Ds2
8 Storagel local | Browese Datastore.., ]
@ StorageZ local s \
Perams
Dielate

Opean in Mew Window..,  Chrlbflk+N
Refresh
Figure 8-14 Browsing the cloned datastore

3. In the left pane of the Datastore Browser window (Figure 8-15), select one of the guests.
In the right pane, right-click the .vmx file and select Add to Inventory.

[~ Datastore Browser - [snap-411dea40-iSC50_DS2]

B g8 8B X @

Felders |5€arch| [snap-411deadl-iSCSI_DS2] Winz000_clone

=T il Kame [ Size: |

2 Win2000_cone | | [ win2000_done. vmsd 0.00 KB

[ winz000_daone. visf 0.26 KB
5] winzo00_done.vms e
@ Win2000_done.rvram | Add ta Inventary
L] wmare-g.log i

Figure 8-15 Adding a Virtual Machine to inventory

4. In the Add Inventory Wizard (Figure 8-16), provide a name for the new guest, select the
inventory location, and click Next.

Name and Location
Specify & name and location For this virtual machine

Mame and Location Mame:
Bl Host [ Chuster Wir2noo_z

Resaurce Py
Ready bo Compkebe Virbusal machine (VM) names may contain up bo &0
' ) wienter Server Y Falder,

Iraentary Location:

Figure 8-16 Providing a name to the virtual machine being added
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5. In the Select the Host or Cluster panel (Figure 8-17), select a host or cluster. Click Next.

[+ Add bo Inventory

Host / Cluster
O which host or chesber do you weant bo run this virtual machine?

tame and Location =1 |y Mainz IBM N series
El Host / Cluster i [ Nsesies_chuster |
Specific Hos
Rezolurce Po

Ready to Comphebe

Figure 8-17 Selecting a cluster

6. In the Specify a Specific Host panel (Figure 8-18), select a specific host in a cluster that
was selected. Click Next.

Specify a Specific Host
O wihich hast within the cluster should the virbusl maching run?

fame and Location hoose a specific host within the cluster.

B Host ] Qhyster O dusters that are configured with YMware HA or Man)|

'59'-":“ H"'I" be assigned to & specific host, even when powered off,
R Select & host fram the kst below:

Host Mame

a sl mainzlab. bm.com

d
Figure 8-18 Selecting a specific host

7. To complete the addition of the guest to the host, confirm your choices and click Finish.
In our environment, we added the other guest, as shown in Figure 8-19.

wesl Winz0o0_z
£ Mainz 1BM M series
Gatting Started WUV RS Resource Alocabon | Performance | Tasks & Events | Alams | Console - Permissions
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Wersion: c d Host Memory:
i ‘Mindows2003 R 1 wiFl onsLme )
Active Guesk Memory:
5 Win2000 Memory: 512 MB Rl
I .
(3 | Win20on_z Memory Cvathead: 126,75 MB Frovisioned Starage:
Yiare Tools: Mk running Mat-sharad Storage:
1P Addresses: Used Storage:
DN Marre: Diakashore + || Stabus
ENC Mode: hiA @ snap-4lldead0-5CSI 052 @  Norm)
State: Powearad CFf 1| |
Huost: esu2 mainzlab.ibm.com
Active Tasks: Mekviark, | Type
S Network, Standard switch ney
Commands a I

Figure 8-19 Finished adding guests
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You are now finished with adding guests to the Inventory from a clone. As a final step, you
might want to run A-SIS to deduplicate the blocks for all of these guests down to a single set.
For more information, see Chapter 13, “Deduplication with VMware vSphere 4.1” on

page 235.

8.5 Cloning VMware ESXi servers

Although installing VMware ESXi server from a CD is fairly quick and simple, you might want
to deploy multiple servers in a short time. Deploying these servers from a cloned golden
image is quicker and easier than using the CD.

To use an existing VMware ESX Server, quickly make it a golden image, and then return it to
service, follow these steps:
1. In the vCenter, select the host that you want to use to make the golden image.
2. Remove the IP configuration of the host:
a. Log in to the ESXi host console with the root user.
b. Go to Configure Management Network
c. Select IP Configuration
d. Change the configuration to DHCP, as in Figure 8-20, and press OK.

Here we are changing the server to be the image to DHCP, so the clones generated
from it will not conflict when starting.

IP Configuration

[his host can obtain wnetwork settings autosatical ly
includes a DHCP server. If it does wot, the following settings
pEi ified:

(o) Use dunamic IP address and wetwork conliguration
{1 Set static IP address and network configuration:

Figure 8-20 Changing server to be the image to DHCP, so clones do not conflict when starting

e. Press Esc to exit this panel and Y to accept the management agents restart.

3. Shut down the host so the image is consistent.
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4. On the N series system, take a Snapshot of the volume that contains the LUN that you
want to clone, as in Figure 8-21.

L) W= L A R 35
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Figure 8-21 Taking a Snapshot for the golden image

5. Create a LUN clone by using the CLI of the N series system as Example 8-1.

Example 8-1 Creating a LUN clone

itsotuc3> Tun clone create /vol/boot_300b/300c -b /vol/boot_300b/gold esx_golden

6. To separate the golden image from the parent LUN, split the clone as shown in
Example 8-2.

Example 8-2 Splitting the LUN clone

itsotuc3> Tun clone split start /vol/boot 300b/gold

Thu May 1 07:59:38 MST [itsotuc3: lun.clone.split.started:info]: Clone split wa
s started on LUN /vol/boot_300b/gold.

Thu May 1 08:03:01 MST [itsotuc3: lun.clone.split.completed:info]: Clone split
was completed on LUN /vol/boot_300b/gold.

Put the original host back in service by undoing the modifications that you made.

Now that you have a stand-alone golden image, continue as though it were days or months
later and you now want to deploy a new VMware ESXi server:

1. Take a Snapshot of the volume where the golden image resides. Create a clone for use as
a new host. Then split the new host’s LUN from the parent, as shown in Example 8-3.

Example 8-3 Making a new host LUN

itsotuc3> snap create -V boot 300b get golden

itsotuc3> Tun clone create /vol/boot 300b/300c -b /vol/boot 300b/gold get golden
Thu May 1 09:15:07 MST [itsotuc3: lun.clone.created:info]: Created Clone /vol/b
oot_300b/300c of LUN /vol/boot_300b/.snapshot/get_golden/300b

itsotuc3> lun clone split start /vol/boot_300b/300c

Thu May 1 09:16:07 MST [itsotuc3: lun.clone.split.started:info]: Clone split wa
s started on LUN /vol/boot 300b/300c.

itsotuc3> Thu May 1 09:21:26 MST [itsotuc3: Tun.clone.split.completed:info]: Cl
one split was completed on LUN /vol/boot 300b/300c.
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2. Map the LUN to the new host (300c):

a. Inthe Manage LUNs pane of the FilerView panel (Figure 8-22), click the No Maps link
for LUN 300c.
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Filer 0 7 olumes = Snapshots = Add
Volumes 0= 7
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Manage Volume: oot 3006 |
Salact the v e for w shot will be added. Only
Rt fr =elect the valums rnr_ vhich the snapshot will be added. Onh
anling volumes are displayed
. FlexClone 5
Volumes ' Snapshot Name: esx_golden
e E 7 Enter the name of the new snapshot to be added
» Quotas 7 Add
+ Snapshots (7
Add

Figure 8-22 Manage LUNs pane

b. Inthe LUN Map pane (Figure 8-23), select the Add Groups to Map link.
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L Uﬂh.ll'lll!E

Add [Manage LUNs] Add Groups to Map

[Aanzge

Restore LUMN: voloal 30060300

o FlexClone .

Volumes Initisior Group LN 10 Unmap

« Chirees 07

+ (uotas T —

+ Snapshots —

Figure 8-23 LUN Map pane
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c. Inthe LUN Map Add Groups pane (Figure 8-24), select the host to which this LUN is to
be mapped, and then click Add.

FilerView® [searcn |

LUN Map Add Groups @

LUMs =+ Add Groups

Initiator Groups: -

itsotuct ~
Select one or more initiator group names to add to the maps for iSCSI_ig
LUN fvaliboot_300b/300c 33]0:-
300k
3002 ¥

| Add

Figure 8-24 LUN Map Add Group pane

d. Inthe LUN Map pane (Figure 8-25), assign a LUN ID for this LUN that presents it to the

host. For this boot LUN, for LUN ID, type 0, or the VMware ESXi server will not boot
from it. Then click Apply.
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Figure 8-25 LUN ID assignment
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3. After applying the LUN ID to the map, under LUNSs in the left pane of the FilerView panel,
click Manage. You now see your new LUN mapped to the new host, as shown in
Figure 8-26. Notice that the LUN ID on which the LUN is mapped is 0.
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FilerView® about

&l itsotuc3 By 7 Manage LUNs

* Filer[i 2 LUMs —* Manage
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= Snapshots |7
Add
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Figure 8-26 Mapped LUN of the new host
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You have finished creating the LUN for the new host from the N series side. After the new host
boots off the cloned LUN, configure the ESXi as shown in 5.4, “Installing the ESXi operating
system” on page 86.

Important: To clone servers, you must ensure that they have the same hardware.
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Configuring snapshots

You need to plan the backup and recovery of your VMware environment carefully, depending
on your requirements. You might be backing up data for various reasons, with each backup
requiring a different strategy. In this chapter, we offer ways to help you accomplish this goal.

This chapter includes the following topics:

» Storage considerations
» Taking a snapshot
» Scheduling snapshots
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9.1 Storage considerations

A snapshot is a point-in-time copy from data, which allows the administrators to recover the
data in that specific point.

That technique is useful with virtual machines, because it provides the ability to recover a
server to a specific point whenever needed. If a risky change is going to take place on a
certain server, a snapshot can be taken just before the change begins. If anything goes wrong
during the implementation, it is not necessary to follow the traditional restore approach of
servers. That is, you do not need to install the operating system from scratch, install the
backup, restore the software, and restore the data. The only step needed is to restore to a
previous point in time. The server is up and running again in a matter of seconds or minutes,
depending on the amount of data to be reverted.

Formerly, it was considered a best practice to separate the real server's data from transient
data, such as temporary files and swapping partitions. But as virtualization implementations
became more mature, this practice changed. Data separation does not add enough benefits
to justify its implementation, because it changes the way the servers are configured.

The major benefit of data separation is reducing the amount of data to be stored on
snapshots and replicated to remote locations in case of disaster recovery (DR)
implementations.

However, keeping all the pagefiles in a single location creates a single point of failure,
because if it fails, all the virtual machines are affected. The separation also adds an
administrative burden. It requires the reconfiguration of all servers to point to a new disk in a
new “transient datastore,” responsible to hold that temporary data.

For all these reasons, the new best practice is to keep the transient data stored with the
server's data, providing a centralized management of the entire solution.

9.2 Using VMware snapshots

170

Snapshots are a valuable tool to manage the environment. Might they be used instead of a
backup and restore solution? To understand this idea, you need to understand how snapshots
work in the VMware world. Basically, the VMware snapshot system locks the virtual disks
(.vmdk) at the moment of the snapshot.

All new information from that point in time is not written to the .vmdk, but to a file created on
the same directory as the .vmdk. If the virtual disk is named C.vmdk, a file named
C-000001.vmdk is created, and all new information is written on it stead of the C.vmdk. For
each read or write operation, it is necessary to go to two different files, the original and the
-00000x.vmdk, to complete the operation. It can cause serious performance delays,
especially on high disk 1/O virtual machines.

Because all the new information is never committed into the .vmdk, the snapshot file grows
indefinitely. It can take all the available space on the datastore where it resides, which can
cause a crash of all VMs that share the same datastore.

Another reason to avoid that approach is that if you keep taking snapshots, you end up
accessing a number of files to get the information you need. If only one of those files gets
corrupted for any reason, you lose all the information stored on that .vmdk. You must then
consider how you can restore the data.
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The same reasoning applies to disaster recovery cases. If your datacenter is severely
damaged and you lose all the information residing there, you have no other copy of your data.

9.3 Integrating VMware and N series snapshots as a solution

But if we use the VMware snapshots as part of the solution, then we do not have to run the
VMs over the snapshot files all the time. Such a result would be really great!

That solution can be achieved by integrating the N series snapshots with the VMWare ones.

N series snapshot processing makes a copy of all the data at the moment it runs. Then it

makes that copy separate from the actual running LUN, as a clone. After the LUN cloning, you

can delete your VMWare snapshots, avoiding the risks described in the previous session.

Important: This solution does not replace the backup and restore procedures, but it does

provide a means to speed the recovery of the environment. It can be used together with
planned backup and recovery procedures.

The following sections show you how to implement that solution:

9.3.1 Taking a snapshot

To use snapshots as a solution, take a virtual machine snapshot, then take a snapshot from
the volume where the LUN and its respective datastore. Then remove the virtual machine‘s

snapshot.

Taking a virtual machine snapshot

Use vCenter to take snapshots, as shown in the following steps:

1. Using a Virtual Infrastructure Client, connect to your vCenter.

2. Right-click a virtual machine and select Snapshot — Take Snapshot (Figure 9-1).

l: Mairg TEM M series
= [{ 9.155.113.203

& o

# [ 9.055.113.208

s [Windows2008]

General
Power

sk

Summary

oft Windows Server 20068 (64-bit)

Snapshit

Open Consale

Edt Setbings...

Migrate...

[ Take Snapshat...

.H-

Snapshot Manager. ..

Figure 9-1 Taking a snapshot of a virtual machine
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3. In the Take Virtual Machine Snapshot window (Figure 9-2), enter a name and description
for the snapshot. If you select Snapshot the virtual machine’s memory, the guest is
suspended while the snapshot is taken. Selecting this option can affect any users who are
connected to the guest at the time. Click OK.

2011 10Z0-Snapshiot]

— Description

Snapshat taken on Ock 20th 2:52PM, before the LUN
snapshiok

¥ Snizpshat the wirtual machine's memory
[ Quiesce guest file system (Needs Wiware Toalks instaled)

| 0K I Canced Help

Figure 9-2 VM Snapshot details

4. Verify that the snapshot completed successfully, as in Figure 9-3.

Hame | Target | Status | Details | Irbiated by | venter Sarver
¥ Creste virbusl maching snapshat (1 Windows2008 @ Completed administrator 2 Vo4
Figure 9-3 Guest snapshot complete

Taking a volume snapshot

After the snapshot is completed, take the N series snapshot. To take a snapshot of a volume
where the LUN and its datastore reside, use FilerView, with the following steps:

1. Inthe left pane of the FilerView panel, select Volumes — Snapshots — Add (Figure 9-4).

F)
¥ N6270.01 (7 Add Snapshot @
Filer 7 (% /olumes —+ Snapshots —+ Add
Volumes (7
Add Volume: vol_for_iscai ga] @
Manaqe Select the volume for which the snapshot will be added. Only
g nhne voluries are disalayed
Rastore
« FlexClone Volumes 7 Snapshot Name: Snap_iSCS|_ESX
. Zntar the name of the new snapshot to be acded
s Qurees (%) p
* Quotas " (7 Add
= Snapshots (7
Add
Configurs
Manage

Figure 9-4 Add Snapshot

2. In the right pane, select the volume and provide a name for the snapshot. Click Next.
3. Figure 9-5 shows the success window that opens.
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Add Snapshot @

Volumes —+ Snapshots — Add

i Success

Creaced snapahot Spap 15C5

.

_ESX on volume wol for

_iacai.

Figure 9-5 Add Snapshot successful

Removing the virtual machine snapshot
1. Remove the VMware snapshot:

a. In vCenter, right-click the guest and select Snapshot — Snapshot Manager as in

Figure 9-6.
[ Mainz 1BM N sesies :
5 [ 9.155.113.203 Resourcs Allocation  Performance | Ta
D vl General
+ |j 9.155.113.208 Powier ¥ ftwindows Server 2008 (G4-bi)
[z RTCA Guest *
| snapshot ¥ 110 Take Snapshot...
B  open console T4 Fevert to Current Snapshok
(#  Edt Sstbngs... mj Snapshak Manager... |
B mgate.., |

Figure 9-6 Guest Snapshot Manager

b. In the Snapshots window (Figure 9-7), select the snapshot to delete, and click Delete.

=3 Spapshots for WindowsZ008
-1 Windows2008 —Nama
= fs [20111020-5napshot | B RT [
(5 You are here
— Diescripbion
Snapshot taken on Oct 20th 2:52PM, before - |
the LM snapshat
i
Go ko Delete Delebe Al Edi |
Closa | Help |

Figure 9-7 Deleting a guest snapshot
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c. Inthe Confirm Delete window, click Yes to confirm the deletion.

d. In the Snapshot Manager window, in Figure 9-8, verify that the snapshot is no longer
displayed.

(=2 Snapshots for Windows2 008

= gh Windows2005 Mame
(® Youare here

Descripton

Figure 9-8 Guest Snapshot deleted

9.3.2 Scheduling snapshots

In a production environment, you can automate the snapshot process. vCenter can be used
to schedule snapshots as follows:

1. Click Home — Scheduled Tasks, as in Figure 9-9.

File Edit Wiew Irventory Adminstration Plug-ins H!

B B & rome
Inwenton
e [
I [ ] =
S -
Search Hosts and Chosters WMs and
Templates
Admmnistration
4 -]
iy 2
Roles Seggions Licensing

M anagement
| .
u‘;'«.-'r F H of 4
Scheduled Tasks Ewvents Maps

Figure 9-9 Scheduled Tasks
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2. Click the New button in the left side top of the panel, as in Figure 9-10.

[+ ¥C41 - vSphere Client

File Edk WView [Inwentory Administration PlugHins Help

a =+ | £y Home b g Mansgement b S Scheduld

ﬂﬂm £¥ Properties 5§ Remove

hame | Description | Last run
%] Schedule Task

Select a bask to schedule,

Creabe a snapshob of a wirtual machine

(s

Figure 9-10 Scheduling a new task

3. Select the virtual machine and click Next.

o o &

task, and click Next.
7. Review the scheduled task and click Finish.

Provide a name for the snapshot and select Memory Snapshot also, then click Next.
Provide a name, date, and time when the task will run, then click Next.

Enter your email address if you want the vCenter to inform you after the completion of that

The N series component can be scripted as indicated previously by using the snap create
<vol-name> <snapshot-name> command, or it can be scheduled from FilerView.

Within FilerView, volume snapshot scheduling is configured automatically on all new volumes
on the storage system. You must review the schedule for each new volume to ensure the best

schedule settings.
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To set the snapshot schedule for a volume, follow these steps:

1. In the left pane of the FilerView window, select Volumes — Snapshots — Configure.
You will have a number of options as shown in Figure 9-11. It is important to set the
number of snapshots to keep in accordance with your storage capacity. Also, schedule the
snapshot to occur when the production utilization is low to avoid bottlenecks. Click Apply.

B nezro01 0 Configure Snapshots @
e Filer (7 Valumes — Snapshots — Configure
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Add Volume: vol_for_iscsi jw] @
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. Qiraes ™ (%) Snapah-:._rt Hesewe_: n e
Enter the size of volume's snapshot reserve, a parcentage between
* Quotas (7 and 100.
] . =r
¢ Snapshots Snapshot Directory Visible: [ Directory @
Aad Select to make the .snapshot directory visible ’
Confi
onigure Scheduled Snapshots: F Scheduled @
Manage Select to enable scheduled snapshots.
A tes 2
Sl a Number of Scheduled Snapshots to Keep: 0 Weekly &
« Storage ‘T Enter the nurmnber of scheduled weekly, mightly, and hourly snapshots 3 Mi r‘ftl%'.
« Operations Manager (7 to keep These snapshots are created only f Scheduled Snapshots gty
» SnapMirror (7 is selected 6 Haourly
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Real Ti Status 7
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Figure 9-11 Snapshot scheduling options

2. Check if you got the Success message, indicating that your settings were implemented
correctly, as shown in Figure 9-12.

Configure Snapshots @
Volumeas =« Snapshots = Configura

1 Success

Figure 9-12 Success creating the schedule
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10

Recovery options

You need to plan the backup and recovery of your VMware environment carefully, depending
on your requirements. The reason for recovery might require one of the following main
strategies:

» Recovery from a failed or corrupted LUN or volume
» Recovery from a failed server (guest)
» Recovery from accidental deletion of user files

For information about recovery from a failed storage system, ESX server, or whole server
environment, see Chapter 12, “High availability and disaster recovery” on page 215.

Recovery of a snapshot can be done at the volume or LUN level directly from the N series
system. Files or guests can be recovered only by using a clone of a LUN that is mounted and
that restores the required data.

This chapter includes the following topics:

» Restoring a volume

Restoring data from a cloned volume, as with FlexClone
Recovering an entire virtual machine

Recovering files within a guest

vYyy
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10.1 Restoring a volume

Restoring volumes requires retrieving data from a snapshot, so you must have at least one in
order to restore a volume. Snapshot creation and scheduling are covered in Chapter 9,
“Configuring snapshots” on page 169.

Restoring a volume from a snapshot overwrites the existing volume with the backup version.
You might want to perform this task where a volume was unintentionally deleted or corrupted.

To restore a volume, use the Data ONTAP FilerView tool as follows:

1. Select Volumes — Restore from the side menu, as in Figure 10-1.

Bne270.01 7
« Filer (%
* Wolumes (7
Add
Manage

Rastore

Figure 10-1 Volume restore

2. In the Welcome pane of the Volume Restore Wizard, which guides you through the
restoration process as in Figure 10-2, click Next.

Volume Restore Wizard

Welcome to the Volume Restore Wizard!

The Volume Restore Wizard steps you through the process of reverting a volume to a
specified snapshot

Reverting the root volume is not possible through the wizard
Before reveriing a volume, active access requests are finished, During the rever

operation, new accesses are queued and started after reversion. After the reversion,
the volume is in the same state as it was when the snapshot was taken

Cancal | [ Mext = ]

Figure 10-2 Volume Restore Wizard

178 IBM System Storage N series with VMware vSphere 4.1



3.

In the Volumes pane (Figure 10-3), select the volume that needs to be recovered. Click
Next.

Volume Restore Wizard- Volume Selection

Volumes FalksVol £
Select the valume to restore MFS ESY
fvel_for igcsi;

Figure 10-3 Selecting the volume to restore

4.

Next.

In the Snapshots pane (Figure 10-4), select the snapshot that you want to restore. If you
choose an old snapshot, all newer snapshots become unavailable for future restores. Click

Volume Restore Wizard- Snapshot Selection

Snapshots _ nap iSC8al - Nov 02 1578 a] 4
Select the snapshot and time to restore Snap ISCSI ESX - Mov 02 1242
wol_for_lscsl from clone &

clona_iscsi_esx_clone.1-0ct25 13.00
hourly.0 - Mav 01 20:00

houry.1 - Oct 31 20:00

Figure 10-4 Selecting the volume snapshot

5.

In the Commit pane (Figure 10-5), check the details of the restore that you requested, and
click Commit if you want to do the restore.

Volume Restore Wizard- Commit

Below is a summary of your changes

[}, Please be aware that the process cannot be reversed or undone.

folums sslected: wvol for iscai
Spapshot selected: Snap i3C3IVeol -

< Back | | Cancel ]

l Commit
Figure 10-5 Committing the volume restore
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6. In the Success pane (Figure 10-6), verify that the volume restore process completed
successfully, and click Close.

Volume Restore Wizard- Success

13:18.

i Success! Volume vol_for_iscsi is being restored to Snap_1SCSIVol - Nov 02

You might see Volume val_for_iscsi go offline for a short time. Check the Volumes
Manage page for status

Cloze J

Figure 10-6 Completing the volume restore

10.2 Restoring data from a cloned volume, as with FlexClone

To restore a volume while keeping the existing volume intact, a clone of a snapshot backup is
required. You do this process when only some of the data from a volume was lost or needs to
be recovered.

Preferred practice: Use the clone for a short time while data recovery is occurring, and
then destroy it. Do not take snapshots while the clone exists, which can lead to contention.

10.2.1 Creating a clone

To create a clone, using FilerView, complete these steps:

1. In the left navigation pane of the FilerView window (Figure 10-7), select Volumes —
FlexClone — Create.

£ NE2T0.01

+ Filer

* Volumes
Add
Manage
Restora

-
Lreale

¥

* FlexClone Volumes 7

9

)

Figure 10-7 Creating a FlexClone
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2. In the Welcome pane (Figure 10-8) of the FlexClone Wizard, which steps you through the
cloning process, click Next.

FlexClone (TM) Wizard

Welcome to the FlexClone Wizard
This wizard helps you to clone a Flexible Volume

No Permanent changes are made on the filer, until you reach the Commit
Changes Page. At any point in time, you may exit the FlexClone (TM) Wizard
by pressing the cancel bution and no changes will be made to the filer
configuration

Figure 10-8 FlexClone Wizard

3. In the Clone a Flexible Volume pane (Figure 10-9), enter the name of the new clone.
Select the volume to be cloned and the Space Guarantee option that you require.
Click Next.

FlexClone {TM) Wizard - Clone a Flexible Volume

FlexClone Name —— @
Enter a3 name for the FlexClone —

Parent Volume vol_for_isesi [s] &
Select the pament volume for the FlexClone. Only online T

Flexible Volumes can be cloned

Space Guarantee

Select the space guarantee for the FlexClone. When
uncommited space in an aggregate is exhausted. only
wirites to volumes or files in that aggregate with space
guarantees are guaranteed to suceed. The default is the
guarantee type used by the parent volume

volume |

< Back | [ Cancel | | MNext » ]

Figure 10-9 FlexClone settings

4. In the Parent Snapshot pane (Figure 10-10), select the snapshot of the volume that you
want to clone. This step is not a destructive action like the volume restore. More recent
snapshots are still available after the clone is complete. Click Next.
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FlexClone (TM) Wizard - Parent SnapShot

Parent Volume SnapShot
Select the parent volume Snapshot an which to basa
the FlexClone or create a naw Snapshat

¥

Create new w

[ <Back | [ Cancel ] [ Meod » ]

Figure 10-10 Selecting the snapshot for FlexClone

5. In the Commit pane (Figure 10-11), check the details of the FlexClone that you requested.
Click Commit if you want to create the clone.

Fexcione (1) Wizara -Commit |
Below is a summary of your changes

A FlexClone (THM) will be created with che

following aActributes

FlaxClone Flexible Volums Mams: ESX iS5C5I1

FlexClone Volumes Farent Volume ‘-'::_f::_.#:-.

FlexClone Volume Farent Snapshot: Hew Snapshot will be creates

3pace Feservaticn Guarantee olume

£ >

[ < Back Cancel ] | Commit ]

Figure 10-11 Committing the FlexClone creation

6. Inthe Success pane (Figure 10-12), verify that the FlexClone creation process completed
successfully, and click Close.

FlexClone (TM) Wizard - Success

i FlexClone (TM) updated successfully.

| Clnse[:lﬁ

Figure 10-12 FlexClone creation complete
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Now the clone is created, and all data (including LUNSs) that was in the original volume, when
the Snapshot was taken, is also there. Any LUNs, however, are not mapped, and therefore,

cannot be mounted.

Alternative process: This process uses the FlexClone feature in FilerView. Alternatively,
you can use the following command on the N series command line:

Tun clone create <clone lunpath> [-0 noreserve] -b <parent Tunpath>

<parent_snap>

10.2.2 Configuring the cloned LUN to be accessed

After the clone is created, you must bring online the LUNs (if any) that you want to access.
Map the LUN to a host or hosts, then create a datastore over it.

Mapping a LUN to hosts

1. In the FilerView window, in the left navigation pane, select LUNs — Manage, and you see
the cloned LUN, as in Figure 10-13. It is offline and not mapped to any host, so we want to

configure it.

ay

B N62T0.01 T (7 Manage LUNs @
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Figure 10-13 The cloned LUN

2. Click the LUN and then click Online to make it available, as in Figure 10-14.

Modify LUN @

LUMs — Klanage —» lodify

[Manage LUNs]
Online

[Map LUN]

Figure 10-14 Making the LUN Online
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3. Then click LUNs — Manage again and click No Maps on the cloned LUN. It opens a
panel to select the Initiator Group, as in Figure 10-15. Click Add Groups to Map.

LUN Map @
LUMNs — Map LUMNs
[Manage LUNSs] [Add Groups to Map]

LUN: ~oliscsi_esx_clone ESXASCSI]

—

Figure 10-15 Add Groups to Map

4. Select the group and click Add, as in Figure 10-16.

LUN Map Add Groups @

LUNs — Add Groups

Initiator Groups: WM_ISCSI_Initiztor
Select one or more intiator group names to add to the maps
for LUN fvaliiscsi_esx_clone/ESK.iSC5N1

Figure 10-16 Selecting Initiator Group

5. Type a LUN ID for the cloned LUN and click Apply, as in Figure 10-17.

LUN Map @
LUMS — Map LUMNs
Marage LUNs] [Add Groups to Map]

LUN: voliscsi_esy_clone ESX-SCSI1

ZphysicaESX_group_iscs 11 0

Apply
Figure 10-17 LUN ID for the cloned LUN
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6.

A Success message displays, as in Figure 10-18.

LUN Map @
LUIME =+ Kap LUMs
i Success
ZphysicalESX group iscai (mapping): success
|M3I'IEQE LUHS' Add GFGUQE to MEEI

LUN: ~voliscsi_esx_clone ESXA5CS]1

Figure 10-18 Cloned LUN configuration completed on N series

Creating a datastore with the cloned LUN on VMware
Follow these steps:

1. On VMwatre side, select a host present on the initiator group and click Rescan All. Go to
the Storage Adapters menu and select the iSCSI connection. You see the new LUN 11

esxil.mainzlab.ibm.com

available on the host, as shown in Figure 10-19.
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Suthertication Services ) l—
Power Management View: _|Devices %
Wirtual Machine StarbupShutdown Mame | Rutime Name [ LN | Type | Trarmsport | Capacky | Cwner
wirtual Machine Swaplile Location MNETAPP iS51 Disk (naa.60298000...  wwhbaZ3:C0:TO:L... 10 disk ESI I0.00GE  NMP
Security Profie | NETAPP (551 Disk (naa. 60898000,,.  wmhba33:CO:TO:L.., 11 dsk  ©CSI 3000GE NMP

Figure 10-19 The cloned volume shown with the LUN number defined on N series

2.

Click Storage, then click Add Storage...

3. On the Add Storage menu, select Disk/LUN and click Next.

4. The cloned LUN is available with the VMFS label as the name of the datastore from which

the LUN was cloned. Select the cloned LUN and click Next.

In the Mount Options panel, change the radio button to Assign a new signature, as

shown in Figure 10-20. That option enables the copy from the cloned datastore into the

existing one.
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Select ¥MFS Mount Options
Specky F you want bo maount the detacted YFFS volume with the existing signature, use a new signature, or format the disk

B DisklLUN i Specify & YMFS mourk aption:

Mount Options 7 Kesp the existing signature
Current Disk. Lanrout Mot the WFS volume without changing Hhe signature,

Ready a Campleke
@Aﬂiﬂnamﬁwtm
Riekain te axisting daba and mount the WYMFS volume present on the disk,

" Format the disk
Creshe a new datastare,

/1, Refarances bo the exdsting signature from virtual machine configuration Files wil nesd to be
updated.

Figure 10-20 Changing to Assign a new signature

6. Review the information shown on the Current Disk Partition and click Next.

7. Inthe Ready to Complete panel, observe that a new signature is going to be applied to the

LUN, as in Figure 10-21. Click Finish.

i+l add Storage

Ready bto Comiplete
Review the disk layout and click Finish to add storage

Ivmfsfdevicesjdisks/naa, 6049600064660 2F4 26F6 731 T7S44CT0

Primary Partitions I
VHMFS (NETAPP iSCSI Disk (naa, 049600064, ., 30,00 B

Filz system:

E DiskiLUnN Dishe Layp oot
Ready to Complete
Device I ]
MHETAPP i5C51 Disk (naa.60a3800054686C, .. 30,00 58 11

Properties
Datastare name:

Formatting
File: sysbem: ¥MF5-3
Block size: 1 MB

Mairrm File size: 256 B

Signature
Crriginal LI 02OD0bONDNG0ASE000646eh e 2 426F
Azzign news ULID: Yes Farmak Disk: Mo

Figure 10-21 A new signature is applied to the LUN
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8. After adding the datastore, it will have a name referencing the cloned LUN/datastore, as
shown in Figure 10-22.

Datastores Refresh  Delate
Identification | Status | Device | Capacity | Free
@ iS23I_Ds51 & Mormal METAPF iSC5I Disk, .. 29,75 GB 27,02 GB
@ nSS00-01MF51 & MNormal 9,155,59,101: vol... 50,00 GB 71,53 GE
@ nSsS00-02 MFS 2 & Mormal 9,155,59,102: val... 50.00 B 47.43 GE
snap-125e8ba4-iSCSI_DS1 & Mormal METAPP iSCSI Disk. .. 29,75 GB 27.02 GB
i StorageZ local & Mormal Local ServeRA Di., 135.25GE  126.17 GE

Figure 10-22 The cloned LUN creates a datastore referring the original one

10.3 Recovering an entire virtual machine

To recover a guest because of data corruption, the original guest files are replaced with the
files of the cloned guest created in the previous sections.

10.3.1 Copying data into the original guest datastore

If you are restoring all of the virtual machines, then they probably have a problem and are
down. If they are still running, make sure to turn them off before copying data over them.

To recover an entire virtual machine, follow these steps:

1. Browse the guest datastore, as in Figure 10-23.

Getting Starbed | Summary | Virbual Machines | Performance RS TE Uk Tasks & Evants | Alaems | Parmissions

Hardware View: m Devices

Processors Dalastores
Memory Idenkification ET | Davice | Capacty

v Storage i@ 15051 0sl & Mormal HETAPP iSC51 Disk...  29.75 GB
Netwearking il nES00-01INFS] & Mormal 9,155.59.101:/vel... 80.00 G8
Storage Adapters @ nSS00-02 NFS 2 & MNormal 9.155.59. 102 fwol... 80.00 GB
Metwark Adaptess k8 snap-125eBbeH.. i Nnrmal  WFTAPD ISCSTDisk..  29.75 GB|
Advanced Settings i StorageZ local !| Browse Datastore... 58

Figure 10-23 Browsing the datastore from where data is to be copied
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2. Browse to the folder of the virtual machine to be recovered. Select all the files, right-click
them, and click Copy, as in Figure 10-24.

[ Datastore Browser - [snap-4083T628-15C51_D51 ]

@ e e R XD
Felders | saarch | [snap-1083T628-iSC51_DS1] WK
=7 Mame | Size |
& wx £ Wk mdk 751434400 KD |
{ | wiware-8log A Irnentor B
ﬁ W EE, Frram ) Folde E
wware-11. | 5
vmware-3Jog | Cuw 3
| wmware-Flog R 3
winware-10.log Inflate E
i | wmware-6.log 3
e Dowrinad.. -
W Mot .
WK, vmsd Rename 2
e Folder
Delete from Disk
4 N |—
12 object selected 2.40 GB

Figure 10-24 Copying the files from the cloned datastore

3. Browse to the original datastore, go to the virtual machine to be restored, right-click a
blank area, and select Paste, as in Figure 10-25.

Felders | search |

[ Datastore Browser - [iSCS1_D51]

@ P 8 @ X

:ﬂé‘!’w

Provisioned Size | Typd

10,485, 760.00 KB

Wirky
File

irky
irty
Mo
Wirky
Wirty
irky
irty
File

Wirky
Wirty

@
[iSC51_DS1] WK
Marne Size |
(3w Z.91 KB
[ wesovmed 0.25 KB
B WK, vk 2,514,944, 00 KB
{] vmware-12.log 59,38 KB
B WE.rram B4SKE
L] wmware-11.log 92.73 KB
{] wmware-9.log E3.E2KE
L] wmware-7 log 129.53 kB
{] vmware-8.log 53,29 KB
[ wax.vmsd 0,00 K8
L] wmware-10.0og 54.72 KB
{] wmwarelog 57,40 K8
Add ko Irventary
€| Felder |
"
opy
Faste |

Figure 10-25 Pasting the VM files over the original datastore / VM folder

4. Click all Yes boxes to confirm the overwriting of its data.
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5

. Observe the progress of the copies on the Recent Tasks tab, as in Figure 10-26.
Recent Tasks

MName: | Targek | Skatus

¥ Copy file B iscsIDst @ Completed

¥ Copy file B iscsIDst & Completed

¥ Copy file B iscsost & Completed

Figure 10-26 The copy data completion status on Recent Tasks tab

6

7.

. At the end of the data moving, start the virtual machine if you want.

If the cloned LUN/datastore contains a snapshot, use Snapshot Manager to delete it,
which commits the data from the delta disks into the original virtual disk.

10.3.2 Recovering the RDM from Snapshot copy

Recovering the Raw Device Mapping (RDM) from a Snapshot is quick and easy. You shut
down the VM, replace the LUN, and start the VM again, as explained in the following steps:

1.

Open vCenter.

2. Select the guest you want and power it off.
3.
4. Clone the original LUN from a recent Snapshot copy:

Connect to the N series system console through SSH, telnet, or a console connection.

Tun clone create <clone LUN path> —b <original LUN path> <Snapshot name>
Take the current version of the LUN in use offline:

lun offline <LUN path>

Bring the cloned LUN online:

Tun online <LUN path>

Map the cloned LUN:

Tun map <LUN path> <igroup> <ID>

8. Back on vCenter, select the virtual machine you changed and power it on.

9. Validate that the restore is to the correct version. Log in to the virtual machine, and verify

that the system was restored to the proper point in time.

10.Connect to the N series system console through SSH, telnet, or a console connection.
11.Delete the original LUN:

lun destroy —f <original LUN path>

12.Split the clone into a whole LUN:

Tun clone split start <cloned LUN path>

13.Optional: Rename the cloned LUN to the name of the original LUN:

Tun mv <cloned LUN path> <original LUN path>

Chapter 10. Recovery options 189



10.3.3 Recovering virtual machines from an NFS Snapshot copy

NFS provides a quick method to recover a guest from a Snapshot copy.

In summary, the process described next powers off the guest, restores the virtual disk
(.vmdk), and powers on the guest. To complete this process, follow these steps:

1. Open vCenter.

2. Select the d virtual machine you want and power it off.

3

. Browse the datastore where the .vmdk are located and go to the folder containing those
files.

4. Rename the .vmdk, so a new file can be created when recovered from N series Snapshot.
5. Connect to the N series system console through SSH, telnet, or a console connection.
6. Restore the VMDK file from a recent Snapshot copy:

snap restore -t file -s <snapshot-name> <original VMDK path> <original VMDK
path>

7. Return to vCenter, select the virtual machine, and start it.

8. Validate that the restore is to the correct version. Log in to the guest, and verify that the
system was restored to the proper point in time.

9. Delete the renamed .vmdk files from the datastore, browsing it.

10.4 Recovering files within a guest

190

Rather than recovering a whole guest from backup, sometimes only a few files need to be
recovered within the guest. You can recover those files directly if the guest has backup client
software installed and is sending backups to a central backup server. But if the only backup
available is the entire LUN, an alternative method must be used.

If snapshots are implemented, files can be recovered from a cloned snapshot with no
additional backup infrastructure required. Because the files are encapsulated within the guest
.vmdk file, the file must be mounted by a virtual machine on the target server or another
virtual machine.

Tip: Using the target guest to mount the cloned .vmdk file is the most straightforward
method. However, unmounting the file requires an outage on the guest. Therefore, plan for
its use on a production guest. This example uses a temporary VM created for this task that
can be removed after the recovery is complete, or kept for future file recoveries.
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10.4.1 Creating a temporary recovery guest

You can create a temporary guest from a template or installing the operating system (OS)
from a media. The temporary virtual machine must be compatible with the original OS.

10.4.2 Connecting the cloned virtual disk to the temporary guest

After the guest is created (our VM is named Temp-VM), connect it to the cloned guest disk:
1. Right-click the temporary guest and select Edit Settings
2. In the Virtual Machine Properties window, on the Hardware tab, click Add as in

Figure 10-27.
2! Temp-vm - ¥irtual Machine Properties
Hardware IDptinn:| Resources |
™ chow all Devices Add, .. Remorve
Hardware SUMIEFY
Wl Memary 512 MB
B crus 1
E3 wides eard Video card
= VMCI device Roeshriched
{3 5Cstcontralier 0 Buslogic Paralel
= Harddisk i Wirtual Disk
By COfovD Drive | Clerk: Device
BB Network sdapter 1 VM Mebwork
e Floppy drive 1 Cherk: Device

Figure 10-27 Adding disk to the temporary VM

3. Select Hard Disk and click Next.

4. Select “Using an existing virtual disk” as shown in Figure 10-28, and click Next.

Select a Disk
Device Tvpe A wirtua disk s composed of one or more files on the host file system, To
Select a Disk fikes sppear as & single hard disk bo the guest operating syskem,

Sedact the bype of disk to usa.
—Disk

™ Creste & new virtual disk

¥ L an existing virbusl disk
Reuse a previously configured virtual disk,

Figure 10-28 Adding an existing disk
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5. On Select Existing Disk, browse to the datastore mounted over the recovered LUN. Find
the disk from where the data is to be copied, as shown in Figure 10-29, then click Next.

Select Existing Disk
Wehnch existing disk do you want ko use as this virtual disk?

"I—"E Disk: File Path
Salect a Disk
Select Existing Disk ls-;ap A0B3TE2B-ISCSL_DS1 ] W2k WK wmdk. Browise. .,

Figure 10-29 Browse recovery datastore until finding the .vmdk containing the data wanted

6. On the next panel, Advanced Options, accept the default SCSI controller being assigned
to the disk and click Next.

7. On the Ready to Complete panel, review the entered information and click Finish.
8. Check the Recent Tasks list for successful reconfiguration of the guest (Figure 10-30).

Recent Tasks

Mare | Target | Status
@ Reconfigure virkual,., 1 Temp-¥M & Completed

Figure 10-30 Completion of the adding disk task

10.4.3 Copying the files to the target guest

192

The temporary guest is now ready to be started in order to provide the data back to the
original virtual machine. We now actually copy the data from one to another, as shown in the
following steps:

1. Right-click the temporary guest, select Power and then Power On.
2. To access the guest, log on to the console. Right-click it and select Open Console.

3. After the OS comes up, log to it and set an IP, so it can share data with the original virtual
machine. You might get a warning saying that the OS completed the installation of a new
device (the added disk), requesting a restart. As a restart is not necessary, click No.
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4. Notice how the guest has a second local disk, which is E: in this case. This disk is the

cloned disk from where the data is to be recovered (Figure 10-31).

L__,] Temp-¥™ on esxiZ. mainzlab.ibm.com
File Wew YM

B0y 8

S G e &

B~y Computer

| Fle Ede view Favorites Tools Hel

J G=Back + = - [&] | @hSearch [YjFolders (SHistory |

|-°-I:‘ld’$5 |@, Ity Camputar

..@,_:

My Computer

=533 Floppy (A:)

& Compact Disc (D:)

| Contral Pane|

Local Disk {E:)
Local Disk

Figure 10-31 The disk from which the data is to be recovered

5. Map a network drive pointing to the original virtual machine (in this case, Prod-VM) and

the disk to receive the restored data (Figure 10-32).

Map Setwork Drive

\_! accass the Folder using My Computer,
|

that you want ko connect bo;

‘windows can help you connect bo & shared network Folder
and assign & drive lether to the connection so that you can

SpecFy the drive ketter For the connection and the folder

Examphe: |\serverishare
¥ Reconnect s logan

Dirive: IF: j
Folder: I'."r'f'I'd WM __ﬂ Browse... I

Connect using a different user name,
Create a shortcut bo & Web folder or FTP site,

Figure 10-32 Mapping the destination drive on the original virtual machine

6. Copy the data from your restored VM into the mapped drive.
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10.4.4 Disconnecting the cloned disk from the temporary guest

194

After file recovery is completed, shut down the temporary guest, so that the cloned disk can
be disconnected:

1.

Shut down the OS to avoid corruption. This process shuts down the VM as well.

2. After the guest is down, right-click the temporary VM and click Edit Settings...
3.
4

. The Virtual Machine Properties window gives you two options. As the LUN is intended to

Select the cloned disk, and click Remove

be removed later, there is no need to destroy the data. So we select Remove from virtual
machine as in Figure 10-33, then click OK.

E‘r: Temp-¥+ - Yirtual Machine Properties
Hardware Iu;.pum; | ReE=aUrcEs | Wirtual Machine Yersion:
; Thiz device has been marked for remenval from the wirtual
R .
™ Show &ll Devices Add I estore I s vehen the CE L s cicked.
Hardware | Summary | To cancel the remaval, dick the Restore button.
Bl Memory 512 MB
B crus 1 —Ramoval Options:
.]__1. Vidsn -:-.d.r-:.! Video card w Rsmove From ine
= VYMCI device Restricted
0 SCSI cortroler O BusLogic Paralle ™ Aemove Fram virbual maching and delete filkes From disk
&= Harddisk1 Wirbual Disk
% COfOND Detve 1 Client Device
B3 Network adapter WM Bletwork
g Floppy drive 1 Clienk Device
= Herehdsht ey Peprprer=th

Figure 10-33 Removing the disk from the VM

5.

Verify that the Recent Tasks list to confirm that the disk was removed, as in Figure 10-34.

Recent Tasks

Marme | Targek | Skakus
@ Reconfigure virtual,.. [0 Temp-yM & Completed

Figure 10-34 Completion of disk removal
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10.4.5 Removing the cloned LUN

After the recovery of the VMware guest or data from the cloned LUN, you must delete the
cloned LUN so that N series Snapshot backups can be started again.

Preparation: Ensure that any VMware guests that were connected to the cloned LUNs are
disconnected before deleting the clone.

To remove the clone, follow these steps:

1. In FilerView, from the left navigation pane (Figure 10-35), select Volumes — Manage.
Select the cloned volume and click Offline, as shown in Figure 10-35.

B ne2vo01 7 Manage Volumes @
= Filer 7 (% Valumes ~+ Managa
* Volumes (7,
Add Filter by: | All Volumes v
Manage -if—
« FlexClone Volumes (7 Nama Staruz Root Containing FlaxClons Avail Used Total Files Max Fily
* Qtrees (7 —
- clone esx {SCS online,raid_dp aogrl mcai bng vmware B4 ATEGB 4% BOGE 102 A m
= Quotas {7 ) . . . » .
Snapshots (7 [0 izcsl esx ciens online,raid_dp gr s B0GE 0% E&0GS 8 3lm
o |
- ona ] wol) online, raid_dp mirror degraded + aggrl - 222G 1% MSGB TEk 103m

« Aggregates (7

. ] vol for iscsl online,raid_dp . 451 BB 44% BO0GE 103 311 m
= Storage |7
« Operations Manager '/ Select All - Unselect Al [ Restrict ] [ Offine J Dastroy

il
* SnapMirror 2 Volumes: 14 of 4
s CIFS (%)
« NFS(H [
Refresh

s HTTP (7

Figure 10-35 Selecting the volume and taking it offline

2. Click OK to confirm taking the volume offline and then check the success message on
Manage Volumes, as in Figure 10-36.

The page at http://9.155.90. 166 says:

9 Offine Selected Volume(s)?

s e

& nuemo.m 7 Manage Volumes @
« Filer % ‘olumes — Manage

# Volumes (7

Add 1 Success
[fanage

Figure 10-36 Take volume offline

3. Select the volume again, but this time, click the Destroy button.
4. Click OK to confirm that you want to destroy the volume that is shown.
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5. Now the Manage Volumes pane (Figure 10-37) indicates that Destroy function was
successful, and the volume is not present on the list anymore.

FilerView®

Manage Volumes @

Jolumes —» Manage

i Success

vl [ view |

Fl wol) online raid_dp mirror degraded o aggrl = 2GB 1% 285GE TEK 10
[ ol for isca agorl scei Wns vmyware 451GB 44% B0GE 102 34

Filter by: Al Volumes

online, raid_dp

Select Al - Unselect All

Volumes: 1-2 of 2

Diestn

Figure 10-37 The success message after destroying the volume

6. You will see the datastore related to that LUN grayed, as it is unavailable (Figure 10-38).

esHil.mainzlab.ibm.com ¥rware ESX, 4.1.0, 260247

Getting Started  Summary

wirbual Machines  Performance

Tasks & Events | Alarms

PermEsions

Maps  Storage Vie

FAF T View: s
Processars Datastores Refresh  Delete  Add Storage.. Rescan 41,
Memary IdentFication + | Stabus | Device | Capacty | Free | Type

+ Shorage [T == & Mormal  NETAPPSCSIDik,.. 29.75GE  27.03GB wmfs3
Metworking i nS500-01MFS1 & Mormal  9.155.59.100:jvol.,  8000GB  T71.52GEB WFS
Storage Adzpters g nSS00-02 MFS 2 & MNowmal  9.155,59,102:fvol., S000GE 47.43GE NFS
Metwork Adapters B oo a3 @ Nomal  WETARPSCSID.. 297868 ARG vmee?
Advanced Settings H StorageZ local & Mormal  Local ServeRADD., 135.25GB 12617 G wmfs3

Figure 10-38 Datastore grayed due to LUN unavailability

7. Click Rescan All... to remove that datastore from the list, as shown in Figure 10-39.

esxil.mainzlab.ibm.com Yware ESX, 4.1.0, 260247

Getting Started | Summary | Virtual Machines | Performance  ERGHIT-PENLIN Tasks i Evenks  Alarms | Permissions ' Maps | Storage Vie

Hardware Wiew:  [Datastores Devices
Processors Datastores Refredh  Delete add Storage..,  Rescan all.
Miamaty Tdentification BELT | Device | Capacity | Fres | Type

v Rorage ﬂ i5CSI_DS1 & MNormal  METAPPiSCSIDisk.., 29.75GB  27.03GB wmfs3

Hetwiorking nEa00-0LMFSL Q mMorma 9, 155.59.101 Mol S0.00E TF1S52GE MNFS
Storage Adapters H nSS500-02 NFS 2 & Normd  9.155.59.102:vol..  B000GE  47.43GB NFS
MNebwork, Adapbers i# Storapez local & Morma  LocalSerweRADY,. 135.25GE 12617 G wmfs3
Advanced Sethings

Figure 10-39 Grayed datastore not on the list anymore after a rescan
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Backup and recovery to a
separate system

The N series storage systems provide a facility called SnapVault. It uses the Snapshot
principles to make copies of the data of the primary storage system and put them onto a
secondary system. With this method, the secondary system can replace tape backup for
normal backup operations.

However, if tape is required, for example, with long data retention periods, tape backups can
be taken off the secondary system. This task does not require a special out-of-hours backup
window, because backups do not impact the primary system.

This chapter includes the following topics:

Licensing the SnapVault locations

Setting up the primary storage

Creating a Qtree

Setting up auxiliary storage

Configuring SnapVault

Taping backups from the SnapVault secondary system
Restoring SnapVault snapshots

YyVVyVYyVYVYYVYY
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11.1 Licensing the SnapVault locations

To use SnapVault, you must license the primary and secondary SnapVault locations:
» You enable SnapVault Primary on the N series server that you will back up from (source).
» You also enable SnapVault Secondary on the N series to which you intend to back up.

To license the SnapVault locations, follow these steps:
1. In the left navigation pane of FilerView, select Filer - Manage Licenses.
2. In the SnapVault ONTAP Primary field (Figure 11-1), enter your primary license.

W T
K =Lt
IBM System Storage™ N series
FilerView®
i * SnapValidator .
B itmome3 (7 Enter the SnapValidator license
# Filer s (%) : Vault L o :
Show Status napVault Linux Primary

Enter the SnapVault Linux Pnmary license
Manage Licenses

: SnapVault ONTAP Primary W0 v
Hapo Enter the SnapWault ONTAP Primary license
Syslog Messages
Aot Loce: SnapVault ONTAP Secondary ¥
°d ) Enter the SnapVault ONTAP Secondary license
Use Command Line = =
Configure Syslog SnapVault Unix Primary T

Enter the SnapVault Unix Primary license

SnapVault Open File Manager

Configure File System

Configure Autasy
o7 e Enter the SnapVault Open File Manager license
Test Autosupport g
St Date/Time SnapVault Windows Primary 7
Configure Miscellanegus Enter the SnapVault Windows Primary license
Shut Down and Reboot SyncMirror 7

Figure 11-1 Entering the SnapVault license

3. Verify that the license was installed successfully (Figure 11-2).

Manage Licenses @

Filer =+ Manage Licenses

1 E sv _ontap pri 90 day site license has been installed.
SnapVault CNIAFP Primary enabled.

Licenze update completed %

Figure 11-2 SnapVault license installed

4. Repeat these steps on the secondary system, entering the license details into the
SnapVault ONTAP Secondary field.
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11.2 Setting up the primary storage

If you are setting up a new environment, you can plan your primary storage based upon the

backup schedule that you require. Where possible, co-locate data with similar backup

requirements together on the same volumes. Or more importantly, try not to store data with
separate requirements on the same volume. For example, make sure that your transient data
is stored on separate volumes from your vital data.

The steps for setting up your primary storage are similar to setting up any N series storage for
Virtual Infrastructure 4. See Chapter 10, “Recovery options” on page 177. The difference is
that storage that is to be replicated by using SnapVault requires an extra level between the

volume and the LUN called a QOtree. A Qtree provides additional flexibility to assign the

specific LUNs to be backed up and restored.

11.3 Creating a Qtree

Volumes without LUNs: Volumes without LUNs do not require a Qtree on the primary
storage. Snapshots are taken at the volume level.

After you create your volumes (or if you have existing volumes), each of them will need at

least one Qtree. Do these steps:
1.

I itsotuc1 (%)
» Filer 7 (7

» Volumes (7

Add
Manage
Restore
» Qtrees (7
Ad
Mahe
» Quotas (7

» Snapshots (7)

» Aggregates | (7
Figure 11-3 Adding a Qtree

In FilerView, select Volumes — Qtrees — Add (Figure 11-3).
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2. Inthe Add QTree pane (Figure 11-4), enter the volume in which you want the Qtree to be
created, and the Qtree name. Then click Add.

Add QTree @

Volumes —+ Qirees — Add

Volume: volvm_primary [m] @
Select the volume to which the gtree will be added.
Only on-line volumes are displayed

QTree Name: lgt_vm_pri ]
Enter the name of the new gtree to be added

Security Style: Unix |ael @

Select the secunty style for the giree )

Oplocks: ¥ Oplocks @

Select to enable opportunistic locks for the gtree

3. Verify that the Qtree was created successfully (Figure 11-5).

Figure 11-4 Qtree properties

Add QTree @

Volumes — Qirees — Add

i Success

Volume: vol_vm_primary [» @
Select the volume to which the gtree will be added.

Only on-line volumes are displayed.

QTree Name: e @
Enter the name of the new gtree to be added.

Security Style: Unixe =] &

Select the secunity style for the giree. )

Oplocks: = Oplocks 2

Select to enable opportunistic locks for the gtrea

Figure 11-5 Qtree created
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4.

If you did not yet create LUNs in the volume, create them now. Specify the Qtree in the

path by using the following syntax:

/vol/<vol_name>/<qtree_name>/<lun_name>

For example, the LUN shown in Figure 11-6 is being created in the Qtree created in

Figure 11-6.

Add LUN @
LUNs — Add

LUM Create: succeeded
Succeas

ana Ms

Path: fvolfvol_vm_prigt_wm_g
The full path of the LUN, for example

holfluns/lunOne. The LUM must be created

in the root directory of a volume or a gtree.

LUN Protocol Type: Solaris [ @
Select the multiprotocol type for the LUN.
Description: LUN for guests to be bal @

An optional description of the LUN

Size: 25 v
The size of the LUK

A multipher for the LUN size

Units: GB (GigaBytes) ] @

Figure 11-6 Creating a LUN in the Qtree
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5. If your LUN exists in the volume, change the path. In the left navigation pane of FilerView,
select LUNs — Manage. The LUN shown in Figure 11-7 was moved into a Qtree.

Modify LUN @

LUMs — Manage — Modify

i LUN mowved to the new path

[Manage LUNs] [Map LUMN]
[Onfine] [Ofine] [Delete]
Path: velfvel_vm_prijgt_vm_j @

The full path of the LUN, for example volfllunsflunOne. You can
rename a LUM (path of the LUN can be changed) but the new path must
be in the same wlume as the onginal one

Status: online @

Status of the LUN.

LUN Protocol Type: Solaris @

Select the multiprotocol type for the LLIN.

Description: LUUN for guests to be bad (2
An optional descrption of the LUN.

Size: 25 s
The size of the LUN. The curent exact size 15 26843545600 bytes.

Units: GB (GigaBytes) | @
A multiplier for the LUN size.

Space Reserved: Space Reserved @

Indicates whather this LUN is space resened.

Figure 11-7 LUN moved to a Qiree
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11.4 Setting up auxiliary storage

After your primary storage is configured correctly, set up the auxiliary storage, which is where
the backups are to be stored. The auxiliary storage must be configured with a volume at least
as large as, or larger than, each primary volume that you intend to back up. You must set the
Snapshot reserve to 0.

To set up auxiliary storage, follow these steps:

1. Disable scheduled Snapshots on the volume, because you will use SnapVault for any
backups that are required. In FilerView, in the left navigation pane (Figure 11-8), select
Volumes — Snhapshots — Configure.

i3 itsotucd (%)
s Filer ' (7,
* Volumes = (7,
Add
Manage
Restore
» FlexClone Volumes (7)
» Qtrees (7
» Quotas (7
= Spapshots (7
Add
Configur
Manageib

Figure 11-8 Selecting to configure the Snapshot schedule
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2. In the Configure Snapshots pane (Figure 11-9), select the secondary volume that you just
created. For Scheduled Snapshots, clear the Scheduled check box.

Configure Snapshots @

Valumes — Snapshols — Configure

Volume: volvm Vault || @
Select the volume for which snapshots will be configured. Only
onling volumes are displayed.

Snapshot Reserve: 0 %@

Enter the size of volume's snapshot reserve, a percentage
betwaen 0 and 100

Snapshot Directory Visible: ¥ Directory @

Select to make the _snapshot directory wsible.

Scheduled Snapshots: “1Scheduled @
Select to enable scheduled snapshots.
Number of Scheduled Snapshots to Keep: 0 Weekly @
Enter the number of scheduled weekly, nightly, and hourly 2 Nightly
snapshots to keep. These snapshots are created only if g
Scheduled Snapshots is selected. L] Hourly
Hourly Snapshot Schedule: @
Select the times at which hourly snapshots will occur
o 0o O 0 R
11 12 3 11 12 3
10 . O L 0 2
Os a¢ 330 O¢ PpM 30
8 4 B 4
T § 5 ﬂ T § 5
O g O B g B

Select All - Unselect All
Figure 11-9 Disabling the schedule
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3. Verify that the Snapshot configuration was successful (Figure 11-10).

Configure Snapshots @

Volumes — Snapshots — Configure

1 Success

Scheduled Snapshots will not be created.
The =chedule walues will be kept for [%
future use.

Volume: vol_vm_Vault [w] @
Select the volume for which snapshots will be configured. Only o
online volumes are displayed.

Snapshot Reserve: 0 or (B
Enter the size of volume's snapshot resena, a parcentage
between 0 and 100.

Snapshot Directory Visible: I Directory @
Select to make the .snapshof directory visible.

Scheduled Snapshots: [Scheduled @

Select to enable scheduled snapshots

Number of Scheduled Snapshots to Keep: 0 |Weekly@

Enter the number of scheduled weekly, nightly. and hourly 2 Nightly
snapshots to keep. These snapshots are created only if 9

Scheduled Snapshots is selected. 6 Hourly
Hourly Snapshot Schedule: @
Select the times at which hourly snapshots will occur
o0 o o ¥ p
11 12 4 11 12 4
O 1 , U O 10 ; U

Figure 11-10 Snapshot schedule not set

You do not need to set up any Qtrees on the secondary volume. SnapVault creates the
Qtrees for you.

11.5 Configuring SnapVault

To configure backups using SnapVault, you must perform an initial backup to put the data on
the secondary system. Then you must set up a schedule for ongoing SnapVault Snapshots.
You can configure this schedule for as often as once each hour, depending on your backup
needs.
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11.5.1 Running the CLI

SnapVault configuration is done by using the N series command line interface (CLI). To run
the CLI, use telnet to access the IP address of the N series server. Alternatively, start the
command line from FilerView by selecting Filer -> Use Command Line from the navigation
pane (Figure 11-11).

I itsotuc3 [ (7

s Filer O (7)
Show Status
Manage Licenses
Report
Syslog Messages
Audit Logs
Use Command Ling
Configure Syslog %}_n)
Configure File System
Configure Autosupport
Test Autosupport
Set Date/Time
Configure Miscellaneoy
Shut Down and Reboot
Show System Status

Figure 11-11 Choosing the CLI option

The examples in the following sections show commands that you can run on either the
primary or secondary system. Therefore, you need to have the CLI open on both systems
while doing the configuration.

11.5.2 Setting permissions
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Set the permissions to allow the secondary system to access SnapVault on the primary
system by using the following command on the primary system (Example 11-1):

options snapvault.access host=<secondary>

Example 11-1 Setting SnapVault permissions

itsotuc3> options snapvault.access host=9.11.218.238
itsotuc3>

Enter the same command on the secondary system, specifying the primary as the host:

options snapvault.access host=<primary>

By using this command, the primary can perform restore operations from the secondary
system later.
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11.5.3 Performing an initial SnapVault transfer

To perform the initial SnapVault transfer, follow these steps:

1. Set up the initial backup by entering the following command on the secondary system
(Example 11-2 on page 207):
snapvault start -S <primary>:<primary_qtree> <secondary>:<secondary_qtree>

The secondary Qtree does not exist yet. It is created with the name you provide in the
command.

Example 11-2 Initial SnapVault

itsotuc4*> snapvault start -S 9.11.218.237:/vol/vol_vm_5/qtree_vml
itsotuc4:/vol/vol_vm_Vault/qtree_vm_Vaultl

Snapvault configuration for the gqtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

The initial SnapVault might take some time to create, depending on the size of the data on
the primary volume and the speed of the connection between the N series systems.

2. Use the snapvault status command to check whether the SnapVault is completed
(Example 11-3).

Example 11-3 Checking the SnapVault Status: Initial SnapVault in progress

itsotucd*> snapvault status
Snapvault secondary is ON.

Source Destination

State Lag Status

9.11.218.237:/vol/vol_vm_5/qtree vml itsotuc4:/vol/vol_vm Vault/qtree vm Vaultl
Uninitialized - Transferring (4086 MB done)

itsotucéd>

After the initial SnapVault is complete, the snapvault status command is displayed as
idle (Example 11-4).

Example 11-4 Check SnapVault Status - Initial SnapVault complete

itsotuc4> snapvault status
Snapvault secondary is ON.
Source Destination
State Lag Status
9.11.218.237:/vol/vol_vm 5/qtree vml itsotucd:/vol/vol_vm Vault/qtree vm Vaultl
Snapvaulted 00:38:27 Idle
itsotuc4>

3. Check the volumes on the secondary system in FilerView to ensure that they are using the
expected amount of space. They need about the same amount as on the primary system.

4. Check that the Qtree created by the initial SnapVault is listed in FilerView.

You are now ready to set up the SnapVault schedule for automated Snapshot transfers for the
future.
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11.5.4 Configuring the schedule
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Unlike the initial setup of SnapVault, the schedules are configured at the volume level rather
than at the Qtree level. The schedule must be configured on both the primary and auxiliary
storage systems. This way, the primary system can create a Snapshot locally and then the
destination transfers the data across to itself.

Setting up the primary schedule
Set up the SnapVault schedule on the primary system by entering the following command on
the primary system:

snapvault snap sched <volume_name> <snap_name> <sched_spec>
where <sched_spec> is <copies>[@<hour_list>][@<day list>]

For example, you might want to schedule snapshots to run three times a day at 8 a.m., 4 p.m.,
and midnight, retaining two days worth of backups (that is, six copies). Example 11-5 shows
the command and resulting output for this configuration.

Example 11-5 Scheduling SnapVault Snapshots on the primary system

itsotucl> snapvault snap sched vol_vm pri 8 hourly 6@0,8,16
itsotucl> snapvault snap sched

create vol_vm pri 8 hourly 660,8,16

itsotucl>

Use the snapvault snap sched command to check the newly created schedule.

Setting up the secondary schedule

You must also configure the schedule for the auxiliary storage system in a similar way.
However, the secondary needs to transfer the snapshot from the primary system. Therefore,
the command is a little different:

snapvault snap sched -x <volume_name> <snap_name> <sched spec>
where <sched_spec> is <copies>[@<hour list>][@<day Tist>]

The -x option tells the secondary system to transfer the snapshot from the primary system.

In the previous example, where three backups are taken per day, you might want to retain
backups on the secondary system for a longer period. For example, you might want to retain
backups for a week (that is, 21 backups in total). Example 11-6 shows the command and
resulting output in this situation.

Example 11-6 Scheduling SnapVault Snapshot transfers on the secondary system

itsotucd> snapvault snap sched -x vol_vm_vault2 8 hourly 2160,8,16
itsotucd> snapvault snap sched

xfer  vol_vm_vault2 8 hourly 21€0,8,16

itsotucd>
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After the scheduled time passes, look for your Snapshots in FilerView on both the primary

and auxiliary storage systems. Their names are based on the snap_name that you set

previously. Figure 11-12 shows an example from the secondary system.

Manage Snapshots @

Volumes =+ Snapshois =+ Manage

[Add Snapshof]

View Volume vol_vm_vault2 |+
View Snapshots All Snapshots |+

Select All - Unselect All

View Space Usage [
Volume Name
[0 wol vm vaulz Esotuc4({0101185587) vol vm vault?-base.)
[ wol vm w & hourky 8
[0 ol vm vaul2 8 hourly.7
[0  wol vm vault? & hourlv &
[0 ol vm vaul2 8 hourly.5
[]  xolvm vault? hourly 4
[[] wol vm vault? & hourly.3
|:| vol vm wvault? 8 hourly 2
[] wol vm vault? & hourky 1
[ wol vm vault2 & hourly.0

Refresh

View |

Date
Apr 24 10:02
Apr 25 16:05
Apr 26 00:05
Apr 26 08:05
Apt 26 16:05
Apr 27 00:05
Apr 2T 08:05
Apr 27 1605
Apr 28 00:05
Apr 28 08:05

Status

snapvaul
normal
normal
normal
normal
normal
normal
normal
narmal

normal

Figure 11-12 SnapVault Snapshots in FilerView

11.5.5 Scripting a schedule

Similar to regular snapshots, you take VMware guest snapshots before the SnapVault
scheduled Snapshot or transfer to provide a consistent, recoverable guest state.

You can script this schedule by using the following Virtual Infrastructure 3 commands:

» The snapvault snap sched command is used to set the retention.

» The snapvault snap create command is used to create the snapshots.

You still perform the initial snapshot from the secondary system as described previously. Then
you run the snapvault snap sched command once on the primary system to set the retention

of the snapshots to be scripted. Do not specify the times to run (Example 11-7).

Example 11-7 SnapVault Snapshot retention on the primary system

itsotucl> snapvault snap sched vol_vm pri 8 hourly 6@-

itsotucl> snapvault snap sched
create vol_vm pri 8 hourly 66-

itsotucl>
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The VMware and SnapVault script can now be run on the primary system by using the same
snapname specified in the schedule. Example 11-8 shows the snapvault command included in
the script.

Example 11-8 SnapVault command in the VMware Snapshot script

itsotucl> snapvault snap create vol_vm_pri 8_hourly
itsotucl>

The secondary system can have a normal SnapVault schedule configured that is timed to
start a little after the script is run on the primary systems, as shown in Example 11-9.

Example 11-9 Schedule for SnapVault Snapshot transfers on the secondary system

itsotuc4*> snapvault snap sched -x vol_vm vault2 8 hourly 21€0,8,16
itsotucd*> snapvault snap sched

xfer  vol _vm vault2 8 hourly 21@0,8,16

itsotuc4*>

11.6 Taping backups from the SnapVault secondary system

Where off-site backup is required, or if longer retention periods exist than are economical to
store on disk, snapshots from the auxiliary storage system can be written to tape. You can
perform this task by using the N series dump command with a local tape system. Alternatively,
you can use an NDMP-enabled backup application, such as IBM Tivoli Storage Manager.

The volumes of the auxiliary storage system can be mapped directly by the backup server, and
the Snapshots are stored as subdirectories. Therefore, you can perform backup to tape of the
required snapshots at any convenient time before the snapshot retention period expires.

For details about using Tivoli Storage Manager to back up an N series storage system, see
Using the IBM System Storage N series with IBM Tivoli Storage Manager, SG24-7243.

11.7 Restoring SnapVault snapshots

Similar to regular snapshots, the type of recovery is determined by the level of restoration that
is required. This section explains how to recover a Qtree from a SnapVault Snapshot. The
concepts for recovering a virtual machine or file within a virtual machine are the same as for
regular snapshots. For additional information about some of these procedures, see

Chapter 10, “Recovery options” on page 177.

11.7.1 Preparation
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If you did not do so already, set the permissions on the secondary to allow the primary to
perform the restore by entering the following command on the secondary system
(Example 11-1 on page 206):

options snapvault.access host=<primary>

Before recovering SnapVault Snapshots to Virtual Infrastructure 4.x, the ESX host must be
configured to allow Volume Resignaturing.
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11.7.2 Restoring the Qtree

Performing a LUN restore from SnapVault places the restored LUN on a volume on the
primary storage system. You enter the following command (Example 11-10) from the primary
system:

snapvault restore -S <secondary>:<secondary_ gtree> <destination_gtree>

The destination Qtree does not yet exist. It is created with the name you provide in the
command. This command restores all LUNS from the secondary Qtree to the new Qtree. The
new Qtree can be in the same volume or in a different volume from the original source data.

Example 11-10 SnapVault restore command

itsotucl> snapvault restore -S 9.11.218.238:/vol/vol_vm_vault2/qt_vm vault2
/vol/vol_vm_pri/qt_restl

Restore from 9.11.218.238:/vol/vol_vm_vault2/qt_vm_vault2 to
/vol/vol_vm_pri/qt_restl started.

Monitor progress with the 'snapvault status' command.

Abort the restore with ~C.

The CLI for the primary system is unavailable for commands until the restore is complete.
Alternatively, you can press Ctrl+C to end the restore. To view the status, use the snapvault
status command on the secondary system as shown in Example 11-11.

Example 11-11 SnapVault status: Restore underway

itsotucd> snapvault status

Snapvault secondary is ON.

Source Destination
State Lag Status

9.11.218.114:/vol/vol_vm_pri/qt_vm_pri itsotucd:/vol/vol_vm vault2/qt_vm_vault2

Snapvaulted 04:13:04 Idle

itsotucd:/vol/vol_vm_vault2/qt_vm vault2 itsotucl:/vol/vol_vm pri/qt_restl
Source - Transferring (3991 MB done)

itsotucd>

As with the initial Snapshot, the restore might take some time, depending on how much data
in the Qtree is restored. When it is completed, the primary CLI shows a success message
and becomes available again (Example 11-12).

Example 11-12 Successful restore

Made gtree /vol/vol_vm_pri/qt_restl writable.
Restore to /vol/vol_vm_pri/qt_restl completed successfully.
itsotucl>
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The secondary system also shows that the restore is complete, when using the snapvault
status command (Example 11-13).

Example 11-13 SnapVault Status: Restore completed

itsotucd> snapvault status

Snapvault secondary is ON.

Source Destination
State Lag Status

9.11.218.114:/vol/vol_vm_pri/qt_vm_pri itsotucd:/vol/vol_vm_vault2/qt_vm_vault2

Snapvaulted 04:27:37 Idle

itsotucd:/vol/vol_vm vault2/qt_vm vault2 ditsotucl:/vol/vol_vm pri/qt_restl
Source 04:13:36 Idle

itsotucd>

11.7.3 Restoring a previous backup

You saw how to restore from the most recent SnapVault backup that exists on the secondary
system in 11.7, “Restoring SnapVault snapshots” on page 210. To restore from a previous
backup version, enter the following command:

snapvault restore -s <secondary snapname> -S <secondary>:<secondary qtree>
<destination_gtree>

Here is how to find the secondary snapshot name for the volume where the required Qtree is
on the secondary system. In FilerView on the secondary system, select Volumes —
Snapshots — Manage. The name must be the name that you gave the snapshot on the
secondary SnapVault schedule. It must be appended with a number to show which retained
version it is, where the numbers start from zero. For example, the most recent version is 0, the
previous backup was 1. The command shown in Example 11-14 restores the third most
recent backup from the secondary system to a different volume from the original.

Example 11-14 Restoring a previous SnapVault backup

itsotucl> snapvault restore -s 8 hourly.2 -S
9.11.218.238:/vol/vol_vm_vault2/qt_vm_vault2 /vol/vol_vm_rest/qt_restl
Restore from 9.11.218.238:/vol/vol_vm vault2/qt_vm_vault2 to
/vol/vol_vm_rest/qt_restl started.

Monitor progress with the 'snapvault status' command.

Abort the restore with ~C.

Made qtree /vol/vol_vm rest/qt_restl writable.

Restore to /vol/vol_vm_rest/qt_restl completed successfully.

itsotucl>

11.7.4 Mapping the LUN
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After the restore is completed, the restored LUNs are displayed in the new Qtree on the
primary system. You must map the required LUNs to allow them to be accessed by the
VMware host.

Follow the instructions provided in 10.2.2, “Configuring the cloned LUN to be accessed” on
page 183to map the LUNSs.
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11.7.5 Mounting a restored image in the VMware host

After the LUN is mapped, rescan the adapters on the VMware hosts, as explained in 10.2.2,
“Configuring the cloned LUN to be accessed” on page 183. The data is now accessible.
Depending on the restoration you require, perform one of the following actions:

» Start the restored guests from the restored location:

a. Check that the original guests are no longer running, or stop them.
a. Open the recovered datastore on an ESXi host.

b. Add each guest to the inventory.

c. Start the recovered guests.

» Copy the required guests across to an existing datastore:

a. Open the original and restored datastores in vCenter.

b. Copy the required guest folders from the restored datastore to the original datastore.
c. Start the guests in the original datastore.

d. Delete the restored Qtree with data.

» Temporarily mount a guest to recover individual guest files:

a. Connect the .vmdk file of the restored datastore to a temporary guest.
b. Copy the required files from the restored .vmdk to the original guest.
c. Disconnect and remove the restored Qtree with data.
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12

High availability and disaster
recovery

This chapter provides information about the opportunities for high availability (HA) when using
VMware vSphere 4.1 and N series storage in the same environment. It then explains the
implementation of disaster recovery using the functions of these technologies.

This chapter includes the following topics:

High availability

Disaster recovery options
Setting up disaster recovery
Recovering from a disaster
Returning to production
Disaster recovery testing

vVvyvyvyYYyypy
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12.1 High availability

This section provides details about some of the high availability features of the N series and
Virtual Infrastructure 3 solution.

12.1.1 N series node failures
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In a normal configuration, two N series servers are clustered. If a failure occurs in one of the
nodes, the second system automatically takes on the load of both servers without any manual
intervention required.

However, if a failure affects both nodes, such as a power failure for the whole server
environment, a disaster recovery implementation is required. This implementation can be in
the form of a second pair of N series servers in a location nearby, using MetroCluster. Or it
can be done with a pair of N series servers in a more remote location, using SnapMirror.

An N series cluster (standard N series configuration) offers the following high availability
features:

v

Built-in redundancy for a failure of a power supply, fan, or disk controller
RAID-DP for a single or dual disk failure

Multipath for a single disk path or port failure

Snapshot copies for accidental erasure or destruction of data

vyy

MetroCluster is an extended N series cluster for distances of up to 100 km with fiber
connectivity between sites. It provides the following additional HA features:

SyncMirror for a triple disk failure or complete disk shelf failure
Redundancy for a host bus adapter (HBA) or port failure
Active-active controller configuration for a storage controller failure
MetroCluster for a data center power or environmental outage

The ability of VMware HA cluster to be split across the MetroCluster

vyvyvyyvyy

Figure 12-1 shows a fabric attached MetroCluster configuration.

=@ (=§ Building
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H

""" Cluster inter onnect

Figure 12-1 MetroCluster configurations
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12.1.2 VMware host failures

With two or more VMware hosts configured in a cluster with a shared storage, you can have
high availability features. Virtual machines on a failed host can be quickly restarted on
another host, as long as there is capacity available on the remaining hosts. This feature is
enabled by VMware High Availability (HA). As a preferred practice, provide enough capacity
on your environment for the failure of at least one host, also known as N+1. Depending on
your availability requirements and the speed of growth of your environment, you might even
want to size it N+2.

Another feature available is Dynamic Resource Scheduler (DRS), which manages the load of
the guests across the servers in the cluster. If one of the hosts becomes overloaded, guests
can be automatically moved to a server with a less load without any downtime. If you plan to
use the VMware HA feature, you can also use the DRS feature. This feature allows virtual
machines to be evenly balanced across the cluster in the event of a host failure.

If you do not have high availability on your environment, use operating system or
application-level clustering. If your application is not state-aware, use load balancers, as for
web servers.

12.2 Disaster recovery options

You can mirror an N series node (cluster) at the primary site to an N series node at a
secondary site (Figure 12-2). It can be used in a development or test capacity during normal
operation if the loss of it in a disaster is acceptable. Otherwise, it can be used for on demand
or out-of-band additional capacity.

Disaster recovery can also be done using a FlexClone of the SnapMirror. You can even start
the virtual machines in the DR site while the run on the primary site if their network is isolated.
This method uses a lot less disk than traditional methods, because cloning does not require a
full copy of the source, but rather only as changes occur on either copy.

A VMware host or cluster must be in the disaster recover site also to run the VMs present on
the cloned storage at DR site. However, it does not have to be the same hardware, thus
providing more flexibility to your planning.
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Figure 12-2 N series Gateway cluster configuration

12.3 Setting up disaster recovery

In this section, you configure a Virtual Infrastructure 3 and N series environment to use the
N series SnapMirror feature. This feature provides replication of the datastores to a second
location that is ready for use in the event of a disaster.

The following tasks are involved:

1. Configuring the source location storage

2. Enabling SnapMirror on the N series storage systems
3. Configuring the mirror

4. Starting the mirror

The SnapMirror configuration is similar in many ways to SnapVault configuration. Therefore, if
you already reviewed Chapter 11, “Backup and recovery to a separate system” on page 197,
you can see that the setup is familiar.

12.3.1 Setting up the primary storage
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If you are setting up a new environment, you can plan your storage based on your disaster
recovery requirements. Where possible, co-locate data with similar disaster recovery
requirements on the same volumes. More importantly, try not to store data with separate
requirements on the same volume. For example, make sure that your transient data is stored
on separate volumes from your vital data.
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To set up the primary storage, follow these steps:
1. Set up your primary storage as for any N series storage for VMware.

2. On the destination storage system, create a volume for each volume you intend to
replicate that is at least as large as the source volume. However, do not create LUNs,
because they are replicated from the source.

3. Restrict access to the destination volumes by entering the vol restrict <vol_name>
command (Example 12-1). This command prevents the volume from being accessed by
the virtual machines outside of a disaster situation.

Example 12-1 Restricting a destination volume

itsotucl> vol restrict vol_vm_dr
Volume 'vol_vm_dr' is now restricted.
itsotucl>

4. On the destination storage system, create a volume with the appropriate LUNs that are the
same as each of the volumes on the source that contains the transient data.

5. Disable the automatic snapshots of both the source and destination volumes unless you
have a separate need for them.

SnapMirror: Unlike SnapVault, which requires Qtrees, SnapMirror works at either the
Qtree level or volume level. The examples in this section use volumes, but you can use
Qtrees instead if you prefer.

12.3.2 Licensing SnapMirror

To use SnapMirror, you must apply your site license to the source and destination N series
storage systems and to the clustered nodes for each system, if applicable:

1. In FilerView, in the left navigation pane, select Filer - Manage Licenses.
2. In the Manage Licenses pane (Figure 12-3), enter your license code and select Apply.

Manage Licenses @
Filer =+ Manage Licenses

i A spapmirror site license has been installed.
snapmirror enabled.

Licenae update compleced
ASIS ]
Enter the ASIS license
CIFS Y0000 /]
Entes the CIFS icense. (sita license)
Cluster X0000004 i
Enter the Cluster license. (site license)
Cluster Remote ]

Enter the Cluster Remote license

Figure 12-3 SnapMirror License installed
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When installed, the SnapMirror options become available in the left navigation pane
(Figure 12-4) of FilerView.

15 itsotucd %
= Filer =7
+ Volumes (7
« Aggregates 7
= Storage (7
* Operations Manager 7
* SnapMimor 7
Configur
Report “f}f]
Add
* Log'?
* Remote Access
Enable/Mhsable
e CIFS (D
Figure 12-4 SnapMirror menu options

12.3.3 Setting permissions

Set the permissions to allow the destination system to access SnapMirror on the source by
entering the following command on the source system (Example 12-2):

options snapmirror.access host=<secondary>

Example 12-2 Setting the SnapVault permissions

itsotucd*> options snapmirror.access host=9.11.218.114
itsotucd4*> options snapmirror.access

snhapmirror.access host=9.11.218.114
itsotucd*>

The options snapmirror.access command verifies that the permission was assigned
correctly.

You can also use this function in FilerView. In the left navigation pane, select ShapMirror —
Remote Access — Add. However, use the CLI command shown in Example 12-2 to confirm
that the access was assigned correctly.
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12.3.4 Configuring the volume mirror

To configure the volume mirror, follow these steps:

1. Set up the mirror transfer from the secondary system. In FilerView, in the left navigation
pane (Figure 12-5), select SnapMirror — Add.

1 isotuct )
+ Filer = 7
+ Volumes %
= Aggregates | 7
= Storage 7
+ Operations Manager 7
= SnapMirror 7
Configure
Repart
Add
{tlrli Log'?
* Remote Access 7
Enable/Thsablea

Figure 12-5 Selecting the option to add SnapMirror

2. In the Destination Location panel of the SnapMirror Wizard (Figure 12-6), select the
destination volume you created for this volume mirror. Then click Next.

SnapMirror Wizard: Destination Location

Destination Filer: itsotuct 7
The destination fler for this mirrar

The destination valume for this mirmor —

Destination Qtree: 7
The destination gliee name, if desired

Figure 12-6 SnapMirror destination

3. In the Source Location panel shown in Figure 12-7, enter the IP address (or DNS name if
you prefer) of the source N series system, and the volume you want to mirror. Then click
Next.

SnapMirror Wizard: Source Location

Source Filer: 911.218.238 7
Enter the name of the source filer for the mimrored

volume

Source Location: fwolivol vm,_dr 7
Enter the name of the mimor source volume or full

giree path
Figure 12-7 IP address of the remote storage
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4. In the Set Schedule panel (Figure 12-8), limit the transfer rate by selecting how often you
want transfer updates to occur, based on your disaster recovery requirements. If you do
not want to set any limits, select Never. Then click Next.

SnapMirror Wizard: Set Schedule

Maximum Transfer Rate: J
Enter the data transfer limit

(kilobytes/zec).

Leawing this fiedd blank causes

Data ONTAP to transfer data as

fast as the system allows

Set SnapMirror Schedule: o) Never 7

Selet snapmirror schedul s
o " & Ewvery 30 {» minutes

Each

> hour at 0 |»
minute

. Each day

" at hour

. Cron

* format

Figure 12-8 SnapMirror schedule

5. Inthe Commit panel (Figure 12-9), verify that the settings you entered are correct. Then
click Commit.

SnapMirror Wizard : Commit

Below is a summary of your changes.

Create new SnapMirror

Dezcinacion Filer: itsotucl
Destination Location: wol vm dr
Source Filer: 9.11.218.238
Source Location: /vol/vol wvm dr
Maximum Transfer Race:
Scheduled At: Every minuce : 30

| <Back | [ Cancel | | Enmmlt&

Figure 12-9 SnapMirror implementation summary
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6. Verify that the SnapMirror was added successfully (Figure 12-10).

SnapMirror Wizard - Success

i SnapMirror added successfully

| Close |

Figure 12-10 SnapMirror added successfully

12.3.5 Starting a mirror

After you configure the mirror, you must initialize it to start the initial mirror copy to the

destination storage system:

1. In FilerView on the destination system, in the left navigation pane (Figure 12-11), select

SnapMirror —> Report.

2. In the SnapMirror Report pane (Figure 12-11), select the SnapMirror that you configured.
Notice that it is currently not initialized.

SnapMirror Report @

Snaphirror — Report

Filter by: Non-SnapMimored Destinations |% | View

It Sourcs Desrination
Filer:Location Filer:Location
0.11.218.238vol wmi dr Rzoluc] vol wm dr

State Lag

LUH TR

idie unintalized

[ STTOWING SIS 1-1 af 1

Figure 12-11 SnapMirror not initialized
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3. In the SnapMirror Properties panel (Figure 12-12), click Initialize to start the initial
SnapMirror between the two storage systems.

SnapMirror Properties @

SnapMirror — SnapMirrar Properies

Madify this SnapMirror

Source [Filer:Location): 9.11.218.238:vol_vm_dr
Destination (Filer:Location): Ezotuc wol_wm_dr
Status: e
Transfer progress (kbk Q

State: uninitiaized
Contents:

Lag time (hh:mm:=s):
Current iransfer type:
Current transfer error:

Last transfer size (kb 0
Last transfer duration [secs): o

Last transfer type:

Basze snapshot:

Maximun transfer rate (kb/'sk:

Scheduling info (in cren Tormat): Sh-Sv30 """

Scheduling error:

¥

Figure 12-12 Initializing SnapMirror

4. In the SnapMirror Properties pane, verify that the initialization process started
successfully.
5. Check the SnapMirror Report (Figure 12-13) again for the status. The SnapMirror is idle,

because the mirror has been created. Also no scheduled processes are running. You see
a similar report on the source server.

SnapMirror Report @

SnapMirror - Report

Filter by: | SnapMirrored Destinations v

Source De=tination 5 5 Lag
. Filer:Location Filer:Location hh:mm:==
§.11.218.238vol vm dr tgotuctvol vm dr idle snapmirrored 00:00:44

Showing SnapMirrors: 1-1 of 1

Figure 12-13 Checking the SnapMirror Report
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You can also check the SnapMirror status in the Manage Snapshots menu:
a. In the left navigation pane of FilerView (Figure 12-14), select Volumes —

SnapShots — Manage.

B itsotuct %
= Filler = (3
« Volumes (7
Add
Manage
Restore
s (Orees T
+ Quotas " (7
+ Snapshots 7
Add
Configure
Manage
Snapshﬁ Reclamable
Figure 12-14 Selecting to manage snapshots

b. Inthe Manage Snapshots pane (Figure 12-15), select the SnapMirror volume, and click

View to see the snapshots for that volume.

Manage Snapshots @

Volumes — Snapshots — Manage

[Add Snapshot]

View Volume | vol_vm_dr  »
View Snapshots | All Snapshots |+

View Space Usage [] View
Volume Name Date Statuz
|:| wol wm dr R=zotucl{0115052508) vol vm dr.1 Apr 29 11:15 narmal
Select All - Unselect All

Figure 12-15 SnapMirror in FilerView

12.4 Recovering from a disaster

If a disaster (or possibly a full test of the disaster recovery capability) occurs, perform the

following tasks:

1. Break the mirror to make the mirrored data writable.
2. Map the LUNSs.

3. Rescan the VMware hosts to see the LUNSs.

4. Reinventory the virtual machines.

5. Start the virtual machines.
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12.4.1 Breaking the mirror

During the setup procedure, the mirror volumes in the destination location were restricted to
prevent writes. To remove this restriction and allow the data to be mounted and accessed,
break the mirror:

1. Run FilerView on the destination N series system.
2. In the left navigation pane of FilerView (Figure 12-16), select SnapMirror — Report.

£ itsotuct - %)
« Filer 7 (7
= Volumes =~ 7
« Aggregatas - (7
* Storage 7
* Operations Manager 7
= SnapMirror 7
Caonfigure
Report
Add
* Log(?
* Remote Access 7
Enable/Disable

Figure 12-16 SnapMirror Report

3. In the SnapMirror Report pane (Figure 12-17), select the volume you want to use.

SnapMirror Report @

SnapMirror —+ Report

Filter by: | All SnapMirrors v

Source Destination Lag
. Filer:Location Filer:Location =E Sats hh:mm:==
§511.218.238vol vm dr itzotuct:wol vm dr idle snapmirrored  00:03:45

9.11.218.238 w0l vm tﬁ"}ﬁ tgotuctvol vm dr2 idle =napmirrored 000247

Figure 12-17 Selecting the volume

4. In the SnapMirror Properties pane (Figure 12-18), where you see the properties of this
volume replica, click Quiesce to ensure that no data is unwritten.
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SnapMirror Properties @

SnapMirror —+ SnapMirror Properties

Maodify this SnapMirror

Source (FilerLocation):
Destination (Filer:Location):
Status:

Transfer progress (kb

State:

Contents:

Lag time (hhemmess):

Current transfer type:

Current transfer erron

Last transfer size (kb):

Last transfer duration (secsl:
Last transfer type:

Baze snapshot:

Maximun transfer rale (kb/s):
Scheduling info (in cron format):
Scheduling error:

9.11.218.238:val_vm_dr

itsotuc vol_vm_dr
e

Q
snapmirrored
Replca
00:03:58

t=obuc(0118052508)_vol wm_dr 12

5505+ T

[ Quesce |

W

Figure 12-18 Quiescing the volume

5. When the quiesce is successful, click Break (Figure 12-19).

SnapMirror Properties @
SnapMirror — SnapMirror Properlies

i Success

Modify this SnapMirror

Source (Filer:Location):
Destination [Filer:Location):
Status:

Transler progress (kb):
State:

Contents:

Lag time (hlvmmiss)
Current transfer type:
Current transfer ermor:

Last transfer size (kb):

Last transfer duration [secsj:
Last transfer type:

Base snapshot:

Maximun transfer rate (khis):
Scheduling info (in cron format):
Scheduling error

.11 218 238:vol_wm_dr
tsoluct vol_vm_dr
die
o
quiesced
Rapica
D0:04:09

g

isotuct (0118052508)_val_vm_dr.12

EEQS e

(Bieak |

Figure 12-19 Breaking the mirror
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6. Verify that the break operation completed successfully.

7. Repeat these steps for each mirrored volume that you require access to on the destination
system.

12.4.2 Mapping the LUNs and rescanning VMware hosts

Now that the mirror is broken and the data is available, any LUNs on the volume must be
mapped so that the VMware host can use them.

1. Map the LUN as already previously explained.
2. Create a datastore using the LUN you just mapped.
3. Then reinventory the virtual machines.

Also see the script provided in Appendix A, “Hot backup Snapshot script” on page 279 to help
you to perform the tasks.

12.4.3 Starting virtual machines

Now that the virtual machines are configured correctly, start them:
1. Right-click a virtual machine and select Power, then Power On

2. On the right side of the window, when prompted for the Unique Identifier (UUID) settings,
select Create (Figure 12-20), and click OK.

Virtual Machine Message
msg.uuid,moved: The location of this virtual machine's configuration file has changed since it was last powered on.

If the virtual machine has been copied, you should create a new unique identifier (UUID). Ifit has been moved, you should keep its old
identifier.

If you are not sure, create a new identifier.

What do you want to do?

Create

Keep

e

~

(" Always Create
(" Always Keep
~

Cancel

0K

Figure 12-20 Creating a UUID
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3. Verify the task list to confirm that the guest started correctly (Figure 12-21).

Recent Tasks

MName Target Status Initiated by |=—
@ AnswerVirtual Machine Questi.. [ Trans_servl @ Completed  Administrator 29/04
%' Initialize powering on i DRDataCenter @& Completed  Administrator 29/04
@ Power On Virtual Machine G Trans_zen & Completed  Administrator 29/04
@ Recanfigure Virtual Machine 51 Trans_zen ® Completed  Administrator 29/04
@ Reconfigure Compute Res ource Q 9.11.218.92 ® Complated  Administrator 29/04
&7 Tasks @ Alarms

Figure 12-21 Guest started successfully

4. Repeat these steps for each guest you want to start in the DR environment. You might also
want to start the remote console for the guests, or run application diagnostic tests for each
application, to confirm that everything is working as expected.

12.5 Returning to production

In a case where a disaster occurred and the environment is failed over to the disaster
recovery site, the data stored in there is the most current. If the production environment
comes back online later, the data and server load might need to be transferred back. Similar
to regular SnapMirror transfers, the production site can be updated from the disaster recovery
data while the disaster recovery site is operational. This update might be large if the
production data was lost or corrupted, or it might be small if the production data was
unaffected by the disaster. The server load change requires an outage. Therefore, it is better
to schedule this outage to occur in non-productions hours.

Returning to production entails the following high-level procedure:

1. Repair or recover the production N series storage system to its original state, with the
correct software, options, and so on.

2. Copy the data (or changes) back to the production site from the disaster recovery site
while the disaster recovery system is operational for users.

3. Prevent users or systems from accessing the disaster recovery data, and copy any final
updates to production.

Split the mirror between the two sites.

Remap the production LUNs.

Rescan the VMware hosts, and inventory the virtual machines.
Start the virtual machines.

© N o o bk

Re-establish SnapMirror from production to the disaster recovery site.

Because many of these steps are the same as in the disaster scenario, only the new steps
are explained in detail in this section.

FilerView versus CLI commands: It is possible to perform some of the steps in this
section and the following sections from FilerView. However, some are not available as they
are not commonly performed operations. As a result, they are all shown as CLI commands.
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12.5.1 Replicating data from disaster recovery to the production site

230

After the production site N series server becomes available, copy the data from the disaster
recovery N series system to the production system. You can do this task by using one of the
procedures in the following sections, depending on the state of the production N series data.

Before you begin, assign permissions in the reverse direction of what is explained in 12.3.3,
“Setting permissions” on page 220, but enter the following command:

options snapmirror.access host=<secondary>

Production N series data still intact

If the data in the production site was not lost, you need only to copy updates back from the
disaster recovery site. You can perform this task by entering the following command:

snapmirror resync -S <DR syste,m>:<volume> <prod system>:<volume>
Example 12-3 shows the execution of the snapmirror command.

Example 12-3 Synchronizing the production N series with disaster recovery updates

itsotuc4>snapmirror resync -S 9.11.218.114:vol_vm_dest itsotuc4:vol_vm_source
The resync base Snapshot will be: itsotucl(0118052508) vol_vm dest.5

Are you sure you want to resync the volume? yes

Thu May 1 23:30:55 MST Tast message repeated 2 times

Thu May 1 23:30:58 MST [itsotuc4: snapmirror.dst.resync.info:notice]: SnapMirror
resync of vol_vm_source to 9.11.218.114:vol_vm_dest is using
itsotuc1(0118052508) vol_vm_dest.5 as the base Snapshot.

Volume vol_vm_source will be briefly unavailable before coming back online.
Thu May 1 23:30:59 MST [itsotuc4: wafl.snaprestore.revert:notice]: Reverting
volume vol_vm_source to a previous Snapshot.

Thu May 1 23:30:59 MST [itsotuc4: wafl.vol.guarantee.replica:info]: Space for
replica volume 'vol_vm_source' is not guaranteed.

Revert to resync base Snapshot was successful.

Thu May 1 23:30:59 MST [itsotuc4: snapmirror.dst.resync.success:notice]:
SnapMirror resync of vol_vm_source to 9.11.218.114:vol_vm_dest successful.
Transfer started.

Monitor progress with 'snapmirror status' or the snapmirror log.

itsotucd>

Production N series recovery

If the data in the production site was lost or corrupted during the disaster situation, you must
re-create the volumes and then copy back all of the data from the disaster recovery site. You
re-create the volume in the production site, and restrict the volume. Initialize the production
system from the good copy on the disaster recovery system by entering the following
command on the production N series system:

snapmirror initialize -S <dr_system>:<dr_vol> <prod_system>:<prod_vol>
Example 12-4 shows the snapmirror initialize command.

Example 12-4 Copying the disaster recovery environment data to the production site

itsotucd> snapmirror initialize -S 9.11.218.114:vol_vm_dr itsotuc4:vol_vm_dr
Transfer started.
Monitor progress with 'snapmirror status' or the snapmirror log.

After the initialization is complete, the production system has a copy of the data again.
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12.5.2 Preventing access and performing a final update

To ensure that the data is up to date, all virtual machines running on the disaster recovery site
N series system must be shut down. Shutting down this system ensures that the final updates
of data can be transferred back to the production system.

If a time lag exists between when the initialization was started and when it is convenient to
schedule an outage on the guests, perform an update while the virtual machines are still
running. Then shut down all guests that are accessing the disaster recovery site data.

When there is no longer anything accessing the DR site data, run the following command
from the production N series system to perform the update:

snapmirror update -S <dr_system>:<dr _vol> <prod_system>:<prod vol>
Example 12-5 shows the results of the snapmirror update command.

Example 12-5 Updating data between the disaster recovery and production sites

itsotuc4> snapmirror update -S 9.11.218.114:vol_vm dr itsotuc4:vol vm dr
Transfer started.

Monitor progress with 'snapmirror status' or the snapmirror log.
itsotucd>

12.5.3 Splitting the mirror

Now both the disaster recovery and production systems have the same data, and no changes
are occurring on either system. Therefore, the mirror can be broken.

From the production N series system, quiesce and break the mirror by using the following
command:

snapmirror break <volume name>
Example 12-6 shows the execution of the snapmirror break command.

Example 12-6 Breaking the mirror

itsotuc4> snapmirror break vol_vm dr

snapmirror break: Destination vol_vm dr is now writable.

Volume size is being retained for potential snapmirror resync. If you would Tike
to grow the volume and do not expect to resync, set vol option fs_size fixed to
off.

itsotucd>
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12.5.4 Re-establishing the mirror from the production to disaster recovery site
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Finally, you can perform a resynchronization to make the disaster recovery site a mirror of the
production site again. Enter the following command on the disaster recovery N series system:

snapmi rror resync <vo1_name>
Example 12-7 shows the results of the snapmirror resync command.

Example 12-7 Resync from the production to disaster recovery site

itsotucl> snapmirror resync vol_vm_dr

The resync base Snapshot will be: itsotuc4(0101165597) vol vm dr.2

Are you sure you want to resync the volume? yes

Thu May 1 16:32:15 MST [snapmirror.dst.resync.info:notice]: SnapMirror resync of
vol_vm_dr to 9.11.218.238:vol_vm_dr is using itsotuc4(0101165597) vol_vm_dr.2 as
the base Snapshot.

Volume vol_vm_dr will be briefly unavailable before coming back online.

Thu May 1 16:32:16 MST [wafl.snaprestore.revert:notice]: Reverting volume
vol_vm_dr to a previous Snapshot.

Thu May 1 16:32:16 MST [wafl.vol.guarantee.replica:info]: Space for replica
volume 'vol_vm dr' is not guaranteed.

Revert to resync base Snapshot was successful.

Thu May 1 16:32:16 MST [snapmirror.dst.resync.success:notice]: SnapMirror resync
of vol_vm_ dr to 9.11.218.238:vol_vm dr successful.

Transfer started.

Monitor progress with 'snapmirror status' or the snapmirror log.

itsotucl>

IBM System Storage N series with VMware vSphere 4.1



12.5.5 Configuring VMware hosts and virtual machines on the production site

Now the production N series system is the source again, and replication is occurring back to
the disaster recovery site. Perform the following steps to start the guests on the production

VMware hosts:

1. Rescan the VMware hosts to view the datastores again.

The new datastore might be displayed as a snapshot. Therefore, you can rename it to the

original name before using it, as in Figure 12-22.
Storage Refresh  Remove Add Storage. ..
Idenkification | Device | Capaity | Free | Typi 4 |
B DR Transient wrnhba:2:0:1 15.75 GE 14.64 GB  wmf:
B L wrnhbal:0i6: 1 29,00 GE 1.83 GE vaJ
B or wrnbbal:0:9:1 29.75 G5B 8.97 GB  wmnf:
ﬂ snap-00000002-5M_5...  wmhbaliDiia:l 39.75 G6 29,28 GE  wmf
B3] snap-00000002-DR S...  winhbal:2:2:1 24.75 5B 13.80 GE  wmf:
Bl DRz wrnbba0:0:10:1 24.75 5B 14.34 GE  wmf:
| | v
Details Properties, ..
snap-00000002-DR Source 24,75 6B Capacity

Location:  Jfwmfsfvolumes/481a91ce-a3...

Path Selection

10,95 G6 [ Used
13.80G58 [ Free

Fiscad Properties Extents
Yolurme Label: snap-0000ad, ., vmhbal:z:2:1
paths [Datastare Mame:  snap-00000, ., Tokal Formatted Capacity
Tatal: 1 Formatting
Broken: o File Syskem: YMFS 3,31
— - Flowk Size: 1 MR
al |

FS
‘

s

Figure 12-22 Recovered datastore

Reinventory the virtual machines.

You might need to delete the original virtual machines first.

3. Reconfigure the virtual machines for the transient data volumes of the production site.

4. Start the virtual machines.
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12.6 Disaster recovery testing

234

In a disaster recovery test, it is often desirable to perform testing without disrupting either the
source environment or the destination copy of the data. Such a test is relatively easy to
perform with the use of N series cloning, so that the disaster recovery environment can be
tested against a clone of the mirrored data. Similar to other N series cloning processes, the
clone requires little additional disk capacity in the disaster recovery site, because only
changes are written to disk.

To perform this type of test, the LAN environment for the disaster recovery VMware hosts
must be separated from the production environment. Thus, the guests can be started without
causing conflicts in the network. You can complete this task by isolating the VMware hosts
from the network (while still providing connectivity to the N series server). Alternatively, if
feasible, you can set up isolated virtual networks within the VMware hosts. This second
option, however, prevents communication between guests on separate hosts.

You can perform a disaster recovery test with N series cloning by using the following
high-level procedure:

1. Verify that SnapMirror Snapshots in the disaster recovery location are current.
Clone the Snapshot volumes.

Bring the cloned LUNSs online, and map them for access by the VMware hosts.
Rescan the VMware hosts.

Add the virtual machines to the inventory.

Start the virtual machines.

Perform disaster recovery application testing.
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When complete, stop the virtual machines, remove them from the inventory, and destroy
the cloned volumes.
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13

Deduplication with VMware
vSphere 4.1

This chapter provides information about Advanced Single Instance Storage (A-SIS)
deduplication and the benefits of enabling it. It also guides you step-by-step on how to set it
up for a VMware vSphere 4.1 environment.

This chapter includes the following topics:

» A-SIS deduplication overview

Storage consumption on virtualized environments
When to run deduplication

The effect of snapshots in deduplicated volumes
Enabling deduplication on a volume
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13.1 A-SIS deduplication overview

N series deduplication is a technology that can reduce the physical storage required to store
a certain amount of data. Any typical data that might be stored in a disk volume has a certain
amount of redundancy. It occurs in the form of identical data strings written to the volume

multiple times. At a high level, the N series system can reduce the storage cost of this data. It
does so by examining it and eliminating the inherent redundancies, as shown in Figure 13-1.

Up to 90% Less Storage

10 Virtual Machines 10 Virtual Machines .y,

10 Full Copies 1 Deduplicated Copy .,

10TBs 1B

Figure 13-1 A-SIS savings

N series deduplication is managed at the volume level. Individual volumes can be configured
to take advantage of deduplication, depending on the nature of the data in the volume.

N series deduplication operates at the block level, which gives it a high level of granularity and
efficiency. During the deduplication process, fingerprints of the individual blocks within a
volume are compared to each other. When duplicate blocks are found, the system updates
pointer files within the file system to reference one of the duplicate blocks. The others are
deleted to reclaim free space.

The deduplication process does not occur at the time the data is written. It runs on a
predetermined schedule or can be started manually at any time. Because deduplication
process can be run at any time after the data was written, the performance impact of
deduplication is low. During times when the storage system is busy or is accepting many new
write operations, the only impact is the lightweight fingerprinting process. The total impact to
performance of the system is low. The more I/O intensive deduplication process can then be
scheduled to run during a period of low activity.

The amount of space savings using deduplication vary depending on the nature of the data
being deduplicated. Results of anywhere between 10% and 90% space savings can be seen,
but 50% or more is common.

13.2 Storage consumption on virtualized environments

Although any type of data can be effectively deduplicated by N series deduplication, the data
on virtualized environment has several unique characteristics that make deduplication
effective. For example, when a virtual disk is created, a file equal to the size of the virtual disk
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is created in a datastore. This virtual disk file consumes space equal to its size regardless of
how much data is stored in the virtual disk. Any allocated but unused space (sometimes
called white space) is identical redundant space on the disk and a prime candidate for
deduplication.

Another unique characteristic of that data is related to the way that virtual machines are
created. A common deployment method is to create templates and then deploy new virtual
machines by cloning the template. The result is virtual machines that have a high level of
similarity in their data.

In a traditional deployment, each new virtual machine takes new storage. Here, N series
deduplication can help to reduce the amount of storage required to store the virtual machine
images. When two or more virtual machines are stored in the same datastore, any common
data between them can be duplicated. (The common data includes operating system binary
files, application binary files, and free space.) In some cases, that data can be deduplicated
down to the equivalent of a single copy it.

13.3 When to run deduplication

As mentioned previously, the N series deduplication process does not occur at the time that
the data is written to the storage device. However, it can be run any time the administrator
desires after the data was written. The deduplication process can be resource-intensive, and
it is best to run it during a period of low activity.

You can schedule and start the deduplication process using one of several ways. For
example, the process can be started automatically on a fixed schedule. It can be started
automatically after a defined amount of new data was written to the volume (20% by default).
Alternatively, you can start it manually at anytime. Run the deduplication process manually
when a significant amount of data must be deduplicated. For example, run it after provisioning
new virtual machines.

13.4 The effect of shapshots in deduplicated volumes

Although snapshots can be used in deduplicated volumes, you must take note of one
operational difference. The deduplication process can identify and deduplicate redundant
blocks that are in a snapshot. However, the block reclamation process cannot return to blocks
to free space while the snapshots exist. Because of this behavior, you might experience lower
than expected space savings when deduplicating data in a volume that has snapshots.

When all of the snapshots that were taken before the deduplication process are deleted, the
deduplicated blocks are reclaimed as free space. As a result of this behavior, you might want
to deduplicate new data before any snapshots are taken. However, it might not always be
practical, especially in busy environments.

13.5 Enabling deduplication on a volume

This section explains how to set up deduplication on an N series for use with VMware servers.
It also provides information about storage reduction after enabling it for Network File System
(NFS) and Fibre Channel Protocol (FCP) volumes.
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13.5.1 Setting up deduplication on a volume

In this section, you go step-by-step through the process to set up deduplication. This scenario
is based on the creation of five identical guests of 10 GB each on the NFS and FCP. For more
information about how to set up FCP LUNs and NFS for ESX, see 5.3, “Preparing N series for
the VMware ESXi Server” on page 63. The size for the FCP LUN and the NFS share is 50 GB

each.

The deduplication process

Figure 13-2 shows the original sizes of the NFS share as viewed through ESX server
management console.
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Figure 13-2 NFS size on the vCenter management console before deduplication

Figure 13-3 shows the original sizes of the FCP LUN as viewed through the ESX server
management console.
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Figure 13-3 FCP size on vCenter management console before deduplication

Example 13-1 shows the size of the NFS share as viewed on the N series command line.

Example 13-1 NFS size on the N series CLI

itsotuc3> df -g /vol/nfs_vol

Filesystem total used avail capacity Mounted on
/vol/nfs vol/ 50GB 24GB 25GB 48%  /vol/nfs_vol/
/vol/nfs_vol/.snapshot 0GB 0GB 0GB ---% /vol/nfs_vol/.

snapshot
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Example 13-2 shows the size of the FCP LUN as viewed on the N series command line.

Example 13-2 LUN size on the N series CLI

itsotuc3> df -g /vol/fcp_vol

Filesystem total used avail capacity Mounted on
/vol/fcp_vol/ 60GB 50GB 9GB 84%  /vol/fcp_vol/
/vol/fcp_vol/.snapshot 0GB 0GB 0GB ---% /[vol/fcp_vol/.
snapshot

To enable deduplication on a volume, enter the sis on <vol_name> command as follows:

» For an NFS volume, enter the command as shown in Example 13-3.

Example 13-3 Enabling deduplication

itsotuc3> sis on /vol/nfs_vol

SIS for "/vol/nfs_vol" is enabled.

Already existing data could be processed by running "sis start -s
/vol/nfs_vol".

itsotuc3>

» For an FCP volume, follow these steps:
a. Set the fractional reserve to 0 (Example 13-4).

Example 13-4 Setting the fractional reserve

itsotuc3> vol options fcp_vol fractional_reserve 0

b. Enable deduplication on the FCP volume (Example 13-5).

Example 13-5 Enabling deduplication on the FCP volume

itsotuc3> sis on /vol/fcp_vol

SIS for "/vol/fcp_vol/" is enabled.

Already existing data could be processed by running "sis start -s
/vol/fcp_vol".

c. Check the status (Example 13-6).

Example 13-6 Checking the status

itsotuc3> sis status

Path State Status Progress
/vol/fcp_vol EnabTed Active 670 MB Scanned
/vol/nfs_vol EnabTed Active 9497 MB Scanned

Deduplicating existing data

You can start the deduplication process at any time by using the sis start <vol>command.

The default behavior of the command deduplicates only data that was written since
deduplication was turned on for the volume.

To deduplicate data that was written before deduplication was enabled, use the sis start -s

<vol> command.

To start the deduplication process, use the sis start -s <vol_name> command
(Example 13-7).
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Example 13-7 Starting the deduplication process

itsotuc3> sis start -s /vol/nfs_vol

The file system will be scanned to process existing data in /vol/nfs vol.
This operation may initialize related existing metafiles.

Are you sure you want to proceed with scan (y/n)?y

Starting SIS volume scan on volume nfs_vol.

The SIS operation for "/vol/nfs_vol" is started

Example 13-8 shows how to start the deduplication process on a SAN volume.

Example 13-8 Starting the deduplication process on a SAN volume

itsotuc3> sis start -s /vol/fcp_vol

The file system will be scanned to process existing data in /vol/fcp vol.
This operation may initialize related existing metafiles.

Are you sure you want to proceed with scan (y/n)?y

Starting SIS volume scan on volume fcp_vol.

The SIS operation for "/vol/fcp_vol" is started.

13.5.2 Deduplication results
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To check the progress of the deduplication process, use the sis status command, as shown
in Example 13-9. If the status is active, the process of deduplication is still on going. If the
status is id1e, deduplication is completed.

Example 13-9 Checking status

itsotuc3> sis status

Path State Status Progress
/vol/fcp_vol Enabled Idle Idle for 02.18.36
/vol/nfs_vol Enabled Idle Idle for 02:12:50

When the process is completed, you can view the space savings from the Virtual Infrastructure
client or on the storage controller. Use the df -s command (Example 13-10).

Example 13-10 N series node

itsotuc3> df -gs /vol/nfs_vol

Filesystem used saved %saved
/vol/nfs_vol 2GB 21GB 91%

The space savings of NFS volumes are available immediately and can be observed from both
the storage controller and Virtual Infrastructure Client. The NFS example (Example 13-10)
starts with a total of 24 GB, which is reduced to 2 GB for a total savings of 91%.

The savings displayed on the N series node match what is shown on the ESX management
console. In Figure 13-4, in the highlighted area, now 47.71 GB of space is available on the
NFS share.
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Figure 13-4 Savings display

13.5.3 Deduplication of LUNs

Deduplication is effective on VMFS datastores and LUNs. However, as default behavior, a
LUN on the N series storage system reserves space in the volume equal to the size of a LUN.
Deduplication cannot reduce this reservation. Although it is enabled, there is no way to realize
the space savings of deduplication on the LUN. To realize the space savings, the space
reservation of the LUN must be disabled. This option is set on each LUN individually and can
be set in the GUI or by using the Tun set reservation command.

Space allocation on the VMFS file system: Deduplication reduces the amount of
physical storage that the LUN consumes on the storage device. However, it does not
change the logical allocation of space within the VMFS file system. This situation is unlike
an NFS datastore, where space savings are realized immediately and new data can be
written to the datastore. For VMFS file systems, deduplication cannot change the total
amount of space that can be stored in a VMFS datastore.

After deduplication is complete, you can use the free space gained to store new data. You can
create a LUN in the same volume and connect it as a new datastore. Alternatively, you can
shrink the existing volume and use the space saved to grow other volumes or create new
volumes.

To disable space reservation for the LUN, run the Tun set reservation <lun_path>
command (Example 13-11).

Example 13-11 Setting LUN reservation

itsotuc3> Tun set reservation /vol/fcp vol/deduplication disable

Now you can see the storage savings on the volume that contains the LUN deduplication
(Example 13-12).

Example 13-12 Storage savings displayed

itsotuc3> df -gs /vol/fcp_vol

Filesystem used saved %saved
/vol/fcp_vol/ 20% 21GB 91%

Unlike NFS, the FCP savings are not apparent when you verify the VMware vCenter
management console.
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14

Virtual Storage Console

The ability to quickly back up tens of hundreds of virtual machines without affecting
production operations can accelerate the adoption of VMware within an organization.

The Virtual Storage Console (VSC) feature was formerly provided in a separate interface and
was called SnapManager for Virtual Infrastructure (SMVI). It builds on the N series
SnapManager portfolio by providing array-based backups. These consume only block-level
changes to each VM and can provide multiple recovery points throughout the day. The
backups are an integrated component within the storage array. Therefore, VSC provides
recovery times that are faster than times provided by any other means.
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14.1 Introduction to the Virtual Storage Console
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The Virtual Storage Console (VSC) software is a single vCenter Server plug-in. It provides
end-to-end virtual machine lifecycle management for VMware environments running N series
storage. The plug-in provides these features:

» Storage configuration and monitoring, using the Monitoring and Host Configuration
capability (previously called the Virtual Storage Console capability)

» Datastore provisioning and virtual machine cloning, using the Provisioning and Cloning
capability

» Backup and recovery of virtual machines and datastores, using the Backup and Recovery
capability

As a vCenter Server plug-in, shown in Figure 14-1, the VSC is available to all vSphere Clients
that connect to the vCenter Server. This availability is different from a client-side plug-in that
must be installed on every vSphere Client. You can install the VSC software on a Windows
server in your data center, but you must not install it on a client computer.
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@ = | |Q Home b 4 Solutions and Applications @ IBMNseries b (5) x3650-14 |E',jv Si
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Data Collection
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Provisioning and Cloning

Backup and Recovery

About

Figure 14-1 Virtual Storage Console 2

Virtual Storage Console (VSC) integrates VSC storage discovery, health monitoring, capacity
management, and best practice-based storage setting. It offers additional management
capabilities with two capability options in a single vSphere™ client plug-in. Thus it enables
centralized, end-to-end management of virtual server and desktop environments running on
N series storage. VSC is composed of three main components:

» Virtual Storage Console Capability (base product): Provides a storage view of the
VMware® environment with a VM administrator perspective. It automatically optimizes the
customer’s host and storage configurations, including HBA timeouts, NFS tunables, and
multipath configurations. Using the Virtual Storage Console, a VM administrator can
quickly and easily view controller status and capacity information. Also, the administrator
can accurately report back utilization information in order to make more informed
decisions about VM object placement.

» Provisioning and Cloning Capability: Provides end-to-end datastore management
(provisioning, resizing, and deletion). Also offers rapid, space-efficient VM server and
desktop cloning, patching, and updating by using FlexClone® technology.
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» Backup and Recovery capability (formerly SnapManager® for Virtual Infrastructure):
Automates data protection processes by enabling VMware administrators to centrally
manage backup and recovery of datastores and VMs. This can be done without impacting
guest performance. The administrator can also rapidly recover from these backup copies
at any level of granularity: datastore, VM, VMDK, or guest file.

VSC is designed to simplify storage management operations, improve efficiencies, enhance

availability, and reduce storage costs in both SAN- and NAS-based VMware infrastructures.

It provides VMware administrators with a window into the storage domain. It also provides the
tools to effectively and efficiently manage the lifecycle of virtual server and desktop

environments running on N series storage.

14.1.1 License requirements

Table 14-1 summarizes the N series license requirements to perform different VSC functions.

Table 14-1 VSC license requirements

operations

Task License
Provision datastores NFS, FCP, iSCSI
Restore datastores SnapRestore
Use vFilers in Provisioning and Cloning MultiStore

Clone virtual machines

FlexClone (NFS only)

Configure deduplication settings

A-SIS

Distribute templates to remote vCenters

SnapMirror

14.1.2 Architecture overview

Figure 14-2 illustrates the architecture for VSC. It also shows the components that work
together to provide a comprehensive and powerful backup and recovery solution for VMware

vSphere environments.
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Figure 14-2 Architecture overview
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14.1.3 Monitoring and host configuration

The Monitoring and Host Configuration capability enables you to manage ESX and ESXi
servers connected to N series storage systems. You can set host timeout, NAS, and
multipathing values, view storage details, and collect diagnostic data. You can use this
capability to do the following tasks:

>

>

»

View the status of storage controllers from a SAN (FC, FCoE, and iSCSI) perspective
View the status of storage controllers from a NAS (NFS) perspective
View SAN and NAS datastore capacity utilization

View the status of VMware vStorage APIs for Array Integration (VAAI) support in the
storage controller

View the status of ESX hosts, including ESX version and overall status

Check at a glance whether the following settings are configured correctly, and if not,
automatically set the correct values:

— Storage adapter timeouts
— Multipathing settings
— NFS settings

Set credentials to access storage controllers
Launch the FilerView GUI to create LUNs and manage storage controllers

Collect diagnostic information from the ESX hosts, storage controllers, and Fibre Channel
switches

Access tools to set guest operating system timeouts and to identify and correct misaligned
disk partitions

When you click the N series icon in the vCenter Server and click Monitoring and Host
Configuration in the navigation pane, the Overview panel displays. It is similar to Figure 14-3.
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Figure 14-3 VSC overview
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Alternatively, you can find the VSC plug-in under Solutions and Applications (Figure 14-4).
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Figure 14-4 VSC location

14.1.4 Provisioning and Cloning

The Provisioning and Cloning capability of Virtual Storage Console helps you to provision

datastores and quickly create multiple clones of virtual machines in the VMware environment.
Using FlexClone technology, the Provisioning and Cloning capability allows you to efficiently
create, deploy, and manage the lifecycle of virtual machines. These tasks can be done from

an easy-to-use interface integrated into the VMware environment. It is ideal for virtual server,
desktop, and cloud environments. You can use this capability for the following purposes:

>

>

Clone individual virtual machines and place in new or existing datastores
Create, resize, or delete datastores

Apply guest customization specifications and power up new virtual machines
Run deduplication operations

Monitor storage savings

Redeploy virtual machines from a baseline image

Replicate NFS datastores across sites

Import virtual machines into virtual desktop infrastructure connection brokers and
management tools
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Managing datastores and cloning virtual machines

To manage datastores and clone virtual machines, right-click an object in the Inventory panel

of the vSphere Client and select N series — Provisioning and Cloning:
» Right-click a powered-down virtual machine or template to create clones.

» Right-click a datacenter, cluster, or host to provision datastores.
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Figure 14-5 Accessing Provisioning and Cloning

Managing controllers, replicating datastores, and redeploying clones
Click the Inventory button in the navigation bar, and then select Solutions and Applications

— N series. Use the following options:

» Select Storage controllers to add, remove, or modify properties of storage controllers.

» Select Connection brokers to add and remove connection broker definitions.

» Select DS Remote Replication to clone NFS datastore templates to multiple target sites.

» Select Redeploy to redeploy virtual machines.
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14.2 Installing the Virtual Storage Console 2.0

The VSC provides full support for hosts running ESX/ESXi 4.0 and later. It provides limited
reporting functionality with hosts running ESX/ESXi 3.5 and later.

14.2.1 Basic installation

Before downloading and installing the VSC, make sure that your deployment has the required
components:

» You need a vCenter Server version 4.0 or later. The VSC can be installed on the vCenter
Server or on another server or VM (see Figure 14-6).

» If installing on another server or VM, this system must run 32-bit or 64-bit Windows Server
2008, 2003 SP1 and later, or a 32-bit version of XP Professional SP2 and later.

» A storage array is required to run Data ONTAP 7.3.1.1 or later.

Attention: Before installing, verify supported storage adapters and firmware.

VI Client
@ €
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Over HTTPS ESXServer
Virtual Center
=
ViJava APl l

Virtual Storage Console
Canbe instaled on

EoS T
or onanother
seweror VM
g
>
ZAPI

the vCenterSever

Figure 14-6 VSC possible deployments

Tip: To keep it simple, we suggest installing the VSC on the vCenter server.

Complete the following steps to install the VSC 2.0:
1. Download the installation program to the Windows server.

2. Run the installation wizard and select the features you would like to install as shown in
Figure 14-7.

3. Follow the on-screen instructions.

During the installation process, a prompt displays to select the features of the VSC 2.0 to
be enabled in the environment. The core VSC must be selected. The Provisioning and
Cloning and Backup and Recovery features are the former RCU and the SMVI interfaces.
Certain subfeatures might require licensing, as described previously.
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4. Register the VSC as a plug-in, in the vCenter Server in the window that opens when the
process is complete.

This final step requires a user with vCenter administrator credentials to complete the
registration process.

i'é‘- IBM® Yirtual Storage Console 2.0.1 for ¥YMware vSphere - InstallShield Wizard [ ]

Select Capabilities

Select the capabilities that you want ko install,

¥ | virtual Storage Console

¥ Provisioning and Cloning

Mote: Use of the Backup and Recovery capability requires the
purchase of a Software License,

InistallShield

< Back I Mext = I Cancel
Figure 14-7 Select VSC features

The installation process launches the vCenter registration process as shown in
Figure 14-8.

i'é‘- IBM® Yirtual Storage Console 2.0.1 for ¥YMware vSphere - InstallShield Wizard

Ready to Install the Program

The wizard is ready to begin installation,

Click Install to begin the installation.

IF wou want to review or change any of your installation settings, click Back, Click Cancel to
exit the wizard,

Wirtual Storage Console For YMware vSphere must be registered with wCenter For the plugin
to function. You may register once installationfupgrade completes or you can register at
any time by visiting the Following URL:

https:/ /localhost:8143/Register.html

InistallShield

Cancel

< Back

Figure 14-8 vCenter registration process
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5. Finally, register the VSC plug-in with a vCenter server (Figure 14-9).
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Figure 14-9 VSC registration with vCenter server

Upon successful registration, the system confirms by issuing the following message on the
web page: The registration process has completed successfully!

14.2.2 Upgrading the VSC

As of December 2011, an upgrade to VSC 2.1.1 is available that needs to be installed after
installing and registering VSC2.0 (see Figure 14-10). Follow these steps:

1. Download the installer for VSC.

2. Double-click the installer icon, and click Run to start the installation wizard.
3. Click Yes on the confirmation prompt.
4

. In the installation wizard, select the capabilities that you want to upgrade and click Next to
start the installation. The installation might take several minutes.

5. Click Finish to complete the installation.

IBM® Yirtual Storage Console 2.1.1 for ¥YMware vSphere E

I-o-l This setup will perform an upgrade of 'TEM® Virtual Storage

- 4 Console 2,01 For YMware vSphere', Do you want to continue?

Figure 14-10 Upgrade to VSC 2.1.1

Support: VSC 2.1.1 supports upgrades from VSC 2.0 only. The VSC installer does not
support upgrades from a version of VSC prior to 2.0 or from stand-alone versions of RCU
or VSC (SMVI). If you have that software installed, you must uninstall it before you can
install VSC 2.1.1. If the VSC installer finds one of those versions of VSC, RCU, or SMVI on
the server, it prompts you to uninstall the software. Then the installer aborts.
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The VSC installer checks the version numbers of each of the currently installed capabilities as
shown in Figure 14-11. It lets you upgrade each capability that has an older version number
than the one you are installing.
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Figure 14-11 Select VSC upgrades

6. A web page displays when the installation is complete. You must register VSC with the
vCenter Server. You must provide the vCenter Server host name or IP address and the
administrative credentials.

Attention: After you finish, you must close the vSphere Client and restart it to display
newly installed capabilities.

14.3 Adding storage controllers to the VSC

Adding the storage controllers that host the virtual infrastructure to the VSC is fairly simple:
1. Connect to vCenter by using the vSphere client.

2. Double-click the N series icon on the Home panel.

3. Select the Virtual Storage Console tab on the left.

After these steps are completed, the VSC launches and automatically identifies all storage
controllers powered by Data ONTAP with the storage connected to the ESX/ESXi hosts in the
environment. As an alternative to running discovery for the entire environment, you can select
an ESX/ESXi host or cluster in the vSphere client and then select the NetApp tab in the left

panel. The VSC then begins discovery of all storage controllers with storage connected to the
host or cluster that was selected.
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The Controller Credentials wizard starts, displayed in Figure 14-12, allowing you to enter the
user or service account assigned for VSC management on the storage controller. This
account can be the root account or one created specifically for the VSC core feature, as
described previously.

[ X3650-14 - vSphere Client M= E3
File Edit View Inventory Administration Plug-ins Help
@ = | | Q Hame [ 4 Sclutions and Applications [ @ IBM M series [ [5) %3650-14 | eFl Search Inventory Q
¥irtual Storage Console
Controller Credential Wizard SN=IRES -
b Owerview date ||
Specify the credentials
Storage Details - SAN Please enter the credentials for the selected storage contraller and select whether to use S5L. ols
Storage Details - MAS
[ata Collection MESO0-chr-Fic-1 i
Connection
Tools 9.155.59.102
) Summary Enter the name or IP address of the controller,
Discovery Skatus
Controller:
Authorization
Enter the administrative account information For the controller, Virtual Storage
Console will use this information to connect to the controller and gather storage
information.
User name: root |
Password:
Use: SEL: W i
LUNs
Mumber of LUMNs: Unknown
[T Skip this storage controller
Provisioning and Cloning & 550 is not configured Back | | Mext | | Cancel i
Backup and Recovery
| =
About
Recent Tasks Mame, Target or Status containg: = I Clear X
Marme | Target | Status | Details |
¥ IBM Storage Discovery B 915511320 @ Completed
¥ IBM Storage Discovery B 915511320 @ Completed
< I i
79 Tasks @ Alams | |License Period: 214 days remaining  |[&dminiztrator v

Figure 14-12 Adding storage controller access in VSC

14.4 Optimal storage settings for ESX/ESXi hosts

The VSC enables the automated configuration of storage-related settings for all ESX/ESXi 4.x
hosts connected to NetApp storage controllers. VMware administrators can right-click
individual or multiple ESX/ESXi hosts and set the preferred values for these hosts. This
functionality sets values for HBAs and CNAs, sets appropriate paths and path selection
plug-ins, and provides appropriate settings for software-based 1/0 (NFS and iSCSI).

To perform the setting, go to the VSC pane, right-click the designated ESX server, and run the
settings as shown in Figure 14-13.
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Figure 14-13 Optimize ESX settings

After rebooting the ESX server, we can verify the improved settings. All status indicators are
green (see Figure 14-14).

ESX Hosts

Hostname & IP Address Wersion Status Adspter Settings — MPIO Settings — NFS Settings
E 9155113203 9.155.113.203 410 @iarmal @iarmal @normal @normal
E 9155113208 9.155.113.208 410 @iarmal @iarmal @normal @normal

Figure 14-14 Optimized ESX adapter settings

14.5 SnapMirror integration

SnapMirror relationships cannot be configured through VSC. However, VSC can update an
existing SnapMirror relationship on the volume underlying the datastore or virtual machine.
Preferably, test the SnapMirror relationship from the storage system command line before
updating through VSC. This method aids in identifying where any potential issues might
occur. If the SnapMirror update is successful from the CLI, but fails from within VSC, the
administrator has a better understanding of where to concentrate troubleshooting efforts.

Also, identify the destination storage within VSC in the same manner that the relationship is
configured on the storage system. For example, if a SnapMirror relationship is configured on
the storage system using IP addresses rather than a DNS name, identify the auxiliary storage
to VSC by the IP address and vice versa.

Because its support is for SnapMirror volume only, map one volume per datastore.

During backup creation, SnapManager provides the option of updating an existing SnapMirror
relationship. That way, every time a Snapshot is created, the data is transferred to a remote
storage system. Whenever the backup of a virtual machine or datastore is initiated with the
SnapMirror option, the update starts as soon as the backup completes, after of the current
SnapMirror schedule.
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For example, by configuring regular SnapMirror updates on a filter after the VSC schedule,
you can cut down the time required to update the mirror, because it is done in the interim.
However, keep in mind that the updates must be scheduled in such a way that they do not
conflict with the SnapManager backup.

14.5.1 SnapMirror destinations

A single SnapMirror destination is supported per volume. If a SnapMirror update is selected
as part of a backup on a volume with multiple destinations, the backup fails.

If multiple SnapMirror destinations are required, use a tiered approach when configuring the
SnapMirror relationships. For example, if the data must be transferred to four destinations,
configure one destination from the primary storage system supported to one destination.
Then configure three additional destinations from the auxiliary storage through the storage
system CLI.

14.5.2 SnapMirror and deduplication

Preferably, do not use deduplication with Sync SnapMirror. Although technically it works, the
integration and scheduling of deduplication with Sync SnapMirror are complicated to
implement in the type of rigorous real-world scenarios that demand synchronous replication.

When configuring volume SnapMirror and deduplication, consider the deduplication schedule
and the volume SnapMirror schedule. Start volume SnapMirror transfers of a deduplicated
volume after deduplication completes (that is, not during the deduplication process). This
technique avoids sending undeduplicated data and additional temporary metadata files over the
network. If the temporary metadata files in the source volume are locked in Snapshot copies,
they also consume extra space in the source and destination volumes. Volume SnapMirror
performance degradation can increase with deduplicated volumes.

The scenario described previously has a direct impact on backups configured within VSC
when the SnapMirror update option was selected. Avoid scheduling a backup with the
SnapMirror update option until a a confirmation of the volume deduplication completeness.
Although a few hours must be scheduled to ensure avoiding this issue, the actual scheduling
configuration is data and customer dependent.

14.6 VSC in an N series MetroCluster environment

N series MetroCluster configurations consist of a pair of active-active storage controllers.
They are configured with mirrored aggregates and extended distance capabilities to create a
high-availability solution. This type of configuration has the following benefits:

Higher availability with geographic protection

Minimal risk of lost data, easier management and recovery, and reduced system downtime
Quicker recovery when a disaster occurs

Minimal disruption to users and client applications

vyvyyy

A MetroCluster (either Stretch or Fabric) behaves in most ways similar to an active-active
configuration. All of the protection provided by core N series technology (RAID-DP, Snapshot
copies, automatic controller failover) also exists in a MetroCluster configuration. However,
MetroCluster adds complete synchronous mirroring along with the ability to perform a
complete site failover from a storage perspective with a single command.
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The following N series MetroCluster types exist and work seamlessly with the complete
VMware vSphere and ESX server portfolio:

» Stretch MetroCluster (sometimes called a nonswitched cluster) is an active-active
configuration that can extend up to 500 m depending on speed and cable type. It includes
synchronous mirroring (SyncMirror) and the ability to do a site failover with a single
command.

» Fabric MetroCluster (also called a switched cluster) uses four Fibre Channel switches in a
dual-fabric configuration. It uses a separate cluster interconnect card to achieve an even
greater distance (up to 100 km depending on speed and cable type) between primary and
secondary locations.

The integration of the MetroCluster and VMware vSphere is seamless and provides storage
and application redundancy. In addition to connecting to the vSphere environment using FCP,
iISCSI, or NFS, this solution can serve other network clients with CIFS, HTTP, and FTP at the

same time. The solution shown in Figure 14-15 provides a redundant VMware server,
redundant N series heads, and redundant storage.

l FCP,ISCSI, NF5 l

7 HHA N seres

Fabric MetroClusten
= =

Figure 14-15 MetroCluster and VMware vSphere integrated solution

Vilware
vaphere Cluster

For more information about N series MetroCluster, see the “MetroCluster” chapter in the
Redbooks publication, IBM System Storage N series Software Guide, SG24-7129.

14.7 Backup and recovery

This section provides examples of backing up a single virtual machine or the entire
DataCenter. The Backup and Recovery capability of the Virtual Storage Console provides
rapid backup and recovery of multi-host configurations running on N series storage systems.
You can use this capability to do the following tasks:

» Perform on-demand backups of individual virtual machines, datastores, or a datacenter
» Schedule automated backups of individual virtual machines, datastores, or a datacenter
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» Support virtual machines and datastores that are located on either NFS directories or
VMEFS file systems

» Mount a backup to verify its content prior to restoration

» Restore datastores or virtual machines to the original location

» Restore virtual machine disks (VMDKSs) to the original or an alternate location

» Restore one or more files to a guest VMDK without having to restore the entire virtual
machine or VMDK using single file restore feature

To configure your storage systems, click the N series icon in the vCenter Server and click
Setup under Backup and Recovery in the navigation pane. The Setup panel displays. Click
Add on the left side and register your N series system as shown in Figure 14-16.

Important: You must register your N series system three times; first, for the VSC; second,
for backup and recovery; and third, for Provisioning and Cloning.
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&3 |'_§ Home b 43 Solutions and Applications b @) T8W W series b () ¥3650-14 ||SZ|" Search Inventory “‘|

¥irtual Storage Console

e E T General  Single File Restare

Backup and Recovery Setup - General Refrash
Backup vCenter Server Eciit
GBI Server 5155113200

+ Setup Port number: 443
Getting Started User: Aciministrator
Single File Restore
Storage Systems Add...  Edit... Delete
MNarne Address
91555910 91555910
9.155.59.102 915559102
f!TJ Add Storage System X
Storage system: .
AutoSupport User:
[ Enable AutoSupport Passward:
Global Email Alert Ecit...
Add Cancel
From:
To.
SMTP host.
About Last update: Fri Dec 09 11:15:29 GMT+100 2011

Figure 14-16 N series registration for backup and restore

14.7.1 Data layout

Layout is indicated by N series best practices for vSphere environments. Move any transient
and temporary data, such as the guest operating system swap file, temp files, and page files,
to a separate virtual disk on another datastore. The reason is that snapshots of this data type
can consume a large amount of storage in a short time because of the high rate of change.

When a backup is created for a virtual machine with VSC, VSC is aware of all VMDKs
associated with the virtual machine. VSC initiates a Snapshot copy on all datastores upon
which the VMDKSs reside. For example, a virtual machine running Windows as the guest
operating system has its C drive on datastore ds1, data on datastore ds2, and transient data
on datastore td1. In this case, VSC creates a Snapshot copy against all three datastores at
underlying volume level. It defeats the purpose of separating temporary and transient data.
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Considerations for transient and temporary data

To exclude the datastore that contains the transient and temporary data from the VSC
backup, configure the VMDKSs residing in the datastore as “Independent Persistent” disks
within the VMware Virtual Center (vCenter). After the transient and temporary data VMDKs
are configured, they are excluded from both the VMware Virtual Center snapshot and the
N series Snapshot copy initiated by VSC.

You must also create a datastore dedicated to transient and temporary data for all virtual
machines with no other data types or virtual disks residing on it. This datastore avoids having
a Snapshot copy taken against the underlying volume as part of the backup of another virtual
machine. Do not deduplicate the data on this datastore.

SnapManager 2.0 for Virtual Infrastructure can include independent disks and exclude
datastores from backup.

Including independent disks and excluding datastores

You can avoid having a Snapshot copy performed on the underlying volume as part of the
backup of another virtual machine. In this case, preferably, create a datastore that is
dedicated to transient and temporary data for all virtual machines. Exclude datastores that
contain transient and temporary data from the backup. By excluding those datastores,
snapshot space is not wasted on transient data with a high rate of change. In VSC 2.0, when
selected entities in the backup span multiple datastores, one or more of the spanning
datastores might be excluded from the backup.

After configuration, the transient and temporary data .vmdk are excluded from both the
VMware vCenter Snapshot and the N series Snapshot copy initiated by VSC. In VSC 1.0,
datastores with only independent disks were excluded from the backup. In VSC 2.0, an option
is available to include them in the backup. Datastores with a mix of independent disks and
normal disks or configuration files for a VM are included in the backup irrespective of this
option.

If you have a normal disk and an independent disk for backup on the same datastore, it is
always included for backup irrespective of the “include datastore with independent disk”
option. Designate a separate datastore exclusively for swap data.

Restore from backup: If you exclude non-independent disks from the backup of a VM,
that VM cannot be completely restored. You can perform only virtual disk restore and
single file restore from such a backup.

14.7.2 Backup and recovery requirements

Your datastore and virtual machines must meet the following requirements before you can
use the Backup and Recovery capability:

» In NFS environments, a FlexClone license is required to mount a datastore, restore guest
files, and restore a VMDK to an alternate location.

» Snapshot protection is enabled in the volumes where those datastore and virtual machine
images reside.

» SnapRestore is licensed for the storage systems where those datastore and virtual
machine images reside.
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14.7.3 Sing

le wizard for creating backup jobs

With the wizard, you can create manual and scheduled backup jobs. In the right pane, you
click Backup, name your new backup job, and select the per-backup job options:

» Initiate SnapMirror update.
» Perform VMware consistency snapshot.
» Include datastores with independent disks.

Virtual Machine backup
To back up individual VMs, follow these steps:

1.

Right-click the VM Backup and drill down until you reach the selection to run or schedule
a backup, as shown in Figure 14-17.

(%) x3650-14 - vSphere Client =1
File Edit Yiew Inventory Administration Plug-ins Help
E E |@ Home [ gF] Inventory [ Eﬂ Hosts and Clusters |ﬁ§'-|v Search Inwventary Q
T =i o = E
mir e G R GRec L &B
B [ ®36s0-14 Ubuntu 1
= [y Mainz IBM N series
Getking Startec Surmnmary tesource Allocation *erformance ts ' Alarms | Console lermissions Maps | Storage Views
Jalg s Getting Started | G R Aliocation | Perf I le [P 0 3 6N e
[ Windows2008 Backup and Recovery
B @ 2155113208 Backup Jobs containing Ubuntu 1 Add..  Delete.. Edt.. Refresh
{75 [Dbunky—=
(h Winzo Power L Mame or Schedule Time contains: ~
(e ¥ ame Descri., | Schedul.., | Schedul.., | Schedule Recurr,. | Last Run Status | Schedule ... | Rete.., | Alerts
Snapshaok 3
@ Open Cansols
(% Edi Settings..,
E’a Migrate, ..
&@ Clone...
Template 3
Fault Tolerance 3
Add Permission. ., Chr+F
Alarm 3
Report Performance. ..
Rename
Entities
Open in MNew Window, ., Cerl+AlEHN
Enkity . {R1H) (]
Remove from Inventary ey belits
Delete From Disk
1EM M series 4 Provisioning and Cloning 3
EBackup and Recavery 3 | Backup Mow
| Schedule a Backup
Restore
Mount
Unmount
Last update: Thu Dec 05 11:35:56 GMTH Single File Restore

Figure 14-17 Adding a backup
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2. Go to the Welcome panel, and then click Next.

3. Set a Name and Description, specify possible SnapMirror update, or include independent
disks (see Figure 14-18), then click Next.

@ Backup Wizard M= E3

Job
Specify a name for the backup job that you want to create.

Job Name
Mame: |Ubuntu backup
Description: |a daily backup]|
Options

[ Initiate SnapMirror update
¥ Perform YMware consistency snapshot

[ Include datastores with independent disks

<Back Mexts Cancel

Figure 14-18 Backup options

4. Following, you can select scripts to be included in the backup job (see Figure 14-19).

@ Backup Wizard M= E3

Scripts
You can select scripts that you want to run along with this backup.

Job Mame
Available Scripts: Selected Scripts:
Scripts

<Back. Mexts Cancel

Figure 14-19 Backup scripts
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5. Now you can specify the schedule for the backup job as in Figure 14-20, and click Next.

@ Backup Wizard M= E3

Schedule
You can specify an hourly, daily, weekly, monthly or no schedule at all for the backup job.
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-

<Back. Mext> Cancel

Figure 14-20 Backup schedule

6. Confirm your credentials on the next panel as in Figure 14-21, and click Next.

@ Backup Wizard M= E3

Credentials
You can specify the name and password of the user which will be used to run the backup job.

Job Mame
& Use default vCenter credentials
Scripts
' Use the Following user name and passward
Schedule
User Credentials Username:
Password:

<Back. Mexts Cancel

Figure 14-21 Backup job credentials

7. Revise the information entered and click Finish on the Schedule a Backup Wizard and
click Next.
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8. Select to run your new backup job immediately if you want, as shown in Figure 14-22.

|J-_-T,J Backup Wizard M= E3
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¥ Run Job Mo
<Back. Finish Cancel

Figure 14-22 Revise scheduled backup job

Datacenter backup
Alternatively, you can also select to back up the whole datacenter as shown in Figure 14-23.
Some options are then added to the previously described process.
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Figure 14-23 Datacenter backup
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The backup wizard adds the option to select the whole datacenter of backup individual
datastores as displayed in Figure 14-24.
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Figure 14-24 Datacenter backup options

Datastore backup

Alternatively, you can also select to back up an individual datastore as shown in Figure 14-24.
Some options are then added to the previously described process.
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Figure 14-25 Datastore backup
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The backup wizard adds the option to select the whole datastore of backup individual
datastores as displayed in Figure 14-26.
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Figure 14-26 Datastore backup options

14.7.4 Granular restore options

The following granular restore options are available:
» Restore datastores or virtual machines to the original location.
» Restore virtual machine disks (VMDKSs) to the original or an alternate location.

» Restore one or more files to a guest VMDK without having to restore the entire virtual
machine or VMDK using single file restore feature.
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You can access these options by the tabs as shown in Figure 14-27. Right-click the object
that you want to restore.
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Figure 14-27 Restore options

You can also select whether you want to restore the entire virtual machine or individual virtual
disks, as in Figure 14-28. Furthermore, you can select the original or a new location.

‘fou can select the virbual machine components ko be restored,

7 The entire virtual machine
E
& Particular virtual disks
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Es host name: [o.155.113.208 -

Restore | Cancel |

Figure 14-28 VSC enhanced restore options

14.7.5 Other features

In addition, VSC offers these features:

Consistent backup naming

Serialization of VMware vSphere snapshots
AutoSupport (ASUP) logging

vFiler unit support for multiple IP addresses
Advanced Find option to find specific backups

vVvyyvyyvyy
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14.8 Provisioning and Cloning

This section provide information and examples of the Provisioning and Cloning functions
integrated in VSC.

14.8.1 Features and functions
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The provisioning features require al least Data ONTAP 7.3.3 to accomplish the following
tasks:

>

>

>

Creation, resizing, and deletion of VMFS/NFS datastores

Ability to provision, clone, and resize volumes on secure vFiler units
Adding storage system using a domain account

Automation of pathing for both LUNs and NFS datastores

Running deduplication operations

Monitoring storage savings and performance

Protection against failover of NFS mounts to non-redundant VMkernel ports by limiting
multiple TCP sessions to iSCSI only

The cloning features allow you to perform the following tasks:

>

Creation of multiple virtual machine clones in new or existing datastores (using FlexClone
technology)

Application of guest customization specifications and powering up of new virtual machines
Redeployment of virtual machines from a baseline image

Importing virtual machines into virtual desktop infrastructure connection brokers and
management tools

Clone misalignment alert and prevention:

— VM misalignment detection and user notification
— Support for VMFS- and NFS-based VMs

Ability to import virtual machine settings from a file:

Non-contiguous virtual machine names
Guest customization specifications
Computer name as virtual machine name
Power-on settings

Support for these products:

— VMware View 4.0, 4.5, 4.6 & 5.0
— Citrix XenDesktop 4.0 and 5.0

Further features are included:

>

»

>

Space reclamation management
Addition of new datastores to new ESX Servers within a cluster

Service catalog-based provisioning APl with enhanced SOAP API to support creation,
deletion, and resizing of NFS/VMFS datastores by Storage Services in Provisioning
Manager

Space Reclamation Management
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Mounting of existing datastores when new ESX hosts are added to a cluster or datacenter
with support for both NFS and VMFS datastores

Capability for the user to mount any existing datastore to newly added ESX hosts:
— VDI One-click Golden Template distribution

— This feature allows the user to copy a datastore from a source vCenter to one or more
target vCenters

VMware Virtual Desktop Infrastructure (VDI) enhancements:
— XenDesktop/View import from API

— VDI One-click Golden Template distribution

— Saving of View credentials

— Soap API support for importing newly created clones into Citrix XenDesktop and
VMware View

— Storing of View Server credentials

— Elimination of the need to add VMware View Server credentials each time by the
cloning wizard

— Creation of multiple View Server pools

14.8.2 Provision datastores

The Provisioning and Cloning feature of the VSC 2.0 currently requires reauthentication of
storage arrays by specifying the credentials necessary for communication.

Important: You must register your N series system three times; first, for the VSC, second,
for backup and recovery; and third, for Provisioning and Cloning.

To do this using the vSphere client, complete the following steps (see Figure 14-29):

1.

Connect to vCenter.

2. Select the N series icon on the Home panel.
3.
4. Click the Add button to begin the Controller Configuration wizard.

Select the Provisioning and Cloning tab on the left side.

Chapter 14. Virtual Storage Console 267



[ X3650-14 - vSphere Client

File Edit Wiew Inwentory Administration Plug-ins Help

= | ‘ £y Home b &3 Solations and Applications b @ BMNseries b (5 x3850-14 | (Tle| Search Imventory
Yirtual Storage Console
Add Storage Controller x Add... Remove... Resources... Sett
Provisioning and Cloning ;
[Controller MNar Storage Controller
Getting started wWhat is the IP address or hostname of the storage controller you would like to add?
» Storage controllers
Re-den Storage Controller a4
e-deplo g
e Resources Hostname or IP Address: 9.155.59.101 v
el Settings Usarname: root
Surnmary
Password: seenseas
Use 6L L

Backup and Recovery =Back | | MNest= | | Cancel

About

Figure 14-29 Provisioning and Cloning add controller

You can create new datastores at the datacenter, cluster, or host level. The new datastore
displays on every host in the datacenter or the cluster.

This process launches the N series Datastore Provisioning wizard, which allows you to select
the following features:

» Storage controller

» Type of datastore (VMFS or NFS)

» Datastore details, including storage protocol and block size (if deploying a VMFS
datastore)

» Specifying whether the LUN should be thin-provisioned

The provisioning process connects the datastore to all nodes within the selected group. For
iISCSI, FC, and FCoE datastores, the VSC handles storage access control as follows:

» Creating initiator groups
» Enabling ALUA

» Applying LUN masking

» Applying path selection policies

» Formatting the LUN with VMFS

For NFS datastores, the VSC handles storage access control by managing access rights in
the exports file, and it balances the load across all available interfaces.

Tip: Remember, if you plan to enable data deduplication, then thin-provisioned LUNs are
required to return storage to the free pool on the storage controller.
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Follow these steps:

1.

5 [ ®a3es0-14
[l [ Mainz IBM N series

9.155.113.208 ¥Mware ESX, 4.1.0, 260247

In the vSphere Client Inventory, right-click a datacenter, cluster, or host and select
N series — Provisioning and Cloning — Provision datastore (see Figure 14-30).

= E 9.155.113.203 Getting Started ' Summary - Virtbual Machines ' Resource Allocation ' Performance  ResylieliEa] |
% \Lvl\u'bil:lgztl\l;ﬂﬂ& Hardware Processors
[
9,155.1 General
= E % E.T Mew Virtual Machine. .. Chrl+M EF I
3 Model Inkel
Eh win & New Resource Pool... Chrl+0 Pracessar Speed 2,7
% Mew wApp... Chrl+a
Processor Sockets 1
Disconnect Processor Cores per Socket 4
B Enter Maintenance Made Logical Processors 4
Hyperthreading A
Rescan for Datastores. ..
Add Permission. .. Chrl+P
Alarm 3 System
Host Profile 4 Manufackurer IBM
Model 16M
@ Shut Down BIOS Yersion [
B Enter Standby Made Release Date 05.1
B retoot Asset Tag unkn|
| Power On Fdon
Report Summary, .. Fation
Report Performance. ..
Open in Mew Window,.,  Cerl+Al+N
Remave
| IEM M series 3 ||

Provisioning and Cloning. » | Pravision datastore

Figure 14-30 Provision a datastore

2. Next specify the N series system to use (see Figure 14-31).

|J-_-T,J IBM N series Datastore Provisioning Wizard

Specify the storage controller

‘What is the storage controller vou would like to use?

Storage Controller details
Datastore bype

Datastore details

Summary

Storage Controller:

Set Whiler Context: &

WFiler:

nS300-ctr-tic-1

= Back | [ Next= || Cancel

Figure 14-31 Select storage controller for provisioning
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3. Following, select the protocol to use. Here we only have NFS available, as shown in
Figure 14-32.

@ IBM N series Datastore Provisioning Wizard =] 3

Select the datastore type you would like to create
‘which of the 2 types of datastores would you like to use?

hle Controller detail

orage Controller details & NS
Datastore type
Datastore details &
Summary

*note: FCP is not available on storage controller nSS00-ckr-tic-1,
*Note: Storage controller nS500-ctr-tic-1 does not have any enabled iscsi interfaces,

= Back | | Mext = | | Cancel

Figure 14-32 Specify datastore type

4. Now specify the new datastore details (see Figure 14-33).

ng Wizard =] E3

Specify the details for new datastore
‘What is the size and the name of the new datastore that you would like to create?

@ IBM N series Datastore Provi:

Storage Controller details

Datastore type Size (GE): 15.00

Datastore details

Summary Datastore name: newDatastore
Aggregate: aggrl - (Free space: 25.89GE) v
Thin provision: 2
Auto-grow: r

Grow increment (GB):

Maxirmum datastore size (GB):

- Warning: Thin provisioning datastores allows you ko oversubscribe your storage controller.

= Back | | Mext = | | Cancel

Figure 14-33 New datastore details

5. Before applying your selection, verify the information as shown in Figure 14-34.

@ IBM N series Datastore Provisioning Wizard =] 3

Ready to complete the configuration changes
Are these the settings vou want o use?

Starage Controller details Review the summary below, Click 'apply' to apply the configuration changes,
Datastore bype
Datastore details Provisioning destination: 9,155,113,208 -
Summary Storage Controller: nS500-ctr-tic-1

Datastore bype: MFS

Datastore name: newDatastore

Size (GE): 15

Aggregate: aggrl

Thin provision: es

Auto-grow: Mo

=

= Back | | Apply | | Cancel

Figure 14-34 Review new datastore settings
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The new datastore named newDatastore was created on the N series. It can now be mounted
to the host you want. Figure 14-35 shows FilerView access and the NFS exports.

£ n5500-ctr-tic-1: FilerView - Mozilla Firefox

I Jims] |http:,l’,l’g.155.59.1Dl,l’servlets,l’netapp.Fv.servlets.FiIerView

@
IBM TntaIStdrage.-a. N

FilervView®

& n5500-ctr-tic1 ()

» Filer 7 MFS — Manage Exports

Manage NFS Exports @

Search | Ahout

* Yolumes (%)

» Aggregates (7 Add Export Export All
» Storage (7)
i ~ Path Options
* Operations Manager (2) Anonymous User D=0
» SnapMirror (7) [T ivolivold Read-Wite Access (Al Hosts
. Security (ys)
« CIFS (7) ;
~ M wolivolohome Read-WWrite Access (Al Hosts)
s NFS (7 = Security (svs)
s HTTP (%) ™ iolvollNFS Read-Wite Access (Al Hosts)
- — Security (svs]
® LUNs () Read-Wite Access (Al Hosts)
» Hetwork (7 [T ivolivoll NFSinfs1 Foot Access (9.155.113.200,0.155 113 206,8.155113.200
s . ’? Security (5v5)
© I ) ™ wolivol redbook Read-Wiite Access (Al Hosts)
* Secure Admin (7 e Security (sys)
« NDMP (7 [T wolinewDstastore Read-WWrite Access (Al Hosts)
_ - Security (2ys]
* SNMP (7
o Cluster () Select All - Unselect All Delete |
» Real Time Status (7
» Wizards (7 MI
[none

Figure 14-35 Verify NFS exports
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14.8.3 Managing deduplication

Deduplication eliminates redundant objects on a selected datastore and only references the
original object. Figure 14-36 shows how VSC is able to manage deduplication for each
individual datastore.

B P x3650-14 n5500-01NFS1
= [F Mainz IBM N series
J_l NE500-01 ted | Summary (QIE N ET T, Hosts | Performance - Configuration a ents | Alarms

nS500-02 Erowse Datastore, ..

Storaged |
&l 4

Storagez | arm | State | Skatus | Host | Provisiones
Rename Powered OFf & MNormal 9,155, 113,208 10,50 GE o
Unmount Powered On & Mormal 9.155,113.20 10,50 GE o

Open in Mew Window,.,  Cerl+Al+N

Refresh
IBM M series 4 || Provisioning and Cloning 4 || Deduplication management
Backup and Recovery L4 Resize
Destroy

Figure 14-36 Managing deduplication

Possible options to use N series advanced deduplication features are displayed in
Figure 14-37. Click OK to apply your settings.

|J-_-T,J Datastore deduplication management M= E3
[Maime Total Used Available Deduplicated  Deduplicated %
- 2 agort 227.08G8 100.88G8 126.208 14.98GHB 12
) wol2MFS 80.00GB f3.28GH 26.72GBH 14.98GH 22
Deduplication status Deduplication settings
Datastore name: n5500-02HF52 Enable deduplication? i
Wolume name: wol2NFS Start deduplication? ¥
Deduplication state: Diisahled Scan? I
Deduplication status: idle
Space saved (GB): 1498
Percent saved: 22
Last deduplication start:  Ilon Apr 18 00:00:00 GWIT 2011
Last deduplication end:  Ilon Apr 18 00:00:15 GWT 2011
Ok | | Cancel

Figure 14-37 Manage deduplication features
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14.8.4 Cloning virtual machines

The Provisioning and Cloning capability can theoretically create thousands of virtual machine
clones and hundreds of datastores at one time. In practice, however, multiple executions of
fewer requests are preferred. The exact size of these requests depends on the size of the
vSphere deployment and the hardware configuration of the vSphere Client managing the
ESX hosts.

Follow these steps:

1. In the vSphere Client Inventory, right-click a powered-down virtual machine (Figure 14-38)
or template and select N series — Provisioning and Cloning — Create rapid clones.

[ [ x3es0-14 Ubuntu 2
= [fy Mainz IBM M series
]El @ =.185.113.203 SuUmmary Resource Allocation | Performance ks ! Alarms
& [Obun
Gh wind Pawer Resources
=8 9.15LEI3b.11 Guest L (32-bit) Consumed Host CPU:
B W_”; Snapshat Consurned Host Memary:
@ win B open Console Active Guest Memary:
@ Edit Settings... Provisioned Storage:
B migrate. . Ed Mot-shared Storage:
» Used Storage:
&B’ Clone...
Datastore o | Staty
Template 3
B nss00-02NFs2 @
Fault Tolerance L 4 |
- 203
Add Permission. .. Chrl+P TEEToTR | Type
Alarm L & M Network Stane
Report Performance. .. Pl |
Rename
Open in Mew Window,.,  Cerl+Al+N
Remave from Inventory
Delete from Disk ne
| IBM M series 4 || Provisioning and Cloning 4 | Create rapid clones "
L Backup and Recovery 3
| Annotations |
1

Figure 14-38 Select VM for cloning

2. Next select the controller you want to use for cloning (see Figure 14-39).

|J-_T,J Create Rapid Clones Wizard

IS[=] E3

Specify the storage controller
‘What is the storage controller vou would like to use?

Storage Controller details

Storage Controller: nS500-ctr-tic-2 d

Clone source
Clane destination Set VFiler Context: |

virtual machine folder )

Disk. farmat rLEm =
virtual machine details

Datastore creation

Datastore selection

Connection broker

Summary

= Back | [ Next= || Cancel

Figure 14-39 Select controller for cloning
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3. Following, select the destination N series system (see Figure 14-40).

[ Create Rapid Clones Wizard =] 3

Choose where you want the clones created
Wwhere would vou like to place the newly created clones?

Storage Controller details

Clone source = [ %3650-14

Clone destination = [E5 Mainz 1BM M series
Virtual machine Folder Q 9.155.113.203
Disk format B 9155113208

virtual machine details
Datastore creation
Datastore selection
Connection broker

[~ Specify the virtual machine folder for the new clones
Summary

= Back | | Mext = | | Cancel

Figure 14-40 Select clone target

4. Now specify the VM format for the clone as shown in Figure 14-41.

@ Create Rapid Clones Wizard M= E3
Disk format
‘which Farmat would vou like to apply to the virbual machine clones?

Storage Controller details
3 @ Same format as source
Clone source
- Use the same format as the original disks,
Clone destination

virtual machine folder

Disk format ¢ Thin provisioned format

Wirtual machine details Allocate full size now and commit on demand. This is only supported on YMFS-3 and newer
Datastore creation datastores, Other bypes of datastores may create thick disks,
Datastore selection

Connection braker  Thick format

Summary Allocate and commit the Full size now,

= Back | | Mext = | | Cancel

Figure 14-41 Clone VM format
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5. In the following window, specify details for the new datastores as displayed in

Figure 14-42.

[ Create Rapid Clones Wizard

Specify the details of the virtual machine clones

How many clones would you like to create and what settings would vou like to apply to them?

Storage Controller details

Clone source

Clone destination

virtual machine folder

Disk. farmat

Yirtual machine details
Datastore creation
Datastore selection
Connection broker
Summary

* Specify WM Details

= Impart Wi Details

Sarnple clone naraes

IS[=] E3

Create new datastore(s)?
Import into connection broker?

Connection broker:

Murnber of clones:

Clone name:

Starting clone nurnber:

Clone number increment:

Power on?

Apply customization specification?

Customization specification:

r
r

3

e bt

1

1
r
-

newlbuntul
newlbunbuz
newlbunbu3

*Mote: The success of the creation of 2000 or more YMs will be determined by the size and performance of the wCenter server,

= Back

et =

Cancel

Figure 14-42 Clone VM details

6. When a summary is provided (Figure 14-43), click Apply to execute your selection.

[ Create Rapid Clones Wizard

Ready to complete the configuration changes
Are these the settings vou want o use?

Storage Controller details
Clone source

Clone destination

virtual machine folder
Disk. farmat

virtual machine details
Datastore creation
Datastore selection
Connection broker
Summary

Review the summary below, Click 'apply' to apply the configuration changes,

Template name:
Clone from snapshot:

MNumber of clones:

Clone name:

Starting clone number:

Apply customization specification:
Disk. farmat:

Power on:

Clone destination
Storage Controller:

Datastore:

Import into connection broker:

Ubuntu 2
Mo

3

newlbuntu

1

Mo

Same format as source
Mo

9.155.113.203
nS500-ctr-tic-2

nS500-02MFS2

Mo

= Back | | Apply

IS[=] E3

Cancel

Figure 14-43 Summary for cloning
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After successful completion of the cloning tasks, the new VMs are configured and ready for
further use. Figure 14-44 shows the cloning results.

B [ x50-14 ) 9.155.113.203 ¥Mware ESX, 4.1.0, 260247
= JEI Ealngzl iil\sﬂlrllsserzlzz Getting Started | Summary [ Virtual Machines | Resource allacation | Performance - | Configuration” [Eia L]

Gh newlbuntul view: ([Tasks Events|

G newUbuntuz

(1 newlbuntu3 Show all entries -

G Ubuntu 2

B windows2008 Mame | Target | Status

= @ 9185113208 ¥ Reconfigure virtual machine G newlbuntul @ Completed

{3 Ubunku 1 ¥ Reconfigure virtual machine G newlbuntus @ Completed

51 win2o00 ¥ clone virtual machine G newlbuntul @ Completed
@ Reconfigure virtual machine G newlbuntuz @ Completed
¥ clone virtual machine G newlbuntul @ Completed
¥ IBM FlexClone virtual disk G Ubuntuz @ Completed
¥ IBM initial copy of image G Ubuntuz @ Completed
¥ I6M rapid clone virtual machine G Ubuntuz @ Completed
¥ Power OF virtual machine G Ubuntuz @ Completed
¥ IBM Storage Discovery B 915511320 @ Completed

Figure 14-44 Clone results

14.9 SnapManager for Virtual Infrastructure commands

The SnapManager for Virtual Infrastructure (SMVI) command line interface is still part of the
VSC. You can use the Virtual Storage Console command-line interface to perform specific
Backup and Recovery capability tasks.

All VSC commands can be performed by using either the GUI or the CLI, with some

exceptions. For example, only the creation of scheduled jobs and their associated retention

policies and single file restore can be performed through the GUI.

Remember the following general information about the commands:

» SnapManager for Virtual Infrastructure commands are case-sensitive.

» There are no privilege levels; any user with a valid user name and password can run all
commands.

You can launch the Virtual Storage Console CLI by using the desktop shortcut
or the Windows Start menu. Double-click the VSC CLI desktop icon or navigate to
Start — All Programs — IBM — Virtual Storage Console —IBM N series VSC CLI.
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14.10 Scripting

VSC provides users the ability to run pre, post, and failure backup phase scripts based on
SMVI commands as stated in the previous section. These scripts are any executable process
on the operating system in which the VSC is running. When defining the backup to run, the
pre, post, and failure backup scripts can be chosen by using either the VSC GUI or CLI. The
scripts must be saved in the <SMVI Installation>/server/scripts/ directory. Each chosen script
runs as a pre, post, and failure backup script.

From the GUI, you can select multiple scripts by using the backup creation wizard or when
editing an existing backup job as shown in Figure 14-19 on page 260. The Ul lists all files
found in the server/scripts/ directory. VSC runs the scripts before creating the VMware
snapshots and after the cleanup of VMware snapshots.

When VSC starts each script, a progress message is logged indicating the start of the script.
When the script completes, or is terminated by SAN volume controller because it was running
too long, a progress message is logged. It indicates the completion of the script and states if
the script was successful or failed. If a script is defined for a backup but is not found in the
scripts directory, a message is logged stating that the script cannot be found.

The VSC maintains a global configuration value to indicate the amount of time that a script
can execute. After a script runs for this length of time, the script is terminated by the VSC to
prevent run-away processing by scripts. If VSC must terminate a script, it is implicitly
recognized as a failed script and might force termination of the VSC backup in the pre-backup
phase.

With the default settings, VSC waits for up to 30 minutes for each script to complete in each
phase. This default setting can be configured by using the following entry in the
server/etc/smvi.override file:

smvi.script.timeout.seconds=1800

VSC backup scripts receive input from the environment variables. This way, the input can be
sent in a manner that avoids CLI line length limits. The set of variables varies based on the
backup phase.

Sample scripts for VSC can be found in Appendix B, “Sample scripts for VSC” on page 281.
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Hot backup Snapshot script

This appendix provides a script for performing effortless hot backups of guests at the
datastore level. Guests can be grouped into datastores based on their Snapshot or
SnapMirror backup policies, allowing multiple recovery point objectives to be met with little
effort. Critical application server guests can have Snapshot copies automatically created
based on a different schedule than second-tier applications, or test and development guests.
The script even maintains multiple versions of snapshots.

The script shown in Example A-1T provides managed and consistent backups of guests in a
VMware Virtual Infrastructure 3 environment using N series Snapshot technology. It is
provided as an example that can easily be modified to meet the needs of an environment.

Backing up guests with this script completes the following processes:

» Quiesces all the guests on a given datastore
» Takes a crash-consistent N series Snapshot copy
» Applies the redo logs and restores the virtual disk files to a read/write state

Example A-1 Hot backup Snapshot script

#1/bin/sh
#

Example code which takes a Snapshot of all guests using the VMware
vmware-cmd facility. It will maintain and cycle the last 3 Snapshot copies.

This sample code is provided AS IS, with no support or warranties of any
kind, including but not limited to warranties of merchantability or

#
#
#
#
#
# fitness of any kind, expressed or implied.
#

#

=

PATH=$PATH:/bin:/usr/bin

# Step 1 Enumerate all guests on an individual VMware ESX Server, and put each
# guest in hot backup mode.

1 Original script provided by Vaughn Stewart, NetApp 2007
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for i in “vmware-cmd -1°
do

vmware-cmd $i createsnapshot backup Nseries true false
done

# Step 2 Rotate N series Snapshot copies and delete oldest, create new,
# maintaining 3.

ssh <Nseries> snap delete <esx_data_vol> vmsnap.3

ssh <Nseries> snap rename <esx_data_vol> vmsnap.2 vmsnap.3

ssh <Nseries> snap rename <esx_data_vol> vmsnap.l vmsnap.2

ssh <Nseries> snap create <esx_data_vol> vmsnap.l

# Step 3 Bring all guests out of hot backup mode,
for i in “vmware-cmd -1°
do
vmware-cmd $i removesnapshots
done
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Sample scripts for VSC

This appendix provides sample scripts for VSC 2.x that you might find useful for your
individual implementation.
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Sample environment variables

Example 14-1 shows environment variables.

Example 14-1 Environment variables

BACKUP_NAME=My Backup

BACKUP_DATE=20081218

BACKUP_TIME=090332

BACKUP_PHASE=POST_BACKUP

VIRTUAL_MACHINES=3

VIRTUAL_MACHINE.1=VM
1]|564d6769-f07d-6e3b-68b1-f3c29ba03a9a |POWERED ON||true|10.0.4.2

VIRTUAL MACHINE.2=VM 2|564d6769-f07d-6e3b-68b1-1234567890ab|POWERED ON|true
VIRTUAL _MACHINE.3=VM 3|564d6769-f07d-6e3b-68b1-ba9876543210 | POWERED OFF|false
STORAGE_SNAPSHOTS=2
STORAGE_SNAPSHOT.1=filer2:/vol/smvi_vol_l:smvi_My Backup_recent
STORAGE_SNAPSHOT.2=filer2:/vol/smvi_vol_2:smvi_My Backup_recent

Displaying environment variables during the backup phases

Create a .bat file as shown in Example 14-2 to display all environment variables during
various backup phases.

Example 14-2 Displaying variables

echo —S=====-=-====S=S=S==S===============

echo —S=====-=-====S=S=S==S===============

SnapVault script for SnapManager for Virtual Infrastructure

282

The following steps create a sample SnapVault script (Example 14-3):

1. From the command line on an N series storage system, create a new role for the
SnapManager for Virtual Infrastructure script:

useradmin role add limited-sv-role -a
api-snapvault-secondary-initiate-increemental-transfer,login http-admin

2. Create a user group that uses the previous role:
useradmin group add limited-sv-group —r limited-sv-role
3. Create the actual user:
useradmin user add Timited-smvi-user —g 1limited-sv-group
4. Set the user password:
passwd limited-sv-user password
Now you have a user who can call only the SnapVault update API.
5. Install the SDK onto the SnapManager for Virtual Infrastructure server.

6. Build your update script and save it in the C:\Program Files\IBM\SMV \server\scripts
directory.
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Example 14-3 SnapVault sample script

if %BACKUP_PHASE% == PRE_BACKUP goto doSNAP

if %BACKUP_PHASE% == POST_BACKUP goto doSV

goto ende

:doSV

chdir "c:\Program Files\IBM\ontapi"

apitest.exe torfiler3 Timited-sv-user smvlrocks
snapvault-secondary-initiate-incremental-transfer
primary-snapshot smvi_weeklyBlockl recent secondary-path
/vol/vmblocklvault/vmblockl

goto ende

:doSNAP

chdir "c:\Program Files\IBM\ontapi"

apitest.exe torfiler3 Timited-sv-user smvlrocks
snapvault-secondary-initiate-snapshot-create
schedule-name smvi_weeklyvault volume-name vmblocklvault
goto ende

:ende

EXIT /b 0

Appendix B. Sample scripts for VSC
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this book.

IBM Redbooks publications

The following IBM Redbooks publications provide additional information about the topic in this
document. Some publications referenced in this list might be available in softcopy only:

>

>

»

»

IBM System Storage N series Software Guide, SG24-7129

IBM System Storage N series Hardware Guide, SG24-7840

IBM System Storage N series MetroCluster, REDP-4259

IBM N Series Storage Systems in a Microsoft Windows Environment, REDP-4083

IBM System Storage N series A-SIS Deduplication Deployment and Implementation
Guide, REDP-4320

IBM System Storage N series with FlexShare, REDP-4291

Managing Unified Storage with IBM System Storage N series Operation Manager,
SG24-7734

Using an IBM System Storage N series with VMware to Facilitate Storage and Server
Consolidation, REDP-4211

Using the IBM System Storage N series with IBM Tivoli Storage Manager, SG24-7243

You can search for, view, download or order these documents and other Redbooks
publications, Redpaper publications, Web Docs, draft, and additional materials, at the
following website:

ibm.com/redbooks

Other publications

These publications are also relevant as further information sources:

>

IBM System Storage N series Data ONTAP 7.3 Storage Management Guide,
GC52-1277-01

IBM System Storage N series Data ONTAP 7.2 Core Commands Quick Reference,
GC26-7977-00

IBM System Storage N series Data ONTAP 7.2 Network Management Guide, GC26-7970

IBM System Storage N series Data ONTAP 7.2.4 Gateway Implementation Guide for IBM
Storage, GC26-7959

IBM System Storage N series Data ONTAP 7.2.3 Gateway Software Setup, Installation,
and Management Guide, GC26-7962
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Online resources

These websites are also relevant as further information sources:

>

Network-attached storage:
http://www.ibm.com/systems/storage/network/

IBM support: Documentation:
http://www.ibm.com/support/entry/portal/Documentation
IBM Storage — Network Attached Storage: Resources:
http://www.ibm.com/systems/storage/network/resources.html

Storage Block Alignment with VMware Virtual Infrastructure and IBM System Storage N
series:

ftp://service.boulder.ibm.com/storage/isv/NS3593-0.pdf
Introduction to VMware vSphere:
http://www.vmware.com/pdf/vsphere4/r40/vsp 40 intro_vs.pdf
ESXi Configuration Guides:

http://www.vmware.com/pdf/vsphere4/r41/vsp_41 esxi_server_config.pdf
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