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Summary of changes

This section describes the technical changes made in this edition of the book and in the IBM
Redpaper™ publication on which this book is built. This edition might also include minor
corrections and editorial changes that are not identified.

Summary of Changes

for SG24-7523-11

for IBM BladeCenter Products and Technology
as created or updated on February 6, 2014.

February 2014, Twelfth Edition

This edition includes the following new and changed information.

New products and information
» BladeCenter HS23 (7875, E5-2600 v2)

» |IBM Hybrid hard disk drives
» S3500 and S3700 solid-state drives for IBM Systems

Updates to existing information
» Operating system compatibility

» Storage compatibility matrixes

» Chassis support, I/O module, and I/0O adapter compatibility matrixes

Consult the previous editions of this book for details about removed products. Click the
Additional Material link at the following web location to download the PDF:
http://www.redbooks.ibm.com/abstracts/sg247523.html
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Product overview

Blade servers are thin servers that are inserted into a single rack-mounted chassis that
supplies shared power, cooling, and networking infrastructure. Each server is an independent
server with its own processors, memory, storage, network controllers, operating system, and
applications. Blade servers came to the market around 2000, initially to meet clients’ needs
for greater ease of administration and increased server density in the data

center environment.

When IBM released the IBM BladeCenter in November 2002, it quickly changed the industry
with its modular design. The IBM BladeCenter provides complete redundancy in a chassis,
and enables network and storage integration.

This chapter includes the following topics:

» 1.1, “Support matrixes” on page 2
» 1.2, “BladeCenter chassis” on page 16
» 1.3, “Blade servers” on page 25

© Copyright IBM Corp. 2007 - 2014. All rights reserved. 1



1.1 Support matrixes

This section provides compatibility matrixes. It contains the following sections:

1.1.1, “Chassis-server compatibility” on page 2

1.1.2, “Chassis-I/O module compatibility” on page 3

1.1.3, “Server-expansion card compatibility” on page 4
1.1.4, “I/O module-expansion card compatibility” on page 6
1.1.5, “Other compatibility tables” on page 10

1.1.6, “Supported operating systems” on page 10

vVvyYvyvYyYyypy

1.1.1 Chassis-server compatibility
Table 1-1 lists the blade servers supported in each BladeCenter chassis.

Table 1-1 The blade servers supported in each BladeCenter chassis

Blade Machine type Blade width | BC S BCE BCT BCT BCH BC HT | BCHT
8886 8677 8720 8730 8852 8740 8750
HS12 8028 1 slot Yes Yes Yes Yes Yes Yes Yes
HS22 7870 1 slot Yes Yes? No No Yes? Yes? Yes?
HS22V 7871 1 slot Yes Yes? No No Yes? Yes? Yes?
HS23 7875, E5-2600 1 slot Yes Yes? No No Yes? Yes? Yes?
HS23 7875, E5-2600 v2 | 1 slot Yes Yes? No No Yes? Yes? Yes?
HS23E 8038 1 slot Yes Yes? No No Yes Yes? Yes?
HX5 7872 1 or 2 slots YesP No No No YesPC | YesP YesP
HX5 7873 1 or 2 slots YesP No No No YesP€ | YesP YesP
PS700 8406-70x 1 slot Yes Yes¢ No No Yes Yes Yes
PS701 8406-71x 1 slot Yes No No No Yes Yes Yes
PS702 8406-71x 2 slots Yes No No No Yes Yes Yes
PS703 7891-73x 1 slot Yes No No No Yes Yes Yes
PS704 7891-74x 2 slots Yes No No No Yes Yes Yes

a. Certain rules apply to the installation of this blade server in the chassis, depending on the power supplies installed
in the chassis and the TDP watts value of the processors in the servers. See the “Chassis support” subsection of
the particular blade for more information.

b. Certain rules apply to the installation of HX5 servers with 130 W processors in the chassis. See 3.4.4, “Chassis
support” on page 294.

c. The HX5 installed in the BladeCenter H requires BladeCenter H Enhanced Cooling Modules. See 3.4.4, “Chassis
support” on page 294.

d. Only specific models of the BladeCenter E support the PS700. See Table 3-130 on page 388.

Expansion blades support matrix: The support matrix for the expansion blades is shown
in 3.10, “Expansion blades” on page 404.
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1.1.2 Chassis-I/O module compatibility
Table 1-2 lists the I/O modules supported in each BladeCenter chassis.

Table 1-2 The I/O modules supported in each BladeCenter chassis

1/0 module Part Feature code ~ | Page
Number (x-config/ [ T
e-config) 8 (l"; '5 5 g % %
m|o|m|o|(m|= |2
Ethernet switch modules
Cisco Catalyst Switch Module 3110G? 00Y3254° | A3FD/none NIY[Y]|Y]|Y[|Y]Y]9
Cisco Catalyst Switch Module 3110X2 00Y3250° | A3FC/none NIY[Y[Y|[Y|[Y]Y] 106
Cisco Catalyst Switch Module 30122 46C92729 | A3FE/none Y|Y|Y|Y]|Y]|Y]Y] 128
Cisco Nexus 40011 Switch Module 46C9270° | A3FF/none NIN|INJY]Y|N]|N]|117
IBM Server Connectivity Module? 39Y9324 1484/3220 Y|Y[Y]|Y|Y]Y|N]128
IBM L2/3 Copper GbE Switch Module 32R1860 1495/3212 Y|IY[Y|Y]|]Y[|[Y]Y] 126
IBM L2/3 Fiber GbE Switch Module 32R1861 1496/3213 Y|IY[Y|Y]|]Y[|[Y]Y] 129
IBM L2-7Gb Ethernet Switch Module 32R1859 1494/3211 Y|Y|[Y|Y]Y|[N]|N]133
IBM 1/10Gb Uplink ESM? 44W4404 | 1590/1590 Y|IY[Y|Y]|]Y[|[Y]Y] 136
IBM Virtual Fabric 10Gb Switch Module 46C7191 1639/3248 N[N|INJY|[Y|N]N]|14
Brocade Converged 10GbE Switch Module 69Y1909 7656/none N|IN[N]JY|Y|N]|N]| 147
InfiniBand modules
Voltaire 40Gb InfiniBand Switch Module 46M6005 0057/3204 NIN|JN[Y]N[N]|]N]153
Fibre Channel switch modules
Brocade Enterprise 20-port 8Gb SAN SM? 42C1828 5764/none N|JY[N]JY]|Y]|Y]|N]|156
Brocade 20-port 8Gb SAN Switch Module? 44X1920 5481/5869 N[Y|IN[Y]|Y]Y|Y] 156
Brocade 10-port 8Gb SAN Switch Module? 44X1921 5483/5045 N[Y|IN[Y]|Y]Y|Y] 156
Cisco 4Gb 20 port FC Switch Module? 44E5696' | A3FH/none NIY[Y]Y]|]Y]|Y]|N]160
Cisco 4Gb 10 port FC Switch Module? 44E56929 | A3FG/none Y|[Y|Y]Y|Y]|Y|[N]160
QLogic 20-Port 8Gb SAN Switch Module? 44X1905 5478/3284 NIY Y ]Y]Y]Y]|Y] 162
QLogic 20-Port 4/8Gb SAN Switch Module? 88Y6406 A24C/none Y|Y[Y]|Y|Y]|]Y]Y] 162
QLogic 8Gb Intelligent Pass-Thru Module? 44X1907 5482/5449 Y|Y|[Y]|Y|Y]|]Y]|]Y] 165
QLogic 4/8Gb Intelligent Pass-Thru Module? | 88Y6410 A24D/none Y|Y[Y]|Y|Y]|]Y]|]Y] 165
QLogic Virtual Fabric Extension Module" 46M6172 4799/none N|IN[NJY|[N|N]|N]|I167
SAS modules
SAS Connectivity Module? 39Y9195 2980/3267 Y|IY|Y|Y]|]Y|N|]N]|170
SAS RAID Controller Module 43W3584 | 3734/none Y[N|[N|[N[N[N]N]173
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1/0 module Part Feature code I:I—: Page
Number (x-config/ = :
: O|lw||T[(T|Z2]|=E
e-config) ololololo!|o |
m|om(m|m|=|=
Pass-through and interconnect modules
Intelligent Copper Pass-Thru Module? 44W4483 | 5452/5452 Y|Y[Y]|Y|Y]|]Y|N]176
QLogic 8Gb Intelligent Pass-Thru Module? 44X1907 5482/5449 Y|Y|[Y]|Y|Y]|]Y]|N]165
QLogic 4/8Gb Intelligent Pass-Thru Module? | 88Y6410 A24D/none Y|lY|Y|[Y|[Y]|[Y]Y] 165
IBM Multi-Switch Interconnect Module 39Y9314 1465/3239 N|IN|JNJY|N|N|N]|]178
Multi-Switch Interconnect Module for BC HT | 44R5913 5491/none N|IN[N|INJY|N]|]N]|I183
10Gb Ethernet Pass-Thru Module 46M6181 1641/5412 N|IN|INJY|Y|[N|N]I186

a. These switches require an Advanced Management Module to be installed in the BladeCenter E chassis.

b. Replaces 41Y8523.
c. Replaces 41Y8522.
d. Replaces 43W4395.
e. Replaces 46M6071.
f. Replaces 39Y9280.

g. Replaces 39Y9284.

h. The QLogic Virtual Fabric Extension Module is supported only with the IBM Virtual Fabric 10 Gb Switch Module.

1.1.3 Server-expansion card compatibility

Table 1-3 lists the available expansion cards that can be installed in blade servers and also
indicates in which specific servers they are a supported option. For details about an

expansion card, go to the page referenced in the Page column.

Table 1-3 The expansion cards supported in each blade server

Expansion cards ™
(Y = supported, N = not supported) ™ g
—_ > ~
a8 8=
©| © ~| ®
NI 0l|R
. | B ol
9 B 5|3
-c _— —_— - -
AHRNEHNEERERRE
olo|S|lojo|RININIA A
o ||~ NS ©o|o|S| &
=l el e = d D R A A B =1 B
Part 2199|8222 s|=[2fR
Slo|lolnlola|lv|X[X]|v|lon
number L|XT|T|XT|T|XT|XT|T|XT|a|a]| Page
Ethernet expansion cards
Ethernet Expansion Card (CIOv) 44W4475 | 1039 NIYIY]Y[Y[Y[Y[Y]Y]|Y]|223
2/4 Port Ethernet Exp Card (CFFh) 44\W4479 | 5476 YIY[Y]Y|[Y]Y|Y]Y|Y]Y] 224
Mellanox 2-port 10Gb Ethernet (CFFh) 90Y3570 AINW N[ Y] Y|[Y]Y[N|]Y|N|]N|N|225
Broadcom 10Gb Gen2 4-pt Ethernet (CFFh) 46M6164 | 0098 YIY[Y]Y|[Y]Y|Y]Y|N|N]|Z227
Broadcom 2-pt 10Gb Virt. Fbr. Adpt. (CFFh) | 81Y3133 AIQR |N[Y]Y[Y]Y|[Y]|]Y]Y]|N|N|228
QLogic Eth. and 8 Gb FC (CFFh) 00Y3270° [ A3uC | Y[ Y|Y[Y]Y|[Y]Y]|[Y]Y]Y]240
Emulex Virtual Fabric Adapter Il 00Y3266 ABNV I N[Y[Y[N[N[Y|Y|[Y]N|N|231
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Expansion cards ©
(Y = supported, N = not supported) S %
—~ > ~
2|8 8=
0| © ~N| O
NN 0|
N | B allt
9 s |3
-c _— —_— -~ -~
AHHIENNEIR R
SIR|ISIRIR|S|5|5|a|a
2ISEs[EEluw|RIR|IS| &
S|lo|lo|lo|n|o|o|X|X|v|wv
number L|Xx(x|x|T|x|XT|T|XT|a]|a]| Page
Emulex Virtual Fabric Adapter Advanced Il 00Y3264 ABNW | N[ Y[ Y |N[N[Y|Y|]Y]N|N|231
Emulex 10GbE VFA Il for HS23 81Y3120 | A287 NIN|N[Y]Y[N]N[N|N|N|233
Emulex 10GbE VFA Advanced Il for HS23 90Y9332 A2ZN | NI NI N[Y[Y]N|]N|N|N|[|N|Z233
QLogic 2-port 10Gb CNA (CFFh) 00Y3280° | A3UB | Y[ Y]Y[Y|Y|Y[Y]Y]Y]|Y]|245
QLogic 10Gb Virtual Fabric Adapter (CFFh) | 00Y3332 AAAC | NI N|IN[Y[Y]Y]Y]Y]|N|N|23
QLogic 10Gb Virtual Fabric CNA (CFFh) 00Y5618 AAD | NI N|INIY]Y[Y]Y]Y]|N|N|236
Intel 10Gb 2-port Ethernet (CFFh) 42C1810 | 3593 NIY|Y|[Y]Y[Y]Y|]Y]N|N|231
Brocade 2-port 10Gb CNA (CFFh) 81Y1650 5437 NLY[Y[Y]Y|]Y]Y]Y]|]N|N| 247
Fibre Channel expansion cards
Emulex 8Gb FC (CIOv) 46M6140 | 3598 NIYIY[Y[Y[Y[Y]Y]Y]Y]| 244
QLogic 4Gb FC (CIOv) 46M6065 | 3594 NIYIY[Y[Y[Y]Y]Y]Y]Y]|241
QLogic 8Gb FC (CIOv) 44X1945 1462 NIYIY[Y[Y[Y[Y]Y]Y]Y] 242
QLogic Ethernet and 8Gb FC (CFFh) 00Y3270° | A3JC [ Y| Y|Y|Y|[Y|Y]Y]|Y|Y]Y]240
InfiniBand expansion cards
2-port 40Gb InfiniBand (CFFh) 46M6001 0056 YIY[Y]Y]Y]IY]Y|[Y|Y]Y]248
SAS expansion cards
SAS Expansion Card (CFFv) 44E5688° | A3J9 Y[ N[N|N|N|N|N|[N|N|N]250
SAS Connectivity Card (CIOv) 43W4068 | 1041 NIY[Y[Y]Y|N]J]Y]|]Y]Y]Y]252
ServeRAID H1135 Controller (CIOv) 90Y4750 A1XJ NIN|N[N|N|J]Y|N|N|]N|]N|253
Interposer cards
10Gb Interposer Card for HS23 94Y8550 A244 NIN[N]JY|Y|N|N|[N|]N|N]| 338

a. Feature codes listed here are for the System x sales channel (x-config). For IBM System p® users (e-config), see
the PS700/PS701/PS702, and PS703/704 sections in Chapter 3, “Blade server hardware configuration” on
page 213.

b. Replaces 44X1940.

c. Replaces 42C1830.

d. Replaces 39Y9190.

Expansion card support: Table 1-3 lists which blade servers support a specific expansion

card. It does not, however, take into account in which chassis the blade is installed. For
details about chassis support, see the page referenced in the Page column.
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For the latest support information, see one of the following resources:

» IBM ServerProven®:

http://www.ibm.com/systems/info/x86servers/serverproven/compat/us/

» IBM System x Configuration and Options Guide:

http://www.ibm.com/systems/xbc/cog/

» IBM BladeCenter Interoperability Guide, REDP-BCIG:
http://www.redbooks.ibm.com/abstracts/redpbcig.html

1.1.4 1/0 module-expansion card compatibility

Compatibility between 1/0 modules in the chassis and expansion cards in the servers are as

follows:

v

vvyy

FCoE and vNIC planning details:

Ethernet compatibility: See Table 1-4 and Table 1-5 on page 8.
Fibre Channel compatibility: See Table 1-6 on page 9.
InfiniBand compatibility: See Table 1-7 on page 9.
SAS compatibility: See Table 1-8 on page 10.

» When you plan for FCoE, see 5.11, “Converged networks” on page 488.

» When you plan for vNIC, see 4.9, “BladeCenter Virtual Fabric vNIC solution” on

page 443.

Table 1-4 1 Gb and 10 Gb Ethernet Switch Module: Expansion card compatibility (part 1 of 2)

Ethernet expansion cards —

1 Gb to the
blade

10 Gb to the
blade

Part number

Ethernet switch module

Ethernet Expansion Card (CIOv)

44W4479
2/4 Port Ethernet (CFFh)

44W4475
00Y32702

QLogic Eth. and 8 GB FC (CFFH)

46M6164

Broadcom 10 Gb Gen 2 2-pt Eth. (CFFh)

Broadcom 10 Gb Gen 2 4-pt Eth. (CFFh)
81Y3133

46M6168
Broadcom 2-port 10 Gb VFA (CFFh)

90Y3570

Mellanox 2-port 10 Gb Eth. (CFFh)

42C1810

Intel 10 Gb 2-port Eth. (CFFh)

Gigabit Ethernet switch modules (external ports operate at 1 Gbps)

32R1859 IBM Layer 2-7Gb Ethernet Switch Y N N N N N N N

32R1860 IBM Layer 2/3 Copper Gb Switch Y | Y [YY| N|N|[N]|N]|N

32R1861 IBM Layer 2/3 Fiber Gb Switch Y Ye | vb N N N N N

39Y9324 IBM Server Connectivity Module Y | YO ] Y| N N N N N

00Y3250¢ Cisco Catalyst Switch 3110X Y | Y| Y | N N N N N
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Ethernet expansion cards — | 1 Gb to the 10 Gb to the
blade blade
= =
[T L
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o ol =
T =l =Z| | &£
= £ =
s} Q75 7 £ Z| k&
- — ) < (aV] > ﬁ O
o f (TR [aV] Al Ke} ~
of 5| 3| 8§ & o 8| &
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sl 2| Bl 8 gl gl gl o8
gl g| S 2 2| & g &
Il £ Q| a
es|2t|2b 35 85|85 ex|2®
I (Ts|agrsS|z8|=8|we| o2
R B I ) ) 'g © g ™ g mc| "
=2125|(=35|=28[28|>8| =35 Q¢
Part number Ethernet switch module SE|3Ix|80|Sa|fn| x| 8| FE
00Y3254" Cisco Catalyst Switch 3110G Y | Y® | Y® N N N N N
46C92729 Cisco Catalyst Switch 3012 Y | YO [ Y| N N | N
44W4483 Intelligent Copper Pass-Thru Module Y | YC|] Y| N N N N N
10 Gb Ethernet switch modules (external ports operate at 10 Gbps)
44W4404 IBM 1/10Gb Uplink Switch Y | Yo [ ¥P N N N N N
46C7191 IBM Virtual Fabric 10Gb Switch N Y N Y Y Y Y N
69Y1909 Brocade Converged 10GbE Switch N N N N N N N N
46M6181 10Gb Ethernet Pass-Thru Module N N N Y Y Y N N
46C9270" Cisco Nexus 40011 Switch Module N|lY[N|]Y]|]Y]|]Y[Y]Y
a. Replaces 44X1940.
b. Supported in BladeCenter S in the I/O bay 2 or in BladeCenter H and HT with the MSIM or MSIM-HT installed.
c. Supported in BladeCenter S in the 1/0 bay 2 or in BladeCenter H with the MSIM installed.
d. Replaces 41Y8522.
e. Supported in BladeCenter H and HT with the MSIM or MSIM-HT installed.
f. Replaces 41Y8523.
g. Replaces 43W4395.
h. Replaces 46M6071.
i. Force switch port to 10 Gb fixed, WoL not supported.
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Table 1-5 1 Gb and 10 Gb Ethernet Switch Module: Expansion card compatibility (part 2 of 2)

Ethernet expansion cards —

10 Gb to the blade

oS
@9
™ :E L =
Al o= iC
—_ ®“|l=8 L =
= ™ T |Buw O i
L ol — © — = TH
TR %) Ke) Os < O
Q T = B = b :(’ . —
| 8| |8 2| B| £ &
i o £ =| g 15} o) (@) Qo
L c L = <= @ 0] ~
TS S w - | €& o < <
O > o = = - o w P
-~ © ~ o |laol — — > O
| €| €| gl2g| 8] 8.8
8% 2% |8% (8% |82 |8e (85|85 |8:
NDO | NOD | -0 | WO | W © N-= | W5 | ©-=
Part 232z (22|22 (88|28 (28 (28| L8
number Ethernet Switch Module S8u (8L |%w |[Su |§2|%m | 8T |85 | 8C
Gigabit Ethernet switch modules (external ports operate at 1 Gbps)
32R1859 IBM Layer 2-7Gb Ethernet Switch N N N N N N N N N
32R1860 IBM Layer 2/3 Copper Gb Switch N N N N N N N N N
32R1861 IBM Layer 2/3 Fiber Gb Switch N N N N N N N N N
39Y9324 IBM Server Connectivity Module N N N N yb N N N N
00Y3250° | Cisco Catalyst Switch 3110X N N N N N N N N N
00Y32549 | Cisco Catalyst Switch 3110G N N N N N N N N N
46C9272% | Cisco Catalyst Switch 3012 N N N N YP N N N N
44W4483 | Intelligent Copper Pass-Thru Module N N N N yb N N N N
10 Gb Ethernet switch modules (external ports operate at 10 Gbps)
44W4404 | 1BM 1/10Gb Uplink Switch N N N N yb N N N N
46C7191 IBM Virtual Fabric 10Gb Switch Y Y Y Y Y Y Y Y Y
69Y1909 Brocade Converged 10GbE Switch Y Y N N Y Y Y Y Y
46M6181 10Gb Ethernet Pass-Thru Module Y Y Y Y Y N Y Y Y
46C9270" | Cisco Nexus 40011 Switch Module Y Y Y Y Y N Y Y Y

8

a. Replaces 42C1830.

b. Requires MSIM in BladeCenter H or MSIM-HT in BladeCenter HT.

c. Replaces 41Y8522.
d. Replaces 41Y8523.
e. Replaces 43W4395.
f. Replaces 46M6071.
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Table 1-6 4 Gb and 8 Gb Fibre Channel Switch Module: Expansion card compatibility

Fibre Channel Expansion Cards —» | 4 Gb Card 8 Gb Cards
=
L
L
Q
_ e _ =
S e S S
S ® ) =3
2 E Q 2
Q m_ Q Q
G} s S 0] 0]
8 o uw 0 © Q®
oL N e > L =3
© D n D - ©0 =
Part =9 > 9 % 9 = 2
number 1/0 module $G 8C SO Su
4 Gb Fibre Channel Switch Modules
44E5696P | Cisco Systems 4Gb 20 port FC Switch Module Y Y Y
44E5692° | Cisco Systems 4Gb 10 port FC Switch Module
8 Gb Fibre Channel Switch Modules
44X1905 | QLogic 20-port 8Gb SAN Switch Module Y Y Y Y
44X1907 QLogic 8Gb Intelligent Pass-Thru Module Y Y Y Y
42C1828 | Brocade Enterprise 20-port Switch Module Y Y Y Y
44X1920 Brocade 20-port 8Gb SAN Switch Module Y Y Y Y
44X1921 Brocade 10-port 8Gb SAN Switch Module Y Y Y Y
88Y6406 | QLogic 20-Port 4/8Gb SAN Switch Module Y Y Y Y
88Y6410 | QLogic 4/8Gb Intelligent Pass-Thru Module Y Y Y Y
a. Replaces 44X1940.
b. Replaces 39Y9280.
c. Replaces 39Y9284.
Table 1-7 InfiniBand Switch Module: Expansion card compatibility
InfiniBand Expansion Cards — QDR

Part number I1/0 Module

46M6001

46M6005

Voltaire 40Gb InfiniBand Switch Module

< | 2-pt 40 Gb InfiniBand (CFFh)
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Table 1-8 SAS I/O Module: Expansion card compatibility

SAS Expansion Cards —» | CFFv Clov
]
T |8 |¢c
L ~ To]
e 2z o
° = -
§ | 8 |
o)
% g = oI
® X e Rl 0
eu |30 IR
w e =2 > £
Part number | I/O Module So Qv S
39Y9195 IBM BladeCenter SAS Connectivity Module Y Y Y
43W3584 SAS RAID Controller Module for BladeCenter S Chassis Y Y Y

a. Replaces 39Y9190.

1.1.5 Other compatibility tables

Other compatibility tables in this book are as follows:
» Expansion blades:
— Expansion blades and supported server blades: Table 3-142 on page 404
» Networking:
— IBM Fabric Manager compatibility: Table 4-7 on page 441
— BladeCenter Virtual Fabric vNIC solution support matrix: Table 4-9 on page 447
» Storage:

— Fibre Channel storage compatibility matrix: Table 5-1 on page 456 and Table 5-2 on
page 457.

— iSCSI storage compatibility matrix: Table 5-5 on page 463

— SAS storage compatibility matrix: Table 5-7 on page 466

— IBM SAN boot support with built-in software iSCSI initiator: Table 5-6 on page 464
— Entry IBM Tape Storage - SAS compatibility matrix: Table 5-8 on page 473

— IBM System x Tape Drives - SAS compatibility matrix: Table 5-9 on page 474

— BladeCenter S SAS RAID Controller compatibility matrix: Table 5-18 on page 487

— FCoCEE storage compatibility matrix: Table 5-20 on page 494, Table 5-21 on
page 495, and Table 5-23 on page 497.

1.1.6 Supported operating systems

This section contains compatibility information for IBM blades and operating systems.
Operating systems are grouped by vendor and then by operating system version. All
operating systems that support the current product line of blade servers are listed in the
following tables. The information represents a snapshot of IBM ServerProven at the time of
writing. See the IBM ServerProven website for the latest information:

http://www.ibm.com/servers/eserver/serverproven/compat/us/nos/ematrix.shtml

The information in Table 1-9 on page 11 through Table 1-14 on page 16 is for general
purposes. See the IBM ServerProven website for any additional information and limitations.
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The following operating systems are described next:

“Microsoft” on page 11
“SUSE Linux” on page 13
“Red Hat Linux” on page 14
“Oracle Solaris” on page 15
“YMware” on page 15
“IBM” on page 16

vVvyYvyvyYYyvyy

Microsoft

Table 1-9 summarizes support for operating systems from Microsoft.

Table 1-9 Supported Microsoft operating systems

Operating system ~
>
S | o
o o
8 8 ~ | =
0w | 8 o
~|w |w |~ g | @
—_ —_ by - - ] © t
IRl || |8 |alslals
SIEIS|IBIEIS|R|E|=|R
=|l=(>z|s|lwlsls|S |
N N AN (2] [+¢] [+¢] ~ ~ o o
™ N N N N N n Lo N~ N
nlonlonlnluanlnl|X]|X]|no|ln
I |x|(T|T|xT|T|XT|a|a
Microsoft Windows Server 2012 R2
All Editions N|IN[N[NJY |N|N|NJ|NIN
Microsoft Windows Server 2012
All Editions N|IY [N|[Y]Y]Y]|]Y]|]Y |NI|N
Microsoft Windows Server 2008 R2
All Editions Y|Y|IY|IY|Y|Y|Y]|]Y|[N]|N
Microsoft Windows Server 2008 x64
Foundation Y IN|IN|IN|N|N|NJ|INJ|IN]IN
Web Edition Y|Y|IY|Y|Y|Y|]Y]|]Y|[N]I|N
Standard Edition Y|Y|Y|Y|Y|N|J]Y|]Y|[N]I|N
Enterprise Edition YI|IY Y |Y|[Y]Y]Y]|]Y|N|N
DataCenter Edition NITY|[Y|lY]Y]|]Y]lY]|]Y |NJ|N
HPC Edition NIY|[Y[NINJY]|]Y]|]Y |NI|N
HPC Server 2008 N[Y |N]JY|]Y |N|IN|NI|[N/I|N
Microsoft Windows Server 2008 x86
Web Edition Y| Y|Y|N|N|N|NJ|INJ|N]IN
Standard Edition Y |Y|Y | N|N|N|NJ|INIJ|IN]IN
Enterprise Edition Y|Y|Y[[N|N|N|NJNI|N]N
DataCenter Edition NIJY Y N|IN|NJNJNI|NIN
Microsoft Windows Essentials Business Server 2008
Standard Edition Y |Y|Y |N|N|N|NJ|INIJ[N]IN
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Operating system S
>
o |loe
o o
[Te] o
a A |z
—_ —_ - - - © o) ’:/
IRl || |8|lals|lal
2|B|S|B|B|S|5 (B |58
N N AN [s¢] [+¢) [+¢] ~ ~ o o
- AN N N N N n n N N
nlonlonlanlonln|X|X|vol|ln
I |x|xT|xT|xT|T|XT | |a
Premium Edition Y |Y|Y |N|N|N|NJ|INIJ[IN]IN
Microsoft Windows Small Business Server 2008
Standard Edition Y |Y|Y]|]Y [N N
Premium Edition YIY|Y]Y|[N|INJY]|]Y|NIN
Microsoft Windows Server 2003/2003 R2 x64
Standard Edition Y |Y|IN|IN|N|N|NJ|INIJ[IN]IN
Enterprise Edition Y|Y |[N[N|N|[N|NJ|JNI|N]N
Enterprise Edition with MSCS N[Y |N|IN|IN|N]|NJ|NI|[NI|N
DataCenter Edition NJY [N|IN]|INJ|NI|NI|INI|IN/I|N
Compute Cluster Edition Y|]Y|N|IN|N|N|N|N/|N|N
Compute Cluster Server 2003 Y|]Y|N|IN|N|N|N|N/|N|N
Microsoft Windows Server 2003/2003 R2
Web Edition Y |Y|IN|IN|N|N|NJ|INIJ[IN]IN
Standard Edition Y|[Y IN|IN|IN|INJNJ|JNJ|NIN
Enterprise Edition Y |Y|IN|IN|N|N|NJINJ[IN]IN
Enterprise Edition with MSCS N|JY |N|N]|NJNJ|JNJNJ|N]|N
DataCenter Edition NJY [N|IN]|INJ|NJ|NJ|INI|IN/I|N
Windows Small Business Server 2003/2003 R2
Standard Edition Y|[Y | IN|IN|IN|INJ|JNJ|JNJ|NIN
Premium Edition Y |Y|IN|IN|N|N|NJINIJ[IN]IN
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SUSE Linux

Table 1-10 summarizes support for SUSE Linux operating systems.

Table 1-10 Supported SUSE Linux operating systems

Operating system ~
>
o |o
(=} (=}
© |o -
Qg o | =
—_ —~ b ~ ~ ] (o) ’:/
SIgIE|Elg|8|alalals
SIE|S|E|E|S|B B[S |B
N N N (3¢ (3] (3¢ ~ ~ o o
- N N (3] (3] (3] n 0 N N
NNl | | XX |lno
I(r|T|T (T |T|T|T |a|a
SUSE Linux Enterprise Server 11
Real Time for AMD64/EM64T N|IY|Y[N|[N]|N[N|N]|N/I|N
With Xen for AMD64/EM64T Y|IY[Y|Y]Y|[Y]|Y]Y [N]|N
For AMD64/EM64T Y|Y[Y|Y]Y|[Y]|Y]Y [N]|N
For x86 Y|Y[Y|Y]Y|[Y|N]|N|[NI|N
For IBM POWER® N|IN|N[IN|[N]|N[IN|[N]Y|Y
SUSE Linux Enterprise Server 10
Real Time for AMD64/EM64T N|IY|Y[N|[N]N[N|N]|N/I|N
With Xen for AMD64/EM64T Y|Y[Y|N|N[N|NJN|[NIN
With Xen for x86 Y|Y[Y|N|N[N|NJN|NI|N
For AMD64/EM64T Y|Y[Y|Y|N[Y|Y]Y [N]|N
For x86 Y|Y[N]JY |N[N|NJN|[NI|N
For IBM POWER N|IN|N[IN|[N]|IN[IN|[N]Y|Y
SUSE Linux Enterprise Server 9
For AMD64/EM64T Y | N[N|IN]|N[N|NJN|NIN
For x86 Y | N[N|IN]|N[N|NJN|NI[N

Chapter 1. Product overview

13



Red Hat Linux
Table 1-11 summarizes support for Red Hat Linux operating systems from Red Hat.

Table 1-11 Supported Red Hat Linux operating systems

Operating system ~
>
°o | o
o o
S |8 ~|=
0w | w 8 >
—_ —_ - ~ - © o) ’:/
) (=) N~ n n 5] ~ | ~]>=
A Rl |IN|N|[9|F ||l |
S|l |E|low|o |2 |ININ[EZ]|S
el ||| |RIR |5 N
- (3" N N N N n 0 N N
[72) (2] [72) (/2] (2] (2]} X x [ [72]
I |T|xT(x|T|T (T |T |a|a
Red Hat Enterprise Linux 6
Server x64 Edition NIY Y I|IY Y ]|Y]|]Y]|Y
Server Edition N|lY |N Y [N|IN]|N]|N

Red Hat Enterprise Linux 5

Server x64 Edition Y[Y|Y|]Y|Y[|Y|[Y]|]Y |NIN
Server with Xen x64 Edition Y[Y|Y|]Y|Y|Y|[Y]|Y |NIN
Server Edition Y[Y|IN]JY|Y|Y |[N[N]JNIN
Server with Xen Edition Y[Y|]Y|N|IN|N|N|[N]JNIN
For IBM POWER N|IN|IN[N|N]|N|N|[NI|[Y]Y
Red Hat Enterprise Linux 4

AS for AMD64/EM64T Y |Y|Y|N|[N[N|JN]|NJ|N|N
AS for x86 Y |Y|IN|N|[N[N|JN]|N|N|N
ES for AMD64/EM64T Y |Y|Y|N|[N[N|JN]|NJ|N|N
ES for x86 Y |Y|IN|N|[N[N|JN]|NJ|N]|N
WS/HPC for AMD64/EM64T Y[Y|Y |N|N|N|[N[N]JNIN
WS/HPC for x86 Y |Y|N|N|[N[N|JN]|NJ|N|N

Red Hat Enterprise MRG Realtime (x64)

<
<
2
2
2
2
2
2
2

MRG 1.0 Realtime (x64) N

MRG 2.0 Realtime (x64 N|{Y]Y |ININ|[N]JY |[Y NN
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Oracle Solaris
Table 1-12 summarizes support for Solaris 10 operating systems from Oracle.

Table 1-12 Supported Oracle Solaris operating systems

Operating system

z | HS12 (8028)
< | Hs22 (7870)

< | Hs22v (7871)

< | Hs23 (7875, E5-2600)

< | HS23 (7875, E5-2600 v2)
z | HS23E (8038)

< | HX5 (7872)

< | HX5 (7873)

z | PS700/1/2 (8406)

z | PS703/704 (7891)

Solaris 10

VMware
Table 1-13 summarizes support for VMware operating systems from VMware.

Table 1-13 Supported VMware operating systems

Operating system ~
>
o |lo
o | o
g8 5|5
| B g |o
~ W (W | g |2
—_ —_ by - - © © ’:r
SIRIB|B|IC|S|ald|als
SIEISIEIR|S|G|[5 (=R
AN [\ [\ (2] [+¢] (%] ~ ~ o o
- N N N N N 7] n N N
nlnlonlonlonlnl|[X|X|o|ln
I|jr|jx|x|x|xT|T|T |a|a
VMware vSphere 5.5 (ESXi) N|JYIN|IN[Y|Y]Y]Y [N|N
VMware vSphere 5.1 (ESXi) NITY Y ]|]Y[Y]Y]Y]Y [N]|N
VMware vSphere 5.0 (ESXi) Y[Y|Y]Y|IN]Y|[Y]Y |NI|N
VMware ESX 4.1 Y[Y|Y]Y|N]|]Y|[Y]Y |N|N
VMware ESXi 4.1 Y[Y|Y]Y|IN]|J]Y|[Y]Y |N|N
VMware ESX 4.0 Y[Y|]Y |N|IN|N|[NJ]NJ|NIN
VMware ESXi 4.0 Y[Y|]Y |N|IN|N|NJ]JNJ|NIN
VMware ESX 3.5 Y[Y|]Y|N|IN|N|NJ]J]NJ|NIN
VMware ESXi 3.5 Y[Y|]Y|N|IN|N|NJ]NJ|NI[N
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IBM
Table 1-14 summarizes support for the IBM AIX® and IBM i5/0S™ operating systems.

Table 1-14 Supported IBM AlIX and i5/0S operating systems

Operating system

IBM AIX 5L™ V5.3

AIX V6.1

AIX'V7A1

IBM i Operating System 6.1

IBM i Operating System 7.1

IBM Virtual I/O Server

<|z|lz|z|=z]|=z]| =] HS12(8028)
z|z|Z2|zZ|=z2]|=z]| 2] HS22 (7870)
z|lz|z|z|z]|=z]| =] HS22V (7871)
<|z|z|z|z]|=z| =] HS23 (7875, E5-2600)
<|z|z|=z|=z]=z]| =z| HS23 (7875, E5-2600 v2)

z|lz|z|z]|z]|z|=z] HS23E (8038)

Zz|z|Z2|zZ| 2| =z]| =] HX5(7872)

z|lz|z|z|=z]=z]| =] HX5(7873)
z|<|<|=<]|]=z]=<| <] PS700/1/2 (8406)
z|<|<|=<]|=<]|=<| =] PS703/704 (7891)

4690 Operating System V6

1.2 BladeCenter chassis

There are four chassis in the BladeCenter family:

» IBM BladeCenter E provides the greatest density and common fabric support and is the
lowest entry cost option. See 1.2.1, “BladeCenter E” on page 16.

» IBM BladeCenter H delivers high performance, extreme reliability, and ultimate flexibility
for the most demanding IT environments. See 1.2.2, “BladeCenter H” on page 18.

» |IBM BladeCenter HT models are designed for high-performance flexible
telecommunications environments by supporting high-speed Internet working
technologies, such as 10Gb Ethernet (10GbE), and provide a robust platform for NGNs.
See 1.2.3, “BladeCenter HT” on page 20.

» |IBM BladeCenter S combines the power of blade servers with integrated storage, all in an
easy-to-use package designed specifically for the office and distributed enterprise
environment. See 1.2.4, “BladeCenter S” on page 23.

All chassis share a common set of blades and standard switch modules. BladeCenter H and
HT offer high-speed I/O bays for high-speed switches, such as IBM 10-port 10 Gb Ethernet
Switch Module.

1.2.1 BladeCenter E

IBM designed the IBM BladeCenter E (machine type 8677) to be a highly modular chassis to
accommodate a range of diverse business requirements. BladeCenter supports not only
blade servers, but also a wide range of networking modules, including Gigabit Ethernet, Fibre
Channel, and SAS for high-speed connectivity to the client’s existing network environment.
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BladeCenter E also supports a redundant pair of Advanced Management Modules for
comprehensive systems management.

The BladeCenter E superior density and feature set are made possible by the BladeCenter E
innovative chassis architecture. Because BladeCenter E uses super energy-efficient
components and shared infrastructure architecture, clients can realize lower power
consumption when compared to their most likely alternative, that is, non-blade server
designs. The BladeCenter E lower power consumption and IBM Calibrated Vectored
Cooling™ allow more servers to fit in a tight power or cooling environment.

Figure 1-1 shows the front view of an IBM BladeCenter E.

Figure 1-1 BladeCenter E front view

Figure 1-2 shows the rear view of an IBM BladeCenter E.

Figure 1-2 BladeCenter E rear view
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The key features of IBM BladeCenter E chassis are as follows:

»

»

>

A rack-optimized, 7 U modular design enclosure for up to 14 hot-swap blades
High-availability mid-plane that supports hot-swap of individual blades

Two 2,000 W or 2,320 W, hot-swap power modules (model-dependent) and support for
two optional 2,000-watt or 2,320-watt power modules, offering redundancy and power for
robust configurations

Two hot-swap blowers

An Advanced Management Module that provides chassis-level solutions, simplifying
deployment and management of your installation

Support for up to four network or storage switches or pass-through modules
A light path diagnostic panel, and USB 2.0 port
Support for UltraSlim enhanced SATA DVD-ROM and multi-burner drives

Support for IBM Director and IBM Tivoli® Provisioning Manager for OS Deployments for
easy installation and management

Energy-efficient design and innovative features to maximize productivity and reduce
power usage

Extreme density and integration to ease data center space constraints

Help in protecting your IT investment through IBM BladeCenter family longevity,
compatibility, and innovation leadership in blades

Support for the latest generation of IBM BladeCenter blades, helping provide
investment protection

For more information about the IBM BladeCenter E chassis, see 2.1, “IBM BladeCenter E” on
page 40.

1.2.2 BladeCenter H

IBM BladeCenter H delivers high performance, extreme reliability, and ultimate flexibility to
even the most demanding IT environments. In 9 U of rack space, the BladeCenter H chassis
can contain up to 14 blade servers, 10 switch modules, and four power supplies to provide the
necessary I/0O network switching, power, cooling, and control panel information to support the
individual servers.

18

The chassis supports up to four traditional fabrics using networking switches, storage
switches, or pass-through devices. The chassis also supports up to four high-speed fabrics
for support of protocols like 4X InfiniBand or 10-Gigabit Ethernet. The built-in media tray
includes light path diagnostics, two front USB inputs, and an optical drive.
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Figure 1-3 shows the front view of an IBM BladeCenter H.

Figure 1-3 BladeCenter H front view

Figure 1-4 shows the rear view of an IBM BladeCenter H.

Figure 1-4 BladeCenter H rear view
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The key features of IBM BladeCenter H chassis are as follows:
» A rack-optimized, 9 U modular design enclosure for up to 14 hot-swap blades
» High-availability mid-plane that supports hot-swap of individual blades

» Two 2,900 W or 2,980 W, hot-swap power modules (model-dependent) and support for
two optional power modules, offering redundancy and power for robust configurations

» Two hot-swap redundant blowers, and 6 or 12 supplemental fans with power supplies

» An Advanced Management Module that provides chassis-level solutions, simplifying
deployment and management of your installation

» Support for up to four network or storage switches or pass-through modules
» Support for up to four bridge modules

» Support for up to four high-speed switch modules

» A light path diagnostic panel, and two USB 2.0 ports

» Serial port breakout connector

» Support for UltraSlim Enhanced SATA DVD-ROM and multi-burner drives

» Support for IBM Director and Tivoli Provisioning Manager for OS Deployments for easy
installation and management

» Energy-efficient design and innovative features to maximize productivity and reduce
power usage

» Density and integration to ease data center space constraints
» Help in protecting your IT investment through IBM BladeCenter family longevity,
compatibility, and innovation leadership in blades

For more information about the IBM BladeCenter H chassis, see 2.2, “IBM BladeCenter H” on
page 48.

1.2.3 BladeCenter HT

20

The IBM BladeCenter HT is a 12-server blade chassis designed for high-density server
installations, typically for telecommunications use. It offers high performance with the support
of 10Gb Ethernet installations. This 12U high chassis with DC or AC power supplies provides
a cost-effective, high-performance, and high-availability solution for telecommunication
network and other rugged non-telco environments. The IBM BladeCenter HT chassis is
positioned for expansion, capacity, redundancy, and carrier-grade NEBS level 3/ETSI
compliance in DC models.

BladeCenter HT provides a solid foundation for next-generation networks (NGN), enabling
service providers to become on-demand providers. Coupled with technological expertise
within the enterprise data center, IBM uses the industry know-how of key IBM Business
Partners to jointly deliver added value within service provider networks.
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Figure 1-5 shows the front view of the BladeCenter HT.

Figure 1-5 BladeCenter HT front view

The BladeCenter HT brings significant enhanced capabilities to the broad IBM environment of
hundreds of NGN applications already being deployed on BladeCenter. A key example is the
IBM 10 Gb Virtual Fabric Switch Module for BladeCenter, which delivers 10 Gbps to each
blade server deployed in the BladeCenter H or BladeCenter HT chassis, and ten 10 Gb
Ethernet uplinks. This capability helps greatly reduce the cost of implementing IPTV and
other high-bandwidth NGN applications.
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Figure 1-6 shows the rear view of the BladeCenter HT.

Figure 1-6 BladeCenter HT rear view

BladeCenter HT delivers rich telecom features and functions, including integrated servers,
storage and networking, fault-tolerant features, optional hot swappable redundant DC or AC
power supplies and cooling, and built-in system management resources. The result is a
Network Equipment Building Systems (NEBS-3) and ETSI-compliant server platform
optimized for next-generation networks.

The BladeCenter HT applications suited for these servers include the following items:

» Network management and security

Network management engine
Internet cache engine

RSA encryption

Gateways

Intrusion detection

» Network infrastructure

— Softswitch

— Unified messaging

— Gateway/Gatekeeper/SS7 solutions
— VOIP services and processing

— Voice portals

— |IP translation database
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Key features of the BladeCenter HT are as follows:

| 2

>

»

Support for up to 12 blade servers, compatible with the other chassis in the
BladeCenter family

Four standard and four high-speed I/O module bays, compatible with the other chassis in
the BladeCenter family

Two media trays at the front (each tray with light path diagnostics, two USB 2.0 ports, and
optional compact flash memory module support)

Two hot-swap management-module bays (two management modules standard)

Four hot-swap power-module bays (four power modules standard, either 2,535 W DC or
3,160 W AC)

Serial port for direct serial connection to installed blades
Compliance with the NEBS 3 and ETSI core network specifications

For more information about the IBM BladeCenter HT chassis, see 2.3, “IBM BladeCenter HT”
on page 58.

1.2.4 BladeCenter S

The BladeCenter S chassis can hold up to six blade servers, and up to 12 hot-swap 3.5-inch
SAS or SATA disk drives, or up to 24 hot-swap 2.5-inch SAS disk drives in just 7U of rack
space. It can also include up to four C14 950-watt/1450-watt power supplies. The
BladeCenter S offers the necessary I/O network switching, power, cooling, and control panel
information to support the individual servers.

The IBM BladeCenter S is one of five chassis in the BladeCenter family. The BladeCenter S
provides an easy IT solution to the small and medium office and to the distributed enterprise.

Figure 1-7 shows the front view of IBM BladeCenter S.

Figure 1-7 The front of the BladeCenter S chassis
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Figure 1-8 shows the rear view of the chassis.

Figure 1-8 The rear of the BladeCenter S chassis

The key features of IBM BladeCenter H chassis are as follows:

»

>

>

>

A rack-optimized, 7U modular design enclosure for up to six hot-swap blades.
Two optional Disk Storage Modules for HDDs.
High-availability mid-plane that supports hot-swap of individual blades.

Two 950/1450-watt, hot-swap power modules and support for two optional 950/1450-watt
power modules, offering redundancy and power for robust configurations.

Four hot-swap redundant blowers, plus one fan in each power supply.

An Advanced Management Module that provides chassis-level solutions, simplifying
deployment and management of your installation.

Support for up to four network or storage switches or pass-through modules.
A light path diagnostic panel, and two USB 2.0 ports.
Support for optional UltraSlim Enhanced SATA DVD-ROM and multi-burner drives.

Support for SAS RAID Controller Module makes it easy for clients to buy the all-in-one
BladeCenter S solution.

Support for IBM Director, Storage Configuration Manager (SCM), Start Now Advisor, and
Tivoli Provisioning Manager for OS Deployments support for easy installation and
management.

Energy-efficient design and innovative features to maximize productivity and reduce
power usage.

Help in protecting your IT investment through IBM BladeCenter family longevity,
compatibility, and innovation leadership in blades.

Support for the latest generation of IBM BladeCenter blades, helping provide
investment protection.

For more information about the IBM BladeCenter S chassis, see 2.4, “IBM BladeCenter S” on
page 69.
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1.3 Blade servers

IBM BladeCenter servers support a wide selection of processor technologies and operating
systems to allow clients to run all of their diverse workloads inside a single architecture. The
slim and hot-swappable blade servers fit in a single chassis like books in a bookshelf, and
each is an independent server, with its own processors, memory, storage, network controllers,
operating system and applications. The blade server slides into a bay in the chassis and
plugs into a midplane or backplane, sharing power, fans, diskette drives, switches, and ports
with other blade servers.

The benefits of the blade approach are obvious to anyone tasked with struggling to deal with
hundreds of cables strung through racks just to add and remove servers. With switches and
power units shared, precious space is freed up, and blade servers enable higher density with
greater ease.

Table 1-1 on page 2 shows which blade servers are supported in each of the IBM
BladeCenter chassis.

The following blade servers are covered in this section:

1.3.1, “BladeCenter HS12” on page 25

1.3.2, “BladeCenter HS22” on page 27

1.3.3, “BladeCenter HS23 (E5-2600)” on page 28

1.3.5, “BladeCenter HS23E” on page 30

1.3.6, “BladeCenter HX5” on page 31

1.3.7, “IBM BladeCenter PS700, PS701, and PS702” on page 32
1.3.8, “BladeCenter PS703 and PS704” on page 35

vVVvyVYyVvYVYYvYyYyY

1.3.1 BladeCenter HS12

BladeCenter HS12 is a single-socket blade server that supports the economics of application
server deployment with power, scalability, control, and serviceability. It is well-suited for web
caching, terminal serving, firewalls, dynamic web serving, and virtualization.
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Figure 1-9 shows the IBM BladeCenter HS12.

Figure 1-9 IBM BladeCenter HS12

The HS12 includes these features to support its power, scalability, control, and serviceability:

» 3.0 GHz dual-core processor with 6 MB L2, 2.50 GHz quad-core processor with 6 MB L2
or 2.66 and 2.83 GHz quad-core with 12 MB L2

» Dual Gigabit Ethernet connections

» Support for up to two hot-swap SAS HDDs, and RAID 0 and 1 support with RAID card

» Support for Ethernet, SAS, or Fibre Channel expansion cards

The supported operating systems for the HS12 blade servers are Microsoft Windows 2003
and 2003 R2 x86 and x64, Microsoft Windows Server 2008 x86 and x64, and Windows
Server 2008 R2, Red Hat Enterprise Linux 4 and 5 x86 and x64, SUSE Linux Enterprise
Server 10 and 11 for x86 and for AMD64/EM64T, and VMware ESX 3.5, 4.x and vSphere 5.0.

See the ServerProven website for further supported network operating system (NOS)
information:

http://www.ibm.com/servers/eserver/serverproven/compat/us/eserver.html

For more details about the server, see 3.2, “IBM BladeCenter HS12” on page 254.
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1.3.2 BladeCenter HS22

IBM BladeCenter HS22 is a two-socket blade server running the latest Intel Xeon processors.
It is ideal for infrastructure, virtualization, and enterprise business applications.

The HS22 supports up to two Intel Xeon Processor 5600 series multi-core processors,
12 DIMMs modules, two hot-swap drives, two PCI Express connectors, and one internal
USB connector.

Figure 1-10 shows the IBM BladeCenter HS22 server.

Figure 1-10 IBM BladeCenter HS22

The HS22 server has the following features:

Supports up to two Intel Xeon 5600 series multi-core processors
Twelve DIMM slots, for up to 192 GB of memory (using 16 GB DIMMSs)
Two hot-swap disk drive bays

Internal USB port for embedded hypervisor support

Onboard dual 1 Gb Ethernet ports

Two PCI Express connectors for attaching various I/O expansion cards

vVvyvyvyYYyvyy

The supported operating systems for the HS22 blade servers are Microsoft Windows 2003
and 2003 R2 x86 and x64, Microsoft Windows Server 2008 x86 and x64, 2008 R2, and 2012,
Red Hat Enterprise Linux 4, 5, and 6 x86 and x64, SUSE Linux Enterprise Server 10 and 11
for x86 and for AMD64/EM64T, VMware ESX 3.5, 4.x and vSphere 5.0, and Oracle Solaris
10. See the following ServerProven page for further supported NOS information:

http://www.ibm.com/systems/info/x86servers/serverproven/compat/us/nos/ematrix.shtml

For more details about the server, see 3.3, “IBM BladeCenter HS22” on page 262.
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1.3.3 BladeCenter HS23 (E5-2600)

IBM BladeCenter HS23 (E5-2600) is a two-socket blade server running the Intel Xeon
processor E5-2600 product family. With its industry-leading RAS features, energy efficiency,
outstanding performance, flexible and scalable 1/0, and complete systems management, the
HS23 offers a robust platform optimized for your mission-critical applications. The standard
30-mm single-wide form-factor protects your investments by providing compatibility with the
IBM BladeCenter H, E, S, and HT chassis.

Figure 1-11 shows the HS23.

Figure 1-11 The HS23 type 7875 (E5-2600)

The HS23 (E5-2600) has the following features:

Supports up to two Intel Xeon processor E5-2600 product family CPUs

Sixteen DIMM slots for up to 512 GB of memory (using 32 GB DIMMs)

Up to 1600 MHz memory speeds

Supports up to two hot-swap HDDs

Internal USB port for embedded hypervisor support

Integrated dual-port Gigabit Ethernet and dual-port 10 Gb Ethernet Virtual Fabric
Up to 18 I/O ports per blade with virtual NICs

PCI Express connectors for attaching various 1/0O expansion cards

Interposer Card connector
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The supported operating systems for the HS23 (E5-2600) blade servers are Microsoft
Windows Server 2012, 2008 x64, and 2008 R2, Red Hat Enterprise Linux 5 and 6, SUSE
Linux Enterprise Server 10 and 11, and VMware ESX and ESXi 4.1 and vSphere 5.

See the following ServerProven page for further supported NOS information:

http://www.ibm.com/servers/eserver/serverproven/compat/us/eserver.html

For more details about the server, see 3.5, “BladeCenter HS23 (E5-2600)” on page 322.
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1.3.4 BladeCenter HS23 (E5-2600 v2)

IBM BladeCenter HS23 (E5-2600 v2) is a next-generation two-socket blade server running
the Intel Xeon processor E5-2600 v2 product family. With its industry-leading RAS features,
energy efficiency, outstanding performance, flexible and scalable I/O, and complete systems
management, the HS23 offers a robust platform, optimized for your mission-critical
applications. The standard 30-mm single-wide form-factor protects your investments by
providing compatibility with the IBM BladeCenter H, E, S, and HT chassis.

Figure 1-11 on page 28 shows the HS23.

Figure 1-12 The HS23 type 7875 (E5-2600 v2)

The HS23 (E5-2600 v2) has the following features:

Supports up to two Intel Xeon processor E5-2600 product family CPUs

Sixteen DIMM slots for up to 512 GB of memory (using 32 GB DIMMs)

Up to 1866 MHz memory speeds

Supports up to two hot-swap HDDs

Internal USB port for embedded hypervisor support

Integrated dual-port Gigabit Ethernet and dual-port 10 Gb Ethernet Virtual Fabric
Up to 18 I/O ports per blade with virtual NICs

PCI Express connectors for attaching various 1/0O expansion cards

Interposer Card connector
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The supported operating systems for the HS23 (E5-2600 v2) blade servers are Microsoft
Windows Server 2012 R2, 2012, 2008 x64, and 2008 R2, Red Hat Enterprise Linux 5 and 6,
SUSE Linux Enterprise Server 11, and VMware vSphere (ESXi) 5.1 and 5.5.

See the following ServerProven page for further supported NOS information:

http://www.ibm.com/servers/eserver/serverproven/compat/us/eserver.html

For more details about the server, see 3.6, “BladeCenter HS23 (E5-2600 v2)” on page 343.
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1.3.5 BladeCenter HS23E

IBM BladeCenter HS23E is a versatile, dual-socket blade server running the Intel Xeon
processor E5-2400 family. The server offers performance for value with various levels of
memory capacity, processor performance, and flexible configuration options. A standard 30
mm single-wide form factor protects your investments by providing compatibility with the IBM
BladeCenter H, E, S, and HT chassis.

Figure 1-13 shows the HS23E.

Figure 1-13 The HS23E Type 8038

The HS23E has the following features:

» Support for up to two Intel Xeon E5-2400 family processors, or one Intel Xeon E5-1410, or
one Intel Pentium 1400 family processor (Intel Pentium 1403 or Intel Pentium 1407)

» Twelve DIMM slots for up to 192 GB of memory (using 32 GB DIMMs)

» Support for up to two hot-swap HDDs

» Internal USB port for embedded hypervisor support

» Integrated dual-port Gigabit Ethernet

» PCI Express connectors for attaching various I/0O expansion cards

The supported operating systems for the HS23E blade servers are Microsoft Windows Server
2012, 2008 x64, and 2008 R2, Red Hat Enterprise Linux 5 x64 and 6, SUSE Linux Enterprise
Server 10 for AMD64/EM64T and 11, and VMware ESX and ESXi 4.1 and vSphere 5.

See the following ServerProven page for further supported NOS information:

http://www.ibm.com/servers/eserver/serverproven/compat/us/eserver.html

For more details about the server, see 3.7, “BladeCenter HS23E” on page 363.
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1.3.6 BladeCenter HX5

IBM BladeCenter HX5 type 7873 is a scalable two-socket blade server running the latest Intel
Xeon processor E7-8800, E7-4800, or E7-2800 families. The IBM BladeCenter HX5 type
7872 is a scalable two-socket blade server running the Intel Xeon 7500 or 6500 series
processors. The HX5 is ideal for large virtualization and consolidation solutions and for
enterprise business applications that require high performance. The HX5 is supported in the
BladeCenter H, HT (AC version only), and S chassis.

The HX5 has 16 DIMM module slots, three PCI Express connectors, and one internal USB
connector. Two single HX5 blade servers can be joined to form one four-socket server with up
to 32 DIMM modules.

The MAX5 memory expansion blade can be attached to the HX5, which increases the
memory capacity to 40 DIMM sockets for a two-socket HX5 server. The combined HX5 and
MAXS5 then take up two slots in the BladeCenter chassis.

Figure 1-14 shows the two joined HX5 blade servers.

Figure 1-14 HX5 (two servers shown, connected to form one single-image four-socket server)

The HX5 has the following features:

Supports up to two Intel Xeon processors E7 family

Supports up to two 1.8-inch SSDs

Sixteen DIMM slots for up to 256 GB of memory (using 16 GB DIMMs)
Integrated dual-port Gigabit Ethernet

Two PCle expansion connectors

Up to 12 I/O ports per blade
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The supported operating systems for the HX5 blade servers are Microsoft Windows Server
2012, 2008 x64, and 2008 R2, Red Hat Enterprise Linux 5 and 6 x64, SUSE Linux Enterprise
Server 10 and 11 for AMD64/EM64T, and VMware ESX and ESXi 4.x and vSphere 5.

For more details about the server, see 3.4, “IBM BladeCenter HX5” on page 285.

Chapter 1. Product overview 31



1.3.7 IBM BladeCenter PS700, PS701, and PS702

32

The PS700, PS701, and PS702 blades are high-performance blades for 64-bit applications.
They are designed to minimize complexity, improve efficiency, automate processes, reduce
energy consumption, and scale easily. The IBM POWER7® processor-based blades support
AlIX, IBM i, and Linux operating systems. Their ability to coexist in the same chassis with other
IBM BladeCenter blades servers enhances the ability to deliver rapid return of investment
demanded by clients and businesses.

Figure 1-15 shows the IBM BladeCenter PS700, PS701, and PS702 blade servers.

Figure 1-15 The IBM BladeCenter PS702, BladeCenter PS701, and BladeCenter PS700

The PS700 blade server

The PS700 blade server (8406-70Y) is a single-socket, single-wide 4-core 3.0 GHz POWER?7
processor-based server. The POWER7Y processor is a 64-bit, 4-core with 256 KB L2 cache
per core and 4 MB L3 cache per core.

The PS700 blade server has eight DDR3 memory DIMM slots. The industry standard VLP
DDR3 Memory DIMMs are either 4 GB or 8 GB running at 1066 MHz. The memory is
supported in pairs. Thus, the minimum memory required for PS700 blade server is 8 GB (two
4 GB DIMMs). The maximum memory that can be supported is 64 GB (eight 8 GB DIMMs).

It has two Host Ethernet Adapter (HEA) 1 GB integrated Ethernet ports that are connected to
the BladeCenter chassis fabric (midplane). The PS700 has an integrated SAS controller that
supports local (onboard) storage, an integrated USB controller, and Serial over LAN console
access through the service processor, and the BladeCenter Advance Management Module.

It supports two onboard disk drive bays. The onboard storage can be one or two 2.5-inch SAS
HDD or SSD drives. The integrated SAS controller supports RAID 0, RAID 1, and RAID10
hardware when two HDDs or solid-state drives (SSDs) are used.

The PS700 also supports one PCle CIOv expansion card slot and one PCle CFFh expansion
card slot.
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The PS701 blade server

The PS701 blade server (8406-71Y) is a single socket, single-wide 8-core 3.0 GHz POWER7
processor-based server. The POWER7 processor is a 64-bit, 8-core with 256 KB L2 cache
per core and 4 MB L3 cache per core.

The PS701 blade server has 16 DDR3 memory DIMM slots. The industry standard VLP
DDR3 memory DIMMs are either 4 GB or 8 GB running at 1066 MHz. The memory is
supported in pairs. Thus, the minimum memory required for the PS701 blade server is
8 GB (two 4 GB DIMMs). The maximum memory that can be supported is 128 GB

(16 x 8 GB DIMMs).

The PS701 blade server has two HEA 1 GB integrated Ethernet ports that are connected
to the BladeCenter chassis fabric (midplane). The PS701 also has an integrated SAS
controller that supports local (onboard) storage, an integrated USB controller, and Serial
over LAN console access through the service processor, and the BladeCenter Advanced
Management Module.

The PS701 has one onboard disk drive bay. The onboard storage can be one 2.5-inch SAS
HDD or SSD drive. The PS701 also supports one PCle CIOv expansion card slot and one
PCle CFFh expansion card slot.

The PS702 blade server

The PS702 blade server (8406-71Y +FC 8358) is a two-socket, double-wide 16-core 3.0 GHz
POWER?7 processor-based server. The POWER7 processor is a 64-bit, 8-core with 256 KB
L2 cache per core and 4 MB L3 cache per core.

The PS702 combines a single-wide base blade (PS701) and an expansion unit (feature
8358), referred to as double-wide blade, which occupies two adjacent slots in the IBM
BladeCenter chassis.

The PS702 blade server has 32 DDR3 memory DIMM slots. The industry-standard

VLP DDR3 memory DIMMs are either 4 GB or 8 GB running at 1066 MHz. The memory
is supported in pairs. Thus, the minimum memory required for the PS702 blade server
is 8 GB (two 4 GB DIMMs). The maximum memory that can be supported is

256 GB (32 x 8 GB DIMMs).

The PS702 blade server has four HEA 1 GB integrated Ethernet ports that are connected
to the BladeCenter chassis fabric (midplane). The PS702 also has an integrated SAS
controller that supports local (onboard) storage, an integrated USB controller, and Serial
over LAN console access through the service processor, and the BladeCenter Advance
Management Module.

The PS702 blade server has two disk drive bays, one on the base blade and one on the
expansion unit. The onboard storage can be one or two 2.5-inch SAS HDD or SSD drives.
The integrated SAS controller supports RAID 0, RAID 1, and RAID 10 hardware when two
HDDs or SSDs are used.

The PS702 supports two PCle CIOv expansion card slots and two PCle CFFh expansion
card slots.
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Figure 1-16 shows the internals of the BladeCenter PS702 blade server.
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Figure 1-16 The internals of the BladeCenter PS702 blade server (showing the top half)

The PS700, PS701, and PS702 include the following features and benefits:
» The efficient and flexible design of IBM blades:

Densely pack more servers into a smaller space.

Tailor the system to meet varied business requirements with a choice of the
BladeCenter chassis.

Lower acquisition cost and energy consumption versus traditional 1U or 2U
rack servers.

Integrate a networking switch infrastructure for improved cabling and data center
maintenance.

Deploy in virtually any office environment for quiet, highly secure, and
contaminant-protected operation.

» Pioneering IBM EnergyScale™ technology and Systems Director Active Energy Manager
software:

Generate less heat by managing application utilization and server energy
consumption.

Use less energy to cool the system.

» Industry-leading IBM PowerVM® virtualization technology:

Reduce infrastructure costs by doing more with fewer servers.

Simplify IT operations to use storage, network, and computing resources to control
costs and be more responsive.
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» Innovative reliability features and systems management:
— Expedite hardware repairs and reduce service time.

— Enable scheduled maintenance with proactive monitoring of critical system
components to help reduce unplanned failures.

» Support for IBM AlIX, IBM i, or Linux operating systems:
Standardize on a single platform that runs the large and varied portfolio of applications
that support your business.

The list of supported operating systems include AlX, IBM i, SLES for IBM POWER, and RHEL
for IBM POWER.

See the following ServerProven web page for further supported NOS information:
http://www.ibm.com/servers/eserver/serverproven/compat/us/nos/ematrix.shtml

For more information about these POWERY7 processor-based blade servers, see 3.8, “IBM
BladeCenter PS700, PS701, and PS702” on page 380.

1.3.8 BladeCenter PS703 and PS704

The BladeCenter PS703 and BladeCenter PS704 are servers based on POWER7
processors. These blades offer processor scalability from 16 cores to 32 cores:

» IBM BladeCenter PS703: Single-wide blade with two 8-core processors
» IBM BladeCenter PS704: Double-wide blade with four 8-core processors

The POWERY7 processor-based PS703 and PS704 blades support the AlX, IBM i, and Linux
operating systems. Their ability to coexist in the same chassis with other IBM BladeCenter
blades servers enhances their ability to deliver rapid return of investment demanded by
clients and businesses.
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Figure 1-17 shows the IBM BladeCenter PS703 and PS704 blade servers.
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Figure 1-17 The IBM BladeCenter PS703 (right) and BladeCenter PS704 (left)

The PS703 blade server

The IBM BladeCenter PS703 (7891-73X) is a single-wide blade server with two 8-core
POWERY7 processors with a total of 16 cores. The processors are 64-bit, 8-core 2.4 GHz
processors with 256 KB L2 cache per core and 4 MB L3 cache per core.

The PS703 blade server has 16 DDR3 memory DIMM slots. The industry standard VLP
DDR3 memory DIMMs are either 4 GB or 8 GB running at 1066 MHz. The minimum memory
required for PS703 blade server is 16 GB. The maximum memory that can be supported is
128 GB (16 x 8 GB DIMMs).

The PS703 blade server supports optional IBM Active Memory™ Expansion, which is a
POWERY7 technology that allows the effective maximum memory capacity to be much larger
than the true physical memory. Innovative compression and decompression of memory
content using processor cycles can allow memory expansion up to 100%. This expansion can
allow an AIX V6.1, or later, partition to do more work with the same physical amount of
memory or a server to run more partitions and do more work with the same physical amount
of memory.

The PS703 blade server has two onboard 1 Gb integrated Ethernet ports that are connected
to the BladeCenter chassis fabric (midplane). The PS703 also has an integrated SAS
controller that supports local (onboard) storage, integrated USB controller and Serial over
LAN console access through the service processor, and the BladeCenter Advance
Management Module.

The PS703 has one onboard disk drive bay. The onboard storage can be one 2.5-inch
SAS HDD or two 1.8-inch SATA SSD drives (with the addition of an SSD interposer tray).
The PS703 also supports one PCle CIOv expansion card slot and one PCle CFFh
expansion card slot.
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The PS704 blade server

The IBM BladeCenter PS704 (7891-74X) is a double-wide blade server with four 8-core
POWERY7 processors with a total of 32 cores. The processors are 64-bit 8-core 2.4 GHz
processors with 256 KB L2 cache per core and 4 MB L3 cache per core.

The PS704 is a double-wide blade, which means that it occupies two adjacent slots in the
IBM BladeCenter chassis.

The PS704 blade server has 32 DDR3 memory DIMM slots. The industry standard VLP
DDR3 memory DIMMs are either 4 GB or 8 GB running at 1066 MHz. The minimum memory
required for PS704 blade server is 32 GB. The maximum memory that can be supported is
256 GB (32x 8 GB DIMMSs).

The PS704 blade server supports optional Active Memory Expansion, which is a POWER7
technology that allows the effective maximum memory capacity to be much larger than the
true physical memory. Innovative compression and decompression of memory content using
processor cycles can allow memory expansion up to 100%. This expansion can allow an AIX
V6.1, or later, partition to do more work with the same physical amount of memory or a server
to run more partitions and do more work with the same physical amount of memory.

The PS704 blade server has four onboard 1 Gb integrated Ethernet ports that are connected
to the BladeCenter chassis fabric (midplane). The PS704 also has an integrated SAS
controller that supports local (onboard) storage, integrated USB controller and Serial over
LAN console access through the service processor, and the BladeCenter Advance
Management Module.

The PS704 blade server has two disk drive bays, one on the base blade and one on the
expansion unit. The onboard storage can be one or two 2.5-inch SAS HDD or up to four
1.8-inch SSD drives. The integrated SAS controller supports RAID 0, 10, 5, or 6, depending
on the numbers of HDDs or SSDs installed.

The PS704 supports two PCle CIOv expansion card slots and two PCle CFFh expansion
card slots.

For more information about these POWER?7 processor-based blade servers, see 3.9, “IBM
BladeCenter PS703 and PS704” on page 393.
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IBM BladeCenter chassis and
infrastructure configuration

This chapter contains information about infrastructure options available for IBM BladeCenter,
such as management, power, cooling, network, and storage connectivity modules.

This chapter includes the following topics:

2.1, “IBM BladeCenter E” on page 40

2.2, “IBM BladeCenter H” on page 48

2.3, “IBM BladeCenter HT” on page 58

2.4, “IBM BladeCenter S” on page 69

2.5, “Chassis I/0 bay and expansion card port mappings” on page 82
2.6, “I/O modules overview” on page 85

2.7, “Ethernet switch modules” on page 86

2.8, “InfiniBand switch module” on page 152

2.9, “Fibre Channel switch modules” on page 155

2.10, “SAS 1/0 modules” on page 170

2.11, “Pass-through and interconnect modules” on page 175
2.12, “Advanced Management Module” on page 187

2.13, “Direct serial connections” on page 192

2.14, “Installation and physical site plans” on page 195

VYYYYYVYVYVYVYVYYVYYY

© Copyright IBM Corp. 2007 - 2014. All rights reserved. 39



2.1 IBM BladeCenter E

This section includes the following topics:

IBM BladeCenter E product information
BladeCenter E I/O topology

Blower module for BladeCenter E
Acoustic Attenuation Module

Power modules for BladeCenter E
Product publications
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2.1.1 IBM BladeCenter E product information

Figure 2-1 shows the IBM BladeCenter E front view with its key chassis features.
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Figure 2-1 BladeCenter E front view showing the key features of the chassis

The following components are at the front of the BladeCenter chassis:

» A media tray with an optical drive, one USB V2.0 port, and a system status LED panel
» Fourteen hot-swap blade server bays supporting different blade server types
» A system service card next to blade bay 14

Supported blade servers: For a list of blade servers supported in the BladeCenter E, see
Table 1-1 on page 2.
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Figure 2-2 shows the rear view of the IBM BladeCenter E with its key chassis features.
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Figure 2-2 BladeCenter E rear view showing the key features of the chassis

The back of the BladeCenter E chassis has the following components:

» Two hot-swap blower modules

Four hot-swap power supply bays

Two hot-swap management module bays

Four hot-swap 1/O bays for standard form-factor /0 modules
Rear system status LED panel
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Supported I/O modules: For a list of I/O modules supported in the BladeCenter E, see

Table 2-88 on page 187.
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Table 2-1 lists the major features of the IBM BladeCenter E.

Table 2-1 BladeCenter E major features

Feature

Machine type/model
8677-3Tx?P

Machine type/model
8677-4Tx?

Rack form factor (H x D)

7U x 28 in. (711 mm)

7U x 28 in. (711 mm)

Optical drives in Media Tray standard

None®

None®

Diskette drives in Media Tray standard

Not available®

Not available®

Number of blade server slots (30 mm) 14 14

Number of management modules 1/2 1/2
(std/max®)

Number of standard I/O module slots 4 4

Switch modules standard None None
Number of power supplies (std/max) 2/4 2/4

Power supply size standard 2000 W AC 2320 W AC
Number of blowers (std/max) 2/2 2/2

Dimensions

Height: 12.0 in. (305 mm)
Width: 17.5in. (4429 mm)
Depth: 28.0 in. (711 mm)

Height: 12.0 in. (305 mm)
Width: 17.5 in. (4429 mm)
Depth: 28.0 in. (711 mm)

a. The x is the country-specific letter (for example, EMEA MTM is 86774TG, and the US MTM is

86774TU).

b. This model is not available in EMEA.

c. The optical drive is optional, as shown in Table 2-3.
d. There is no diskette drive bay in media tray.

e. Standard/maximum (std/max)

Optical drive: The optical drive is optional on all currently available models of BladeCenter

E (models 8677-3Tx and 8677-4Tx).

The BladeCenter E chassis allows for either 14 single-slot blade servers or seven double-slot
blade servers. However, you can mix different blade server models in one chassis to meet
your requirements, subject to power and cooling requirements and to other configuration
rules that are described in later chapters of this document.

The BladeCenter E chassis includes, as standard, one Advanced Management Module
(AMM). This module manages the chassis, and provides the local keyboard, video, mouse

(KVM) function.

An optional redundant AMM provides BladeCenter E with higher levels of resiliency. While in
the chassis, the second module is in passive or standby mode. If the active or primary module
fails, the second module is automatically enabled with all of the configuration settings of the
primary module. This function provides clients with easy remote management and
connectivity to the BladeCenter E chassis for their critical applications.

Advanced Management Module: The BladeCenter E chassis started included, as
standard, the AMM in 1Q06. Before 1Q086, it included the original Management Module.
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Further details regarding the features and functions of the management modules can be
found in 2.12, “Advanced Management Module” on page 187.

The BladeCenter E does not include, as standard, any I/O modules. You need to choose
these I/O modules depending on your connectivity needs. An Ethernet switch module (ESM)
is required in I/0 module bays 1 and 2 to enable the use of both Ethernet ports on a blade
server. The I/O modules required in I/O module bays 3 and 4 depend on the I/O Expansion
Card that is installed in the blade servers.

Table 2-2 lists the part numbers to use when ordering the IBM BladeCenter E chassis.

Table 2-2 IBM BladeCenter E part numbers for ordering

Description Part number Machine type/model
IBM BladeCenter E 86773Tx2P 8677-3Tx2:P
IBM BladeCenter E 86774Tx? 8677-4Tx2

a. The x is the country-specific letter (for example, the EMEA part number is 86774TG, and the US
part number is 86774TU).
b. This model is not available in EMEA.

Table 2-3 lists optional optical drives that can be ordered for the BladeCenter E chassis and
that are not standard with the optical drive.

Table 2-3 Optical drives for BladeCenter E

Description Part number | Feature code
IBM UltraSlim Enhanced SATA DVD-ROM 46M0901 4161
IBM UltraSlim Enhanced SATA Multi-Burner 46M0902 4163

The BladeCenter E chassis includes, as standard, the following items:

One AMM

Two hot-swap power supply modules (2000 W or 2320 W - model-dependent)
Two hot-swap blower modules

Two intra-rack IEC 320 C19 to C20 power cables

Rack mount kit

Publications/CD package
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Guidelines for how to install I/O module options are in 2.1.2, “BladeCenter E I/O topology” on
page 43.

2.1.2 BladeCenter E I/O topology

The IBM BladeCenter E chassis provides connection paths between server blade bays and
I/O or switch bays (Figure 1-1 on page 17 and Figure 1-2 on page 17) through a hardwired
dual redundant midplane.

The 1/0 topology is shown in Figure 2-3 on page 44. Each blade bay has four dedicated 1/0
connections (two per midplane) linked to four 1/O bays (one blade bay connection to one I/O
bay). Thus, each 1/O bay has a total of 14 I1/O connections (to 14 blade bays).
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Figure 2-3 IBM BladeCenter E I/O topology

Each blade server has at least two Ethernet ports (Ethernet 1 and Ethernet 2). Ethernet 1 is
routed to I/O bay 1 and Ethernet 2 is routed to I/O bay 2, which means that only
Ethernet-capable 1/0 modules can be used in I/O bays 1 and 2. I/O expansion cards that you
optionally install in blade servers have two ports (except for the Myrinet Cluster Expansion
Card, which has only one port), which are routed to I/0 bays 3 and 4. Thus, depending on the
expansion card installed, compatible I/O modules must be chosen for those 1/O bays. Unless
an expansion card is installed in one or more processor blades, there is no need for I/0
modules 3 and 4.

The primary purpose of having redundant midplane and redundant blade connections
(dual-port Gigabit Ethernet or dual-port Fibre Channel) is to avoid a single point of failure by
providing redundancy of key components such as links and network and storage switches.
Redundant connections can also be used for load balancing purposes, thus increasing
system performance.

The I/O modules must be compatible with the 1/0 interfaces present in the blade servers. For
example, when a Fibre Channel expansion card is installed in the CFFv or CIOv slot of a
blade server, the I/0 modules 3 and 4 must also be based on Fibre Channel. The reverse is
also true. If you install Fibre Channel switches in bays 3 and 4, then any expansion card
installed in the CFFv or CIOv in all blade servers in the chassis must be Fibre Channel cards.
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See Table 2-31 on page 82 to match the expansion card ports with the corresponding 1/0 bay
numbers. See Table 2-32 on page 84 to match the 1/0 bay number with the corresponding I/O
module that can be installed into this bay.

2.1.3 Blower module for BladeCenter E
The BladeCenter E chassis includes two hot-swap blowers for 1+1 cooling redundancy.

Figure 2-4 shows an IBM BladeCenter E blower. Figure 2-2 on page 41 shows the locations
of the blowers in the chassis.

Figure 2-4 IBM BladeCenter E bl