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Preface

Logical Partitioning (LPAR) provides the significant capability to run multiple operating
systems, each a partition on the same physical processor, memory, and I/O attachment
configuration. LPAR is often discussed along with the concept of server consolidation. LPAR
enables management across a single set of hardware and, when configured and managed
correctly, can maximize efficient use of hardware resources all in a single place, often using
resources in one partition when not needed by another partition.

By its nature, LPAR is powerful, but, as the number of and complexity of applications being
run in each partition increases, can become complex to configure and achieve anticipated
performance expectations.

This IBM® Redbooks® publication describes and provides examples of using the 2007
enhancements to the system planning and deployment tools and processes for planning,
ordering, and deploying a partitioned environment on IBM System i™ and IBM System p™
configurations.

The objective is to help you order and IBM deliver a hardware configuration and get that
configuration up and running your planned partition configurations with good performance in
as short a time as possible.

This book and the tools and processes involved represent the next step in expediting this
entire process, while still requiring sound knowledge of IBM System i and System p hardware
processor and I/O capabilities for success.

Key new enhancements addressed in this book include:

» New System Planning Tool (SPT) Version 2, made available May 2007. This tools covers
placing hardware in partitions on systems, including the latest IBM System i and System p
support POWER5™ and POWERG6™ processor technologies and 1/0 attachment
capabilities

» New and improved interfaces between SPT Version 2 and HMC level V7.3 and deploying
partitions of i5/OS®, AIX® 5.3, and supported Linux® operating systems.

» Improved graphical views of the hardware configuration
» Configuring and deploying a Virtual I/O Server partition on an IBM System p configuration.
Additionally, this book shows examples of using the IBM Systems Workload Estimator (WLE)

sizing tool with SPT Version 2 to help define partitions with appropriate processor, memory,
and disk configurations.

This book is intended for those familiar with IBM System i and IBM System p hardware
capabilities and LPAR configuration considerations. However, for those new to the hardware
and LPAR possibilities, use of this book and the tool examples within it can speed up gaining
expertise in these areas.

The team that wrote this book

This book was produced by a team of specialists from around the world working at the
International Technical Support Organization, Rochester Center.
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System planning and deploying
logical partitions overview

This chapter provides an overview of the logical partitioning area of the system planning and
deployment process. We overview 2007 enhancements in the various tools used to simplify
the implementing of the planning, ordering, and deployment steps to get a system with logical
partitions ordered and ready for production operation.
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1.1 System planning and deployment for logical partitions
overview

Logical Partitioning (LPAR) provides the significant capability to run multiple operating
systems, each a partition on the same physical processor, memory, and I/O attachment
configuration. LPAR is often discussed along with the concept of server consolidation. LPAR
enables management across a single set of hardware and, when configured and managed
correctly, can maximize efficient use of hardware resources all in a single place, often using
resources in one partition when not needed by another partition.

Depending upon the particular POWERS or POWERG processor model, IBM System i
supports i5/0S, AlX 5.3, and supported Linux distributions in a partition. Likewise, IBM
System p POWERS5 and POWERG6 support AlX 5.3 and supported Linux distributions in a
partition. IBM System p and System i also support a partition running a specialized IBM
operating environment called the Virtual I/O Server (sometimes represented also as VIOS).
Virtual 1/0 Server is much more commonly used on System p POWERS5 and POWERG
models than on System i.

On IBM System p models you can select to use a specialized version of the Virtual I/O Server,
known as the Integrated Virtualization Manager (IVM). The Integrated Virtualization Manager
is a special partition that enables additional logical partition configuration and management
without use of a Hardware Management Console (HMC) device.

Setting up partitions, depending upon your needs, can require thorough planning. In most
cases LPAR requires significant expertise, not only in understanding specific hardware
capabilities, but also understanding the type of application workloads to be run in each
partition to help ensure satisfactory results in meeting performance expectations for each
active partition.

As such, the process of sizing and ordering a system hardware configuration with the
necessary hardware components and later configuring those resources into the appropriate
operating system partitions can become very complex as the number of partitions you need
increases, along with all the hardware needed by each partition.

The System Planning Tool can be used to simplify this entire process by minimizing the
amount of hardware expertise needed when planning for partitions. The System Planning
Tool also aids in partition configuration to help assure that you get your partitions up and
running with satisfactory performance when configured with the help of the output of a
capacity planning or sizing tool, such as the IBM Systems Workload Estimator (WLE).

System plan deployment leverages the output of the System Planning Tool to automate initial
partition configuration upon system setup. Utilization of both system planning and deployment
capabilities can improve productivity and help assure a workable configuration.

Utilization of the System Planning Tool can also be used as an ordering aid, as the system
plan produced can be imported into IBM Sales Configurator.

The System Planning Tool is the key player in simplifying the system planning and
deployment process for IBM System i and System p configurations, and especially important
when logical partitions will be deployed. It helps minimize the level of hardware expertise
needed when planning for partitions. The System Planning Tool also aids in partition
configuration to help ensure that you get your partitions up and running with satisfactory
performance. System plan deployment leverages the output of the System Planning Tool to
automate initial partition configuration upon system setup. Utilization of both system planning
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and deployment capabilities can improve productivity and help assure a workable
configuration.

Note that the System Planning Tool can be used productively for planning and ordering a
system with no partitions as well as a system with multiple partitions.

This book focuses on Version 2 of the System Planning Tool which takes advantage of other
products involved in logical partitioning, such as the Hardware Management Console, Virtual
I/O Server partitions, Integrated Virtualization Manager partitions, and the IBM Systems
Workload Estimator tool.

From a System i and System p viewpoint, simplifying system planning and deployment of
logical partitions made its first major step forward in 2006, providing better integration of the
following tools:

» Use of the IBM Systems Workload Estimating (WLE) tool to size an IBM System i or
System p configuration and using WLE’s output as input into the System Planning Tool
(SPT).

Note that though there is no formal sizing output from the following non-IBM sizing tools
into the IBM sales configurator tool, or the IBM System Planning Tool (SPT), you can also
use the following products to help you configure your partitions to meet your performance
expectations:

— MPG Performance Navigator

For more information about the Midrange Performance Group (MPG) Performance
Navigator, refer to:

http://www.mpginc.com

— BMC PATROL for iSeries - Predict
For more information about BMC Patrol for iSeries - Predict refer to:
http://www.bmc.com/

To assist you in using WLE, PATROL for iSeries - Predict, and Performance Navigator,
consider using the IBM Redbooks publication Sizing IBM i5/0S Work in IBM System
i5™ Partitions, SG24-6656, which contains examples of using these tools.

» System Planning Tool partition configuration tool output as input to the IBM hardware and
software ordering tool — the IBM Sales Configurator (sometimes also referred to as
e-Config) and process.

> Initial capability to import WLE output into the SPT for base processor and main memory
configuration

» Deployment of partitions on the hardware configuration received from IBM manufacturing

These capabilities introduced during 2006 are documented in the LPAR Simplification Tools
Handbook, SG24-7231.

In this new IBM Redbooks publication we document a second major step forward in
simplifying the system planning and deployment of logical partitions. In this book we
frequently use the term Version 2 to collectively represent the 2007 set of functional and
integration enhancements to all of the tools and processes involved in simplifying the system
planning and deployment of logical partitions.

Version 2 includes:

» Normal enhancements to the IBM Workload Estimator and the IBM Sales Configurator
through mid-2007.
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New SPT Version 2 capabilities (available as of May 2007) which include support of
POWERS and POWERG6 processor technology on System p and i configurations.
POWERG6 System p is available now and support on System i will be available later in
2007.

New HMC Version 7 release capabilities (available June 2007), which include support of
POWERS and POWERG System p and i configurations.

A new System Plan Viewer is available. This viewer is both part of the SPT tool and part of
the Hardware Management Console Version 7. The viewer allows you to view and print
complete summary or detailed views of the system’s partitions and hardware. This topic is
covered in multiple sections of the book, where viewer function is applicable.

SPT V2 and HMC support of configuration and deployment of IBM System p Virtual I/O
Server (VIOS) and Integrated Virtualization Manager (IVM) partitions.

This book covers:

>

»

>

Use of the System Planning Tool (SPT) Version 2, made available May 2007.

Interfaces between SPT Version 2 and HMC level V7.3 and deploying partitions of i5/0S,
AIX 5.3, and supported Linux operating systems.

Configuring and deploying a Virtual I/O Server partition on an IBM System p configuration.

Using the IBM Systems Workload Estimator (WLE) with SPT Version 2 to help define
partitions.

Installing SPT Version 2 and other SPT operational considerations.

For more details on Virtual I/O Server, HMC V7.3 capabilities, and general POWER5 and
POWERS6 and i5/0S and AlX 5.3 capabilities we refer you to:

»

eServer™ Hardware Info Center (POWERS5, POWERS6)
http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/index.jsp
iSeries Information Center - System i Information Center
http://publib.boulder.ibm.com/iseries/

pSeries® Information Center - System p Information Center
http://publibl6.boulder.ibm.com/pseries/index.htm

IBM Redbooks publications

— HACMP 5.3, Dynamic LPAR, and Virtualization, REDP-4027

— Logical Partitions on System i5: A Guide to Planning and Configuring LPAR with HMC
on System i, SG24-8000-01

— Advanced POWERAdvanced POWER Virtualization on IBM System p5: Introduction
and Configuration, SG24-7940

— Advanced POWER Virtualization on IBM System p Virtual I/O Server Deployment
Examples, REDP-4224

— Integrated Virtualization Manager on IBM System p5™, REDP-4061-01
— Hardware Management Console V7 Handbook, SG24-7491
— IBM System i Overview: Models 515, 525, 595, and More, REDP-5052

— PCI and PCI-X Placement Rules for IBM System i models with i5/0S V5R3 and V5RA4,
REDP-4011-03.

We continue to have IBM Redbooks publication LPAR Simplification Tools Handbook,
SG24-7231, available, as not all those doing LPAR configuration will upgrade to the newer
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SPT and HMC versions of software immediately. We add this new Version 2 book to the
existing work on LPAR management and best practices rather than replacing the existing
book.

Who this book is for

This book is aimed at technical professionals who are involved in the planning, sizing, and
configuration of System p and System i systems. There is an assumed level of hardware,
operating system, and logical planning knowledge beyond the novice level.

This publication cannot make you an LPAR expert. Nor can this book make you an expert in

the use of each of the system planning and deployment tools and the IBM sales configurator
tool we describe in this book. To gain expertise requires repetitive use of each tool as well as
perhaps attendance at specific IBM courses on each tool.

This book shows you examples of using the system planning and deployment tools and
covers some problem determination issues. However, complete coverage of each tool’s full
range of capabilities and extensive treatment of problem determination techniques are
beyond the scope of this book.

A novice can use the information in this book, but the novice or even an experienced LPAR
architect would also want to have available all or most of the documents listed in the previous
topic.

In this chapter, the following topics provide an overview level look at the LPAR process of
defining, ordering, and installing (deploying) logical partitions on an IBM System i or IBM
System p configuration.

Appendix A, “Managing System Planning Tool Version 2 installation” on page 189, contains
information about ordering SPT Version 2.0 and other SPT management considerations.
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1.2 The LPAR planning process

The process involved in planning for a system with logical partitions can get quite involved. If
the system has not been ordered, there should be steps that collect requirements for the new
system as well as steps to select hardware, software, and which partitions will be created with
what resources. Then the plan should be ordered and, after the hardware arrives, the plan
should be deployed. The whole process is shown in Figure 1-1.

Requirements I

SPT eConfig

System delivered

Automatic configuration
via HMC to match plan

System
Operator

Figure 1-1 The logical partition planning process

If the system already exists in the data processing center, only a subset of these tasks need
be done. The partitions can be reworked to handle new workloads and tasks. Then the new
plan can be deployed on the existing system hardware. Here we examine each step of the
process with emphasis on how this book covers the new function involved.

1.3 Gathering requirements

Performance and size requirements can be estimated from the tool called the IBM Systems
Workload Estimator (WLE). With Workload Estimator i5/0S, AIX, and Linux partitions can be
created and tasks, also known as workloads, can be assigned. Now Workload Estimator can
be linked to from inside the System Planning Tool. When this process is selected much of the
Workload Estimator’s output recommendations, such as the type and model of system,
processor, and memory allocation for the sized partition, can be carried back into the System
Planning Tool.

This process is described in detail in Chapter 5, “System Planning Tool Version 2 and
Workload Estimator” on page 149.

1.4 Planning partitions and allocating hardware

The System Planning Tool is the tool we use to define a system. The system’s hardware can
be defined in particular card positions within the system or expansion unit, and that hardware
can be allocated to particular partitions. This book covers new function in version two of SPT.

6 IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning



New or improved functions in SPT version two include:

» Support for new system units and expansion units: As is standard practice when new
hardware is announced, the SPT will have an update made available that supports that
hardware. It happens that this time the initial announcement of new POWERG6 6 hardware
is covered by SPT with the release of the improved version two of the tool.

» Support for partitions using a Virtual I/0O Server environment: The virtualization of both
storage and communications resources for AIX and Linux partitions on System p systems
is done through a special partition using a Virtual I/O Server as the operating system, also
frequently referred to as a VIOS server. Chapter 4, “Virtual /0O Server” on page 103,
covers the creation and deployment of these new partitions.

One or more Virtual I/O Server partitions can be defined and deployed. Virtual I/0O Server
partition deployment also includes installing the Virtual /0 Server software itself. This
topic is covered in Chapter 4, “Virtual I/O Server” on page 103.

» Support for Integrated Virtualization Manager: IVM is a specialized version of a Virtual 1/0
Server partition. IVM handles partition configuration on selected IBM System p, IBM
eServer p5, and IBM OpenPower™ systems without the need for the Hardware
Management Console (HMC). The latest version of VIOS, 1.4.0.0, adds a number of new
functions, such as support for dynamic logical partitioning for memory and processors in
managed systems, task manager monitor for long-running tasks, security additions such
as viosecure and firewall, and other improvements.

Although IVM with VIOS 1.3.0.0 is very functional, its capabilities remain a subset of the
full range of LPAR capabilities offered with an HMC.

An IVM partition is now deployable. See Chapter 4, “Virtual I/O Server” on page 103.

» New System Plan Viewer: The system plans created in SPT can now be viewed with a
new System Plan Viewer. This viewer is both part of the SPT tool and part of the Hardware
Management Console. The viewer allows you to view and print complete or detailed views
of the system’s partitions and hardware. This topic is covered in multiple sections of the
book, where viewer function is applicable.

» Improved usability design: The new SPT interface has new tabbed navigation, parts list
tree expansion, and incremental validation. SPT can also add or remove multiple
expansion units at once, and has improved ways to define virtual consoles, LANs, and
SCSI connections. These improvements are covered in Chapter 2, “System Planning Tool
(SPT) V2” on page 11.

1.5 Ordering the system

The SPT can create a configuration file (.cfr) that can be imported to the IBM sales
configurator tool (sometimes referred to as e-Config) as input to the next step — the ordering
process. Using SPT to create the configuration files also minimizes the need to make
changes when deploying partition configurations on the delivered system.
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Important: Starting with a system plan generated by SPT is the only way to enforce
customer placement of hardware for your partitions as part of the IBM manufacturing
system build process.

Recall that using the IBM Sales Configurator tool with an initial system order, you order the
supported operating system software you want for your partitions. In the IBM Sales
Configurator you can specify that either i5/0S or AIX software be installed. Examples of
available order features include:

» #0140 Logical Partitioning Specify: #0140 is used to specify that this system is to be
logically partitioned. The #0140 is only valid on n-way processors with OS/400 V4R5 or
later. The IBM sales configurator adds a quantity of one #0140 to the order for each
logical partition (LPAR).

This is supported on System i models 520, 525, 550, 570, 595, 800, 810, 820, 825,
830, 840, 870, and 890. 0140 is a Customer Install Feature.

» #0145 AIX Partition Specify: #0145 is used to specify that this system is to be logically
partitioned with an AIX partition. A quantity of one #0145 is required on the
order/inventory records for each AlX partition required.

» #0454 - LPAR Partition Initialization: #0454 configures a partition and assigns the
correct resources as specified by the customer. This feature is only available for Models
570 and 595. #0454 is not a Customer Install Feature.

» #0455 - LPAR operating system Preload: #0455 specifies to preload the operating
system (i5/0OS or AIX 5L™) specified by the client for a partition configured via #0454
LPAR. This is supported on Models 570 and 595. #0455 is not a Customer Install
Feature.

» #0496 - Force i5/0S Preload: #0496 preloads i5/0S on a new server. The #0496 forces
a preload of i5/0S on a single partition when Linux or AIX 5L partitions with virtual
storage are on the order. i5/0S is preloaded on all of the disk drives in the
configuration. Do not use this feature if the Linux or AIX 5L partition has dedicated disk
controllers and drives in the on order configuration. #0496 is mutually exclusive with a
#0006.

Supported on Models System i 520, 525, 550, 570, and 595 models. #0496 is not a
Customer Install Feature.

» #0006 LPAR Restrict Build Process: #0006 is added to an initial order where LPAR
#0140 is requested. This #0006 instructs manufacturing to only load SLIC on the
minimum number of disk drives.

Creating the configuration file (.cfr) for the configurator is covered in Chapter 2, “System
Planning Tool (SPT) V2” on page 11.

1.6 System plans on the HMC

In addition to the configuration file mentioned in 1.5, “Ordering the system” on page 7, SPT
can create an output file, which is called a system plan. When the system plan file, denoted by
the .sysplan file extension, is on the Hardware Management Console, it can be used to
deploy the partition configurations defined in the sysplan on the installed system. This file can
be exported to media and used by an HMC to deploy the partition configurations stored within
the sysplan file.

8 IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning



The association between the SPT configuration file used for a new system order and the
sysplan file being used to deploy the partition configurations on the installed system offer
significant advantages in getting your partitioned system up and running within a
minimumized time period.

The HMC itself can create a system plan file for the system it is actively connected to when
one or more partitions are already defined. If the partition is active running an operating
system, the created system plan file will have more details than if the partition (operating
system) is not active. For example, with an i5/0S partition active, the created system plan will
include the disk device attachment information for its controlling IOA (controller).

The system plan can be viewed on the HMC or on a workstation where SPT is installed.

The HMC also has system plan management functions that allow system plans to be
imported, exported, and deleted, as well as creating and deploying system plans.

You do not have to export the sysplan file to media. You can also send a system plan via FTP
or import it via HTTP on running on another HMC. Chapter 3, “System plans and the
hardware management console” on page 65, contains more information about management
of system plan files.

Note: This publication uses the Version 7 Release Level 3.1.0 code level of the IBM
Hardware Management Console, which provides a completely new browser-based
interface to the HMC user from earlier V5 and V6 releases of HMC code. A remote
workstation, using the appropriate URL to the V7R3 HMC can link to the HMC without
using the IBM WebSM product on the remote workstation. An example of such a URL
would be:

https://HMC hostname or

V7R3.1.0 or later is required to manage both POWERS5 and POWERG6 technology systems.

Information about the new HMC V7R3 interface capabilities can be found at:

» IBM Systems Hardware Information Center
http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/index.jsp

» |IBM Support Web site for the HMC at:
https://wwwl4d.software.ibm.com/webapp/set2/sas/f/hmc/v7310notice.html

» IBM Redbooks publication Hardware Management Console V7 Handbook, SG24-7491

1.7 Virtual I/O Servers

An important part of AIX and Linux partitions sharing resources is the Virtual I/O Server,
sometimes also referred to as a VIOS server. A Virtual I/O Server partition owns disk,
Ethernet, and SCSI devices and can be configured to share those resources with multiple AIX
and Linux partitions. The disk devices can be SAN-attached disk drives appropriately defined
on an IBM System Storage™ Disk system, such as one of IBM DS6000™ or DS8000™
series configurations.

Multiple Virtual 1/O Server partitions can be defined. Virtual I/O Server partitions can be
defined, each with its own set of disk, Ethernet, and SCSI devices or as a backup Virtual I/O
Server for another Virtual 1/0O Server partition.
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For details on Virtual I/O Server creation, management, and deployment, see Chapter 4,
“Virtual I/O Server” on page 103.

1.8 Virtual LAN and virtual SCSI definition enhancements

The System Planning Tool now has a simpler interface to create and allocate virtual LAN and
virtual SCSI connections between partitions. The user now creates a table where each
column is a shared virtual connection. The defined partitions make up the rows of the table.
Boxes are checked or unchecked to include or exclude the partition in the virtual LAN or SCSI
connection. For details on virtual connection creation and allocation, see 2.6.5, “Networking
tab” on page 44.
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System Planning Tool (SPT) V2

In this chapter we discuss the features, functions, capabilities, navigation, enhancements,
and use of the System Planning Tool Version 2.

© Copyright IBM Corp. 2007. All rights reserved.
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2.1 Overview of the System Planning Tool V2

The IBM System Planning Tool (SPT) V2 is an enhanced tool, replacing SPT V1, for
designing new logically partitioned System i and System p systems. It can also be used for
planning non-partitioned systems and documenting existing systems. The SPT is a
browser-based tool that runs on your PC. The GUI and order of operations are quite different
from SPT V1, but its purpose is the same. There is help text within the tool and a link to the
eServer Hardware Information Center.

Users can design new systems from existing performance data or new workloads in the
Workload Estimator (WLE) from sample systems provided in SPT and by using the advanced
mode, which lets you design the system at the component level.

SPT creates a system plan that is saved as a .sysplan file. That system plan may be just one
system or it may contain multiple systems, each with a unique system name.

The output of the SPT can be used to create a report or as input to the IBM configuration tool
(eConfig) for order processing. The report function of SPT invokes the System Plan Viewer,
which has a print option. You will also be able to use the .sysplan file to automatically create
and deploy partitions on a Hardware Management Console (HMC).

2.2 Downloading SPT

Like SPT V1, SPT V2 is available for download from the following Web site:
http://www.ibm.com/systems/support/tools/systemplanningtool

A subscriber list is used to notify users when a new version is available. To be included on the
subscriber’s list send an email to rchspt@ us.ibm.com.

The first time that you download the SPT you must use the full version, which includes the
required JVM™ code and other support files. Once the full version is installed the current
update file should then be downloaded and installed. For subsequent updates of the SPTit is
only necessary to download and install the update. In either case when you run the .exe file,
an install wizard is initiated to guide you through the installation. An icon for the SPT will be
placed on your desktop when the installation is complete.

The full SPT installation information can be found in Appendix A, “Managing System Planning
Tool Version 2 installation” on page 189.

2.3 What is new in SPT V2
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SPT V2 contains extensive navigation changes and functional enhancements when
compared to SPT V1. Below is a list of those to be covered in this book. Also, in the time that
has passed since the V1 LPAR Simplification Tools Handbook, SG24-7231, was published
there have been significant changes and enhancements to SPT V1 functions, which have
been included in SPT V2. They are included in the section on new SPT V2 items.
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2.3.1 Version 2 new items

The following items are new in SPT V2:

>

Compilex Virtual I/O Server configurations can be designed and deployed for System p
systems including:

— Multiple Virtual I/O Server partitions (for HMC-managed systems only).
— Shared Ethernet Adapters (including failover) - EtherChannels.
— SAN volumes and simple SAN volume multi-path 1/0 (MPIO).

— Support of new Host Ethernet Adapters (HEA) on POWERG6 models. On 9406 MMA
models HEA may also be referred to as Integrated Virtual Ethernet (IVE).

— Storage pools and simple storage pool mirroring.

— Assignment/hosting of specific storage resources owned by Virtual I/O Server
partitions to client partitions.

— Virtual slots 2—10 not usable (reserved for future use) for Virtual I/O Server partitions
on POWERS®6 systems.

Deployment Planning & Configuration of Integrated Virtualization Manager (IVM)
managed partitions: Automated configuration of partitions from SPT system plan via
deployment wizard on the IVM partition

System Plan Viewer:
— Ability to view and print report of a sysplan generated by mksysplan on HMC
— Graphical representation of system hardware

— Report of the configuration can be shown either in HTML or plain text when launched
within SPT

— Ability to print one or all systems in a system plan
Enhanced ease of use:
— Tabbed navigation between towers and system units

— Tabbed navigation between different functional areas of a system: system, partitions,
hardware, storage, networking, consoles, and summary

— Ability to switch between and edit different systems in a plan in the edit view
— Incremental validation to improve performance

— Multiple add of partitions by OS type

— Multiple add of expansion units

— Multiple remove of expansion units

— An Apply function (use frequently)

— Subsequent adds of cards to which you must assign an LPAR (Remember that the last
LPAR name used.)

— Multiple add of virtual SCSI connections

— Edit virtual slots for VLAN and virtual SCSI connections

— VLANS related to partitions by use of check box grid

— Automated creation of virtual Ethernet adapters to support VLANs

— Virtual SCSI connections mapped between partitions as they are created

— Partitions table in summary shows total partitions instead of only the first partition
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Attention: SPT 2.0 will be the last release that will support .Ivt (LPAR Validation Tool file)
and .xml files. Customers should load their old .Ivt and .xml plans and save them as
.sysplan files.

2.3.2 Version 1 new items

The following lists SPT V1 functional enhancements available after LPAR Simplification Tools
Handbook, SG24-7231, was published:

» Ability to copy expansion units, including the contents, within a system or to another
system in the same system plan

» Hide validation messages
» Tabbed view for towers
» Expand and collapse disk drive bays

» Parts list tree expansion and selection remembered when switching between towers

2.4 System Planning Tool basics

In this section we review the basics of using the SPT to create a system design. The four
design methods are discussed, but we show an example of using the advanced method for
creating new a system.

When your SPT is started you are presented with the Launch SPT window. This may seem
superfluous, but it is important. Separate SPT sessions are launched into new windows from
this launch and these new windows do not have the address bar, links, and menu bar that the
launch window has. Note also that there is an SPT icon placed in your system tray.

The launch window allows you to close the window you are working in and re-launch the SPT.
If you also close the launch window the system tray icon can be used to restart the SPT
without having to reload it. To entirely close the SPT you must exit from the tray icon.

Note: If you are working on a system plan and close the browser before you have
completed the steps and finished, your partially completed work will not necessarily be
saved. There is a reconnect feature built into SPT for exactly this purpose. So if you were
working on a system plan and inadvertently closed the browser window, you could
reconnect to the session and salvage some of your work. The reconnect function restores
the system plan back to the state it was in when the Work with Systems panel was last
displayed. Therefore, the only case when all work is lost is if the user was in the middle of
creating the only system in a system plan and was still in the wizard when the browser was
closed.
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Figure 2-1 shows the first window displayed after starting SPT. Click Launch and the Getting
Started window will open (Figure 2-2). You may launch multiple system plans from the Launch
window by repeatedly coming back to this window and clicking Launch. You are responsible
for ensuring that you are working on the correct plan.

& IBM System Planning Tool - Mozilla Firefox (=%
File Edit WVew History Bookmarks Tools Help
- - \E‘J L/;_T L1 http:fflocalhost: 600 1/spt/faces /page fcommon/spt.jsp x| | |G-

’ Getting Started Lq' Latest Headlines

Cougle - w Gl search ~ 52 FRaehs A Check ~ 7R =l E Options &

IBM System Planning Tool

The System Planning Tool helps you plan the configuration of a partitioned system. You
can place your hardware order based on this system plan. You can also use this system
plan to automate the creation of logical partitions on the system.

Click Launch to start the System Planning Toaol.

Launch
ks

Version 2.07.124

Done

Figure 2-1 Launching the SPT

The Getting Started window initially has only two options. If you have created a system plan
and closed the SPT window and then used Launch again, the Getting Started window will
have a third option called Reconnect to open plan. In our example we click Create a new
system plan, as shown in Figure 2-2.

& http:/focalhost:6001 - IBM System Planning Tool - Mozilla Firefox E]@

IBM System Planning Tool

Getting Started More Information
To begin, you need to select a system you want to plan. Use the options below to create a If you need help while using this program, click
plan for a new system or to open an existing plan if you have one. Once you select a system, the Help button on the bottom of any panel.
you can make changes to the system layout and validate your configuration.
For access to System Planning Tool
documentation, tutorials, and Web lectures, visit
.lﬁ Create a new system plan the IBM System Planning Tool Website.

U

Not sure what partitioning is and how it fits into
your virtualization strategy? Need to know how
E Open an existing system plan you can use the output of this tool as you set up
your virtual environment? Go to the Creating a
virtual computing environment topic

b, Reconnect to open plan collection in the » IBM Systems Hardware
Information Center to learn more.

Help

http: fflocalhost:600 1/sptffaces/page fcommon fwelcome. jsp#

Figure 2-2 Getting Started
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The Create a New System window opens and there are four options that allow the user to
create a new system. This window is the same as it has been with SPT V1.

Before going through creating a new system plan we first discuss the reconnect option.

2.4.1 The reconnect option

As stated, the reconnect function is visible any time you close the browser window without
properly closing the SPT session. You close the SPT session by choosing the Close action
from the action bar on the Work with Systems panel.

The Reconnect selection contains a drop-down list showing all SPT sessions that have not
been properly closed since the SPT application was started. The session names used are the
names of the system plans that you were being editing.

Note: If a user is in the middle of editing a system plan (the plan is currently open in a
browser window) and the user launches a new SPT session, the first plan you are editing
will show up in the reconnect list, because SPT does not know whether you have closed
the browser window. It just sees an active session.

The user should not reconnect to a plan that is open in another browser window, because
the user will be updating the same plan in the same session from two different browser
windows. If this happens, the system plan will get damaged.

2.5 Creating a new system plan
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While your goal is to design a system, you are actually creating a new system plan and then
selecting what systems you want to put in it. A system plan can contain multiple systems. You
can and should name your system plan something unique, and you may add notes or
comments in the Description field. There are four options for creating a new system:

» Option 1, Create a new system (advanced): This option provides for the user to select a
system model and every detail of the system from type/model to processor and memory
capacity and all the expansion units, drawers, adapters, and disk storage. Nothing is
included automatically.

» Option 2, Based on IBM supplied sample systems: This option presents you with sample
systems that have been included within the SPT. You can select one of these as a starting
point for the system you intend to design. These systems have sample partition
configurations and all the hardware included and I/O correctly positioned. These are
intended to be used as starting points only and should be modified to meet your
requirements.

The last two options use IBM Workload Estimator (WLE). You must enter WLE from the
SPT for these to work.

» Option 3, Based upon existing performance data: This option enables creation of a system
based upon performance sizing output using the WLE. The sizing output is primarily
based upon summarized performance data previously collected by the IBM service
offering and product known as IBM PM Web Sales Tool. This tool, formerly known as PM
for System i, PM for iSeries, or PM/400, transmits summarized performance data collected
from an active i5/0S, AIX 5L, or supported POWER™-based Linux distribution partition to
a centralized IBM repository that can be accessed by a browser interface to the IBM Web
Sales Tool.

IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning



The performance data from the Web Sales Tool for each system or partition must have

been previously exported to a file that can be accessed in your WLE session.

» Option 4, Based upon new workloads | want to run: This option enables creation of a

system based upon performance sizing output using the WLE. The sizing output is based

upon any new workloads that you define under WLE that do not include summarized

performance data previously collected by the IBM PM Web Sales Tool.

In this publication we show examples of options 3 and 4 in the Chapter 5, “System Planning
Tool Version 2 and Workload Estimator” on page 149.

Select Create a new system (advanced), as shown in Figure 2-3, and click Next.

& http://localhost:6001 - IBM System Planning Tool - Mozilla Firefox

IBM System Planning Tool

System plan: Unnamed System Plan

Create a New System Plan

System Plan Properties

Name your new system plan and choose what method to use to add the first system.

# Name: Demo System Plan

Sample Plan for SG524-7487

Description:

Characters remaining: 231

First System

How would you like to create the first system?
@Creata = new system (advanced)
OEEEEd on IEM-supplied sample systems
OEEEEd on existing performance dats

Ceazed an new vorkloads T vant to run

# Required field

A

| Mesxt = || Cancel| |Help

Done

Figure 2-3 Create a new system plan
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2.5.1 Selecting the system platform and type/model

The System Type window in Figure 2-4 allows you to name the system plan and select the
platform, either a System i or System p. The sidebar at the left side keeps track of where you
are in the process, but you cannot access anything from it. It can be minimized by clicking the
twisty in the corner of the sidebar.

@ http://localhost:6001 - New system plan - IBM System Planning Tool - Mozilla Firefox

IBM System Planning Tool

System: Unnamed S

Add System Wizard Step 1 of 6

. & System Type

~-* System type Specify the system type for the new system.
Systemn attributes
Partitions *  Name: System 01
Processors
Memory

Summary
Description:

Charactzrs remaining: 256

% Platform:

-- Select one
Machine type-model: System i
System

= Required field

| mext =] | cancel] [Help

Done

Figure 2-4 Selecting System i or System p

HMC is the default management interface for all systems in SPT. If you select System p, some
of the low-end models also allow you to select the Management Interface type of either HMC
or Integrated Virtualization Manager (IVM) (shown in Figure 2-5). See Chapter 4, “Virtual I/O
Server” on page 103, for more information about IVM.

=JoEs

i

E http://localhost:6001 - New system plan - IBEM System Planning Tool - Mozilla Firefox

IBM System Planning Tool

System: Systern 01 (IBM eServer i5 0406-570)

Add System Wizard Step 1 of 6

- & System Type

--* System type Specify the =ystem type for the new syst=m.
Systemn attributes
Partitions * Name: System 01
Processors
Mermory

Summary
Description:

Charactzrs remaining:256

% Platform: Systern p | M
Machine type-model: |5113-550 [w»

Mznagement interface:

=Required fisld

| [mext >][Finish || cancel] [Help

Dane

Figure 2-5 Selecting Management Interface on System p
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After selecting the platform and the management interface, click the type/model drop-down
box to select the particular machine that you are going to design. See Figure 2-6. Select the
type/model and click Next.

]|
p

& http://localhost:6001 - New syst

plan - IBM Syst

ing Tool - Mozilla Firefox

=/

IBM System Planning Tool
System: Unnamed

Add System Wizard Step 1 of 6

& System Type

--* System type Specify the system type for the new systam.

System attributes

Partitions * MName: System 01
Processors

Mamory

Summary

Description:

Charactars remaining:256

*  Platform: Systam i |[;

]

Machine type-medel:

. 9405-520

Management interface: | g4p6-520
S5408-323

S406-350

9406-570

*Required field 9406-595 q
5407-515

| maset =] | cancel] [Help 3:32:;;3

9408-210
S406-820
S406-8235
S406-830
S406-340
9406-870
S406-850

Done

Figure 2-6 Selecting type/model

In our example we select a System i (9406) model 570. As you see in Figure 2-7 on page 20,
this is a 4-way 570 with two processors initially activated.
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2.5.2 Working with system attributes

Clicking Next brings up the System Attributes window. Here you select the processor, server,
and edition features, as well as the total system memory and the number of active
processors.

& http://localhost:6001 - New system plan - IBM System Planning Tool - Mozilla Firefox =] X

IBM System Planning Tool

System: em 01 (IBM eServer i5 9406

Add System Wizard

Step 2 of 6

& System Attributes

System type Specify additional information about the new system.

--> System attributes

Partitions IBEM eServer i3 9406-570
Processors
Memory Processor feature: 8338 [_\_f_] Brovese
Summary
3 i Server feature: 0334 [w]

Edition feature: 7747 [v]

Model 9406-370 Z/4way 2.2Ghz Enterprise Edition 16000 CPW
#  Systern memory (GB): 4.0

Number of active processors:

v

«Required field

| Cam:ell Help

Done

< E'.a:l-cl Next ';‘

Figure 2-7 System Attributes
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Click Browse for the system features (processor, server, and edition). If you use the
drop-down boxes on the system features you will see the features that you can select, but
they have no description. Use the browse function to see all of the features and their

descriptions and make your selections from the table shown in Figure 2-8. Then scroll down

and click OK.

IBM System Planning Tool

System: System 01 (IBM eServer i5 9406-570)

Choose a processor feature for system "System 01",

Select Description

2/4vay 2.2Ghz Enterprise Edition 16000 CPW
2/4vay 2.2Ghz Standard Edition 16000 CPW
2/4vay 2.2Ghz HA Edition 16000 CPW
4/8way 2.2Ghz Enterprise Edition 31100 CPW
4/8vay 2.2Ghz Standard Edition 31100 CPW

4/8vay 2.2Ghz HA Edition 31100 CPW

o

/16vay 2.2Ghz Enterprise Edition 53500 CPW

/16way 2.2Ghz Standard Edition 58300 CPW

©

/16way 2.2Ghz HA Edition 38500 CPW

n

/16way 2.2Ghz CBU Edition 58300 CPW (w/3250 OLTP)

n

/16 way 2.2Ghz Standard CEU Edition 58300 CPW

1

/4 way 2.2Ghz Standard CBU Edition 16000 CPW

1

{4 way 2.2Ghz CBU Edition 16000 CPW (w/3250 OLTF)

1

/8 way 2.2Ghz Standard CBU Edition 31100 CPW

1

/8 way 2.2Ghz CBU Edition 31100 CPW (w3250 OLTF)

I

{2way 1.65 Ghz Standard Edition 5000 CPW

1

{2vay 1.65 Ghz Enterprise Edition 6000 CPW

15

f4vay 1.63 Ghz Standard Edition 12000 CPW

)

/4vay 1.65 Ghz Enterprise Edition 12000 CPW

oDoooboooboouonoobobouozEood

=)

/4way 1.63 Ghz Standard Edition 12000 CPW

'@ http://localhost:6001 - Browse Processor Features - Mozilla Firefox

Processor
feature

8338

8338
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8361

8961
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Server
feature

0534

0534

0534

0935

0335

0935

0336

0936

0336

0337
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0938

0338

03335

03335

0919

0915

0320

0320

0s21

Edition
feature

TT4T

7757

7763

7748

7763

7760

7318

7914

7915

7916

7917

7488

7485

7465

7470
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Min/max
memory (GB)
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4/128

4/128
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4/64
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Maximum
partitions
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40
40
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40
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20
20
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40
40
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Figure 2-8 Browse and select Processor Features
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After selecting the processor features, you are taken back to the System Attributes window to
select memory and active processors. Key in the memory amount in GB and use the
drop-down box to specify the number of active processors, as shown in Figure 2-9. We select
8 GB of memory and five5 active processors.

& http://localhost:6001 - New syst

]|
p

plan - IBM Syst ing Tool - Mozilla Firefox

(SE]<

Planning Tool

tem 01 (IBM eServer i5 9406-570)

System type

--> System attributes
Partitions
Processors
Memory

Summary

& System Attributes

Specify additional information about the new system.

IBM eServeri5 9406-570

Frocessar feature: 8338 [V Brovse

Server feature: 0935 [w

Edition featurs: 7748 [w

“ System memeory (GB):

8.0
Number of active processors: (4

=Required field

< Back] | Next > | | cancel] [Help

Done

Figure 2-9 Selecting Memory and Processor quantities

Click Next and the System Partitions window appears.

2.5.3 Defining system partitions

In the System Partitions window (Figure 2-10 on page 23) you can add multiple LPARs by OS
type. Note that it shows the number of partitions remaining available to add based on earlier
system selections in Figure 2-8 on page 21. The partitions are given default names (LPAR1,
LPAR2, and so on) as seen in Figure 2-11 on page 23.

Important: We recommend that you use the IBM Systems Workload Estimator (WLE) or
other performance and capacity planning tools for obtaining the CPW information for a
partition. Other sizing and capacity planning tools include BMC PATROL Predict for
System i and MPG Performance Navigator. Experience shows that users are designing
systems based on the CPW value shown by SPT, expecting that amount of CPW to be
available to their operating system and workload. This is just an estimate and might work
all right for bigger CPW allocations, but for small processor allocations like 0.2 processing
units, there can be significant shared processing overhead incurred. WLE uses tax tables
to account for that based on the system and the partitions and partial processor allocation
that you are doing. SPT does not apply this tax in its estimations.

If you are creating a System p design the Virtual I/O Server (VIOS) would also appear as an
OS type. See Chapter 4, “Virtual I1/0 Server’ on page 103, for information about Virtual I/O
Server.

On System i i5/0S can host (serve) AlX or Linux partitions as clients. On System p a Virtual
I/O Server partition can host (serve) AIX or Linux partitions as clients. Notice that in SPT V2
there are no longer AlX-hosted or Linux-hosted OS typed options as there were in SPT V1.

These options specified that some or all of these partition resources were going to be hosted
(served) by an i5/0S partition. Therefore SPT V1 would not check for minimum requirements
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for the hosted (client) partitions except for the tape requirement for an AlX-hosted (client)
partition.

SPT V2 now always checks for normal minimum partition requirements unless you define a

virtual SCSI adapter for a partition you intend to be a client. Then the client partitions get
treated as hosted.

IBM System Planning Tool

Systes ermn 01 (IBM eServer i5 94

& System Partitions
Specify details about the partitions on this system.

Add Partitions

System type

System attributes

-> Partitions
Processors Number of partitions: 2 (43 available) |Add
Mcsiny. COperating system: FAIX 33
Summary
VIR IMO
- ] AIX_52
Partitions (1 defined, ! ALN_SZ
Fy— LINUX
Salect Name ID |Operating System
O |trar: 1] | vsramo [w]

< Back | [ Next =] |[cancel] [Help

Dane

Figure 2-10 Adding multiple partitions by OS type

IBM System Planning Tool

ystern 01 (IBM eServer i5 9406-570)

Add System Wizard

Step 3 of 6

& System Partitions

System type Specify details sbout the partitions on this system.

System attributes

L Add Partitions

Processors

Humber of partitions: 2 (47 zvailable) %
Mumoey, Operating system: AIx_53  [w]

Summary

Partitions (3 defined, 50 max)

Remove
Select|  Name ID |Operating System
O [rar: t| [ vsramo [w]
[0 [Parz2 2| | a5z [w]
[ |rars3 3| | A 53 [v]
< Back | [Next =] |[cancel]| [Help]

Dane

Figure 2-11 Default partition names
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You can change the partition names, as our example in Figure 2-12 shows (LPAR1, First AlX,
and Second AIX partition names), and at this point you can also change the OS in each
partition. Once you use the Finish function (shown later) you will no longer be able to change
the partition OS type. Partitions can also be removed by selecting one or more check boxes to
the left of a partition name and clicking Remove. This removes the partitions and everything
you may have placed in them. There is no undo function after doing a remove. You can always
use the Back button to start over.

Add System Wizard Step 3 of 6

& System Partitions
Specify details about the partitions on this system.

System type
System attributes
- Partitions
Processors Number of partitions: [ 2 (47 available) [Add]
Mermory

Add Partitions

Operating system: AIX_353 [V]
Summary

Partitions (3 defined, 50 max)

Remove

Select|  Name ID |Operating System
O [trar1 t| | vsRamo [w]
[0 |First a1 2| | A sz [w]
[] [second a1x 3| [ amx 52 [w]

< Back | [Hext = | |1 | cancel] [Help %

Done

Figure 2-12 Changing partition names and OS type
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Click Next. The Processors window (Figure 2-14 on page 26) is shown. Notice that the
sidebar has been minimized. There is quite a lot of detailed information here. This is a good
opportunity to use Help, which is window sensitive. Click Help to see definitions of the data

elements, as shown in Figure 2-13. Scroll through the help information to see an explanation
of all of the data and fields in the Processors window.

& http://localhost:6001 - Help - - Mozilla Firefox

f=1X¥ |
Search: m Search scope: All topics
Content: = O S| e O
@ 18M system Pl [Edit Partitions ]
Use this page to view and change the basic properties of logical partitions on a system. E
g
Use this tab to view or change the processor-related settings for each logical partition on your system. If
you want to create additional logical partitions, delete existing logical partitions, or modify Name, ID or OS,
you will need to return to the Partition Properties tab.
Processors %
This area indicates the total number of active processors on the system and the number of processors that
have not yet been assigned to logical partitions.
Physical processors
This field displays the total number of processors on the system. This number includes both active and
inactive processors.
Active processors
This field displays the total number of active processors on the system. This number includes only
processors that come activated with the system and processors that you intend to activate through
Capacity on Demand {CoD).
This number is specified in the Number of processors to activate field on the System Attributes tab.
Unassigned processors
This field displays the number of active processors that are not currently assigned to logical partitions. This
AR N number is calculated by subtracting the total desired processing resources that are assigned to all logical
@— /—1[—| partitions from the total number of active processors on the system. If this number is greater than the
h numher of nrocessars that are availahle on the svstem. this is a neaative numher that disnlavs in red M
Done
Figure 2-13 Help for Edit Partitions
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In the Processors for Partitions portion of the window some default information is put in. You
must change all of that data per your specifications. In Figure 2-14 the processors are over
committed because we have specified six desired processors when there are only five active
in this example. Therefore a negative number is in the Unassigned processors field and the
shared processors number turns red showing the total over commitment. Also note that in the
Licenses box there are asterisks (*) indicating that a recalculate should be done. To make
things valid you would change the processor assignments to fit your requirements and
eliminate the over commitment. SPT can only presume that all partitions will be running at the
same time, so it has no choice other than to cite over commitment.

Attention: Best practices recommend that you not select a quantity of virtual processors
greater than two times the actual assigned desired processing units. Be aware that with
multi-threading that would equate to four threads per physical processor.

=%

Specify how you want processors distributed among the partitions.
Pt Processors Parformance ##
frip s Physical processors: 8.00 Batch CPW: 31100
ATEEEEE S Active pro 5.00  Interactive CPW: 31100
Memory Unassigned pro -1.00 Remaining batch CPW: 6740
Summary Shared process 6.00[% Remaining interactive CPW: 0
Shared pool processors: 5.00
Processors for Partitions
[ T T e e e e Performance **
Operating - - . - - Interactive Interactive Batch
Name ‘IB‘ e Shared Min Desired | Max Uncapped Weight | Min [!eslre\:lI Max cow CPW Percent cPw
LPAR1 1 V3R4MO 3.00 3.00 3.00 D 3 3 3 12180
First ALX 2 AIM_5Z2 1.00 2.00 4.00 128 1 2 e 8120
Second AIX 3 AIX_53 1.00 1.00 1.00 D 1 1 1 4060
** CPW calculations shown are approximations. For mare accurate CPW values, the IEM Systems Workload Estimator (WLE) should be used.

Dane

Figure 2-14  Partition processors and OS licensing
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When you have manipulated everything needed in Figure 2-14 click Next to continue.
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Figure 2-15 shows an example of errors listed when you try to go to the next step but have
improper data specified. You are not permitted to advance to the next window until you
resolve the errors.

& http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox

o/
IBM System Planning Tool

System: System 03 (IBM eSemnveri5 9406-5

Add System Wizard Step 4 of 6
i} i Processors
System type Specify how you want processors distributed among the partitions.
System attributes
Partitions
Processc
rocessors Total partition Batch CPW exceeds available system Batch CPW
Mamory
Summary
The shared posl proc s exceeds the total available process
Processors % Performance ** Licenses
2.00  Batch CPW: 21100 | M enees renuired: 3
5.00 Intera 31100 < P
: -1.00  Remai cPW: 6740 "
6.00 Remaining interactive CPW: a
Shared pool pro 5.00
Processors for Partitions
Procassing units Sharing moda Virtual procassors Performance *#
Operating - | - . - - Interactive Interactive Batch
Name ‘IB‘ e Shared Min Desired Max Uncapped| Weight | Min -Desrred Max | cPwW CPW Percent cPwW
LPARL 1 WSR4MOD 3.00 3.00 3.00 D ) 3 3 12180
First ALX 2 AIX_ 52 1.00 2.00 4.00 128 1 2 4 8120
Second AIX 3 AIX_53 1.00 1.00, 1.00 O 1 1 1 4060
** CPW calculations shown are approximations. For more accurate CPW values, the [EM Systems Workload Estimator (WLE) should be used.
[ < Back|[Next > || | cancel] [Help]
Done
Figure 2-15 Errors regarding invalid data
Figure 2-16 shows errors resolved. Click Next.
& http://localhost:6001 - Unnamed system plan - IBM System Planning Tool - Mozilla Firefox P | Lo m
-~ __  ______________ __  ___________________ ______________________ ___________— — =

IBM System Planning Tool

System: System 01 (IBM eServerib 9406-570)

#Add System Wizard Step 4 of 6
Processors
Specify how you want processors distributed among the partitions.
Processors Performance ** Licansas
51 . Batch CPW: e
Interactive CPW:
Remaining b
Remaining intera
Processors for Partitions
Processing units Sharing mode Virtual processors Performance **

Mame |ID Operating System sl-aredl Min | Desired‘ Max |Uncapped| Weight | Min ‘Desired‘ Max | Interactive CPW I“te;‘;tc'::tcpw Batch CPW
LPARL 1 VSR4MD 3.00 2.00 2.00 O 2 2 2 12180
First AIX 2 AIX_ 353 1.00 1.00 4.00 1ze 1 2 4 4060
Second AIX 2 AIX_S3 1.00 1.00 1.00 O i i 1 4060

For more accurate CPW values, the IEM Systems Workload Estimator (WLE) should be used.
Done

Figure 2-16 Resolved errors
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2.5.4 Configuring memory

In the memory window the system, configured (assigned), hypervisor, and unassigned
memory quantities are shown as well as the logical memory block size. The logical memory
block size is defaulted to what the SPT perceived to be optimum based on the system model
and amount of system memory. It can be changed by using the drop-down box. See Logical
Partitions on System i5, SG24-8000, for an explanation of memory usage and block size.

The memory (MB) for the partitions is defaulted to the absolute minimum required by the
selected operating system in each partition. You must change the amount of memory per your
requirements. As you change the memory amounts the memory numbers above the logical
memory block size will change accordingly, including the hypervisor memory. The amount of
hypervisor memory needed is influenced by the system model, the amount of system
memory installed, and the difference between the minimum and maximum memory specified.
You should specify minimum and maximum as realistically as possible. The hypervisor
memory number should only be used as an estimation. The hypervisor memory is used to
manage the partitions.

) 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer : E]@

IBM System Planning Tool — ) 2 N

System plan: 9sysvios L Ml Ec=miple of one Vios (IEM eServer p3 5117-570) |
System Partitions Hardware Networking Storage Consoles Summary
Partitions

Partiticns description

Partition properties Processors m

Memory
Systerm memory (MB): 63536

Configured memory (ME): 32480
Hypervizer memeory (ME]: 1280
Unassigned memoary (ME): 31776

Legical memory block size (ME]: _

Memaory for Partitions

Memory (MB)
Name ID Operating System Min Desired Max

Vios 1 Wirtual I/O Server 12144 12144 12144

AlX 1 2 AIX_ 53 12144 12144 12144

AI¥ 2 2 AIX 52 2192 21592 2192

g_pph-l Can:ell REF‘O"t‘ ﬁ

Figure 2-17 Assigning memory
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Click Next. After all of the selections for the system and LPAR requirements are met, the next
window (Figure 2-18) shows the System Summary window. Notice that so far there has been
nothing about virtual slots, although the summary displays some that were automatically
generated. This will be covered later.

@& hitp://localhost:6001 - New system plan - IBM System Planning Tool - Mozilla Firefox = o&d

IBM System Planning Tool

System: System 01 (IBM eServer i5 9406-570)

System Summary

View a summary of the configuration you specified for this system.

Details
Platform: System i
Description:
Type-Model: S406-570
Management interface: HMC
Processor feature: 8338
Server feature: 0835
Edition feature: 7748
Feature description: Model 5406-570 4/8way 2.2Ghz Enterprise Edition 31100 CPW
Memery (GB): 8
Physical processars: 8
Active processors: 3
Expansion units: a
Assigned resources Unassigned resources Partitions (3)
Memary (MB): 5,664 Memaory (MB): 2,528 AI¥_53 2
Dedicated processors: 0 Processors: a WIR4MO 1
Shared processors: 5
Virtual slots Licenses
Serial: ] i5/05 licenses required: 2
Ethernet: 3 AIX licenses required: =
Client SC5I: 0 %
Server SC5I: 0

Reserved: 41

FBacl-cl | [Finish | [ cancel] [Help

Done

Figure 2-18 System Summary

Click Finish and you will proceed to the Work with Planned Systems window, which allows
you to complete the remaining details of your configuration.
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2.6 Work with planned systems

The window shown in Figure 2-19 is Work with Planned Systems. From this window you can
select to edit the systems; add, copy, or remove systems; view properties (summary); view
the report; and close, save, or export the file. The Work with Planned Systems window is
where you begin filling out the details of a design and also where you end up when you are
done so that you can save the .sysplan file, which can then be deployed from an HMC or an

IVM partition, or export a .cfr file to be used for ordering purposes.

& http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox

IBM System Planning Tool i i Wl _, 1

System plan: Unnamed system

Work with Planned Systems
Worle vith the systems you have defined.

Add| | Copy| | Edit| | Remove
Select| System Type Description Status
[0 system 01 IEM eServer i5 9406-570 @ sdditional configuration is required. Edit this system to create = valid system plan

06-550 0 Additional configuration iz required. Edit this system to create 2 valid system plan

O suste Edit system "System 01" i

Prepare to Configure and Deploy

Onece you have identified your planned systems, you can take the next step to configure and deploy them.

Erepare for sales configuration - Export the SPT system plan into a configuration file that can be imported into the IEM Sales Configuratar.

Prepare to deploy - Guided help that steps you through deploying ente your system what vou have planned

| Properties || Close || Save| | Export| |Report| |[Help

http:/flocalhost:6001/spt/faces/page fcommon fworkWithSystems. jsp?session=3#

Figure 2-19 Work with Planned Systems

To edit a system you can either click the check box then click Edit or you can just click the
system name as shown. Another system has been added to this plan for purposes of
displaying some enhanced functions.

To add a system once you have created a system plan with one system, click Add and you
will be taken through the normal create a new system process.

Copy allows you to create a duplicate of a system and puts you into edit mode of the duplicate
system.

Remove allows you to remove one or multiple systems from the system plan.

The messages in the Status column are telling you there is more work to do. They will go
away once you have created a valid design.

2.6.1 Placing hardware with the System Planning Tool

In our example we still need to add I/O hardware to complete the system configuration.

When you begin to edit a system you are taken to a new window, as shown in Figure 2-20 on
page 31, and positioned on the Hardware folder tab. Notice the red x markers on some of the
folder tabs. This indicates that the minimum requirements have not been met for these areas.
The reason for being placed on the Hardware tab is that you have already created the
information for the System and Partition tabs. However, you can select those tabs to make
changes to those areas if needed. The validation messages at the bottom are tracking the
minimum requirements for each partition and disappear as the requirements are met. At that
point the red X is replaced by a green square.
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The Hide validation message area toggles the lower messages panel off. This provides room
on your display for all of the slots to initially be displayed for the larger 1/O towers (for example,
5094).

The Additional Features tab displays features available at the system level rather than at the
slot level. The parts shown in the Additional Features list are components or offerings that
may be a necessary part of an order but that do not require placement by the SPT.

Placing hardware in SPT V2 is no different from how it was in SPT V1 except, for example,
some of the navigation being slightly different. The process and the rules are the same. For
your reference, placement rules are contained in the Redpaper PCI and PCI-X Placement
Rules for IBM System i models: i5/0S V5R3 and V5R4 (Fourth edition), found at:

http://www.redbooks.ibm.com/cgi-bin/searchsite.cgi?query=redp4011

w http:/Mlocalhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox

IBM System Planning Tool

System plan: Unnamed system EECUAN s/<t=m 01 (18M eServer i5 9408-570) [

System Partitions mm Networking €3 Storage @ Consoles Summary

Place Hardware
Specify how you vant the hardware placed on your new system.

9406_570-0-0 9406_570-1-0

Display hardvare supported by: | vsRam0 ]| [work with system/expansion wnits| |Additional features...| 8 Hide valideben Messans. ares
| Action ‘ Location | F/C ‘ Partition | Order status | S/N | Description Comments
= P3-(D1:D3) Disk drive =lot
Enfk !:“:‘éms P3-(D4:D86) Disk drive slot
'Sj?r";ﬂ; Mediz [04= Pa-D1 IDE DVDROM
SEE"D‘;’ “‘:‘" 104 Pa-Dz IDE DVDROM ALX/Linux only
CD/DVD -
HSL/RIO Adapters PL-C1 Ior/ 108
pt-cz 104
PL-Co RAID Ensbler Festurs
P1-Ti2 5708 [LPARL - vSRaMd [¥] Embedded DASD Controllar
PL-T1S IDEC | First AIX - AIX_53  [v] Integrated 1DE AIK/Linusx contraller
P1-T4 EUSE | First AIX - AIX_53  [%] Embedded USE Controller
PL-TE EETH |LP&R1 - ¥SR4MO [»] Embedded 1 Gbps Ethernst (2 Ports)
P1-Ti4 5708 [First AIX - AIX_52 (%] Integrated AIX/Linux Disk Ctrl
p1-c3 10B/104
PL-C4 104
p1-CS 10P/104
PL-Cs 104

[ € Validation messages (13 total)

€ LraR 1 partition requires = minimum of one disk drive.

@ ~ dedicsted DVD is required in slot P4-D1 of the 5406_570 system tower.
€ LPaR 1 partition requires a COROM

€ system unit 5406_370 requires =n ECS 104 in slot [C2] from the folloving list: 2742 2793 2754 4745 5771 5793 5754 5453 5454 5503 6804

I¥ partition requires a minimum of one tape drive. M

el| Report] |Help

ncel

http: localhost:6001/spt/faces/pace fp5/sysPlanEdit.jsp2session =3

Figure 2-20 Place hardware

Note: In the Place Hardware panel there is a column for serial numbers (S/N). Once the
system has been ordered, shipped, and installed, the serial numbers are available and can
be input into the system plan.

Before we start to place hardware we would typically add any expansion units required for the
configuration.
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This book assumes that you have attended some logical partition education and are very
familiar with hardware placement. You could select a sample system from Figure 2-3 on
page 17. These sample systems have hardware already placed. Reviewing these sample
configurations could give a novice user of SPT some insight into hardware placement.

2.6.2 Adding an expansion unit to the design

Select Work with system/expansion units in the header panel and you are taken to the
Hardware System/Expansion Units window (see Figure 2-21). In this window you can add,
copy, and remove expansion units.

@ http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox

=X

IBM System Planning Tool

stermn 01 (IBM eServer i5 9406-570)

Hardware System/Expansion Units

Add, copy or remove expansion units for this system.

Copy Remove

Select| System/ expansion unit SiN Description
D S406_570-0-0 Model 5406-570
l:‘ S406_3570-1-0 Model 5406-570

|0k [Report| [Halp

Done

Figure 2-21 Add an expansion unit

In our example we click Add and you are presented with another window that provides a
drop-down box from which to select the desired expansion unit.
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Figure 2-22 shows the drop-down box selecting feature #0595. You can specify the quantity of
the expansion unit, and if you want the expansion unit to be associated as an independent
auxiliary storage pool you would click the IASP check box. When you have made your
selection click OK and you will be returned to the previous window and the new expansion
unit will then be added to the list. The Package feature drop-down box is hidden in this figure
by the drop-down list. Certain expansion units are offered with some things automatically
added to them, typically disk drives with a disk controller. The package feature box does not
appear if the expansion unit you select does not have any package features available.

& http://localhost:6001 - "Unnamed system” - Add Expansion Units -... E]@
- B ‘ ~
= 7 b oo i,

IBM System Planning Tool

System: System 01 (IBM eServer i5 9406-

Add Expansion Unit(s)

Select the attributes of the expansion unit that wvill be added.

Number of expansion units: i

Expansion unit: 05395 Expansicn Drawer iv

0388 Expansicn Drawer
0595 Expansion Drawer
5074 Expansion Tower
Independent auxiliary storg 3079 1.8M 1/O Tower
5088 Expansicn Unit
5094 Expansion Tower

Package feature:

Expansion unit| IASP 5095 Expansion Tower
=g= 5056 Expansicn Tower
L] 2 P
=== D 5097 Expansicn Tower
5294 1.8M I/C ower
5296 1.8M I/O Tower
| OK||Cancel| |Help 5786 TotalStorage EXP 24 Disk Dur [ﬂ
D 5787 TotalStorage EXP 24 Disk Twr

5790 Expansicn Drawer

Figure 2-22 Selecting #0595 expansion

After selecting the desired expansion unit, click OK and your are taken back to the Hardware
System/Expansion Units window.

Figure 2-23 shows the result of adding an expansion unit. Since the unit added has package
features available, a new column has been added to the table and you still have the option of
selecting a package feature.

@& http:/localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox =J2Ed

IBM System Planning Tool

Syﬁtem: Systern 01 (IBM eServer is 89406-570)

Hardware System/Expansion Units
Add, copy or remove expansion units for this system.

Add Copy Remoaove

Select| System/expansion unit S/N Description Package feature
[] =@408_570-0-0 Model 3406-570
I:‘ 9406_570-1-0 Model 9406-570
[ osss-1 Expansion Drawer | <Hona> [w]
s

m Report| |Help

Daone

Figure 2-23 Results of adding an expansion unit

Now that we have added an expansion unit we can also copy it.
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2.6.

3 Copying expansion units

In our example shown in Figure 2-24 we have clicked the check box for the 0595 to copy it.
When you copy an expansion unit the copy includes everything that has been placed in the
unit.

@& http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox (=X

IBM System Planning Tool

System: System 01 (IBM eServeri5 9406

Hardware System/Expansion Units

Add, copy or remave expansion units for this system.

ﬂ m\ Remove

Select SvstemVPexpansiun unit SiN Description Package feature
I:‘ S406_370-0-0 Model 5406-570
I:‘ S406_370-1-0 Model 3406-570
¥l 0s95-1 Expansion Drawer | <Hons> [

m Report| |Help

Done

Figure 2-24 Copying an expansion unit

34

Note: In the Add Expansion Units panel there is a column for serial numbers. Once the
system has been ordered and shipped the serial numbers are available and can be input
into the system plan. This will help to prevent deployment failure through ambiguous
system units and expansion towers. See 3.3.1, “Deployment validation process” on

page 81, for further information about tower ambiguity.

Click Copy and the Copy Expansion Unit window appears. This window contains a list of all
systems that exist in the system plan. This is because you can copy an expansion unit within
a system or you can copy it to another system in the same system plan, as shown in

Figure 2-25.

& http:/flocalhost:6001 - "Unnamed system” - Copy Expansion Unit -... E]@
— - q

|IBM System Planning Tool

?ymem: Systemn 01 (IBM eServer i5 9406-570)

Copy Expansion Unit
Select the target system for expansion unit "0595-1".

Target systems for expansion unit "0595-1"

Select] Name Description

I:‘ System 02 Model 8406-550

V% Systemn 01 Model 9406-570

| ﬂ Cancel | |Help

Done

Figure 2-25 Copying an expansion unit
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Click the check box of the system to receive the expansion unit copy and click OK. You will be
returned to the previous window, which now includes the additional expansion unit, as shown
in Figure 2-26.

& http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox (=

IBM System Planning Tool

System: Systermn 01 (IBM eServeri5 9406-570)

Hardware System/Expansion Units

Add, copy or remove expansion units for this system.

Add Copy Remove

Salact| System/ expansion unit S/N Description Package feature
[0 s408_570-0-0 Model 9406-570
I:‘ 9406_570-1-0 Model 9406-570
0595-1 Expansion Drawer | <lone> [W

______ 0595-2 Expansion Drawer | <Hone> [

E Report| |Help
=

Done

Figure 2-26 Results of copying an expansion unit

Click OK to go back to the Place Hardware window.

At this point our example assumes that you have added all the expansion units needed for
your design. Now you need to populate them with 1/O elements to meet your design
requirements. If you are going to have several expansion units with contents that are identical
or nearly so, you may want to populate one first and then use the copy function to create the
others.

Note: It is not possible to copy 7031-D24, 7031-T24, 5786, or 5787 EXP 24 expansion
units if you have already populated them because of the association that is built between a
repeater and a disk IOA, which always resides in another expansion unit.

2.6.4 Hardware tab

Now we look at the process and functions used to place I/O in the system. In this example we
add cards and disk drives to one of the #0595s.

After selecting a unit from the folder tabs, the physical layout of that unit appears and now you
can place the I/O you need. The SPT follows all of the placement rules so that you cannot
create a situation that will not work or, more importantly, will not be supported. It is not our
intention to teach LPAR and hardware design in this publication, but you should remember
that an expansion unit does not have to be dedicated to one partition. It can be shared
between partitions at a bus level.

The left-hand navigation panel displays the hardware resource categories. Click the category
name or the plus sign (+) to expand the selection. The list of features shown is controlled by
the OS selected in the drop-down box labeled Display hardware supported by (to the left of
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the “Work with system/expansion units” field) and by what system unit or expansion tower is
currently displayed on the window. If a feature is not supported by the selected OS or is not
allowed to be placed in the unit displayed, it will not be shown in the list.

From the sidebar select the category of hardware that you want to add. Select the particular
item from the list.

In our example (Figure 2-27) we have selected our first 0595 (0595-1), and all the slots and
disk positions in that unit are displayed. The IOP category has been clicked and a 2844 IOP
has been selected. When you click the feature that you want to add, a large green plus
symbol (4) appear in the card slots where it can be placed. You then click the plus symbol in
the desired slot and that card will be placed there.

& http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox = o/Ed

IBM System Planning Tool

System plan: Unnamed system Bt System 0L (IEM eServer i5 9406-570) LV]

System Partitions Networking €3 Storage 3 Consoles Summary

Place Hardware

Spacify how you want the hardware placed on your new system.

9406_570-0-0 9406_570-1-0 0595-1 0595-2

Display hardware supported byt | WSRaMO [w] [Work with system/expansion units| [Additional features...| & _Show validstion messsqe ares
| Action | Location F/C | Partition I Order status | S/N Description Comments
= 1ops . . .
2843 64 MB 10P DE1-(D01:DO6) Dizk drive slot
3 DEZ-(DO7:D1Z) Dizk drive slot
zed71on ¥ FAN Lo ——
5744 Base £3 - R f—
G844 Boce £4 2544 64 MEB IOP | | CB1-CO1 10P/IOA/IXS
INS/IXS
! - /10A
Dink 10As = CB1-COZ I0P/10
st Diske Ctrls
CE1-CO3 10P/10A
Magnetic Media I0As s ’
LAN IOAs
CB1-CO4 108
COMM / WAN 104s !
Disk Drives
1= brive e CB1-CO06 IOP/I0A
& CB1-C07 I10P/I0A
CE1-CO8 104

< | >
cancel] [Report] [Help

http:/flocalhost:600 1/sptffaces/page /o 5/sysPlanEdit. jsp?session=3#

Figure 2-27 Selecting an IOP

When you place an IOP or an IOA that does not require an IOP (for example, a 5706 PCI-X
1Gbps Ethernet-TX IOA), SPT assigns it to the last partition used to add something
previously. You can of course change the assignment by clicking the drop-down box and
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selecting the appropriate partition, as shown in Figure 2-28. If you change the partition

assignment of something that already controls other items, the partition assignment of those

items changes as well.

@ http:/flocalhost: 6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox

IBM System Planning Tool

System plan: Unnamed system System 01 (IBM eServer i5 3406-570) [+]

ystem Partitions Hardware Networking Storage Consales Summary

IS

Place Hardware
Specify how you want the hardware placed on your new system.

8406_570-1-0 0595-1 0595-2

9406_570-0-0

Display hardware supported by: | wSR4M0 [] |[Wark with system/expansion unit:

| Action | Location ‘ F/C | SfN Description Comments
B 1oPs . B =k drive =
2843 64 MB IOF DEL-(DO1:D06) Disk drive slot
DB2-(DO7:D1Z) Disk drive slot
2847 I0P for SAN L, -
5744 Base 64 ME 10 =
R ARL L v S=mple text for Commants
5544 Base 64 ME 10 e 2844 rl__;:\:zl \.'55::»:1:? 1BM [v] &4 MB IOP -
INS/IXS = >
Disk 104z ST LPAR4 - VSRAMO Q 10P/10A
Ext Disk Ctris 5 ble-LPAR .
CB1-C03 2 IOR/IOA
Magnetic Media 10As Svitchable-145P-10F :
CB1-CO4 104
—_— ——
|k Drives —
[ Disk Drive = JE— ey
Enl cet-co7 10R/10A
CBL-CO8 104

<] I | [>

& [l validation messages (0 total)

Done

Figure 2-28 I0OP/IOA partition assignment
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The Order status column allows you to define one of three categories of any given feature, as
shown in Figure 2-29. The categories are:

» IBM - This part is an IBM-manufactured part that must be ordered from IBM.
» OEM - This part is not an IBM-manufactured part.
» Own - This part is an IBM-manufactured part that is already owned by the customer.

The features designated as OEM or Own are included in all aspects of the SPT, but they are
not included in any subsequent order based on any file created by and exported from the
SPT.

‘@ http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox M=%

IBM System Planning Tool

System plan: Unnamed system LG Ml System 01 (IBM eServer iS5 9406-570) [
System Partitions Hardware Networking Storage Conscles Summary
Place Hardware
Specify how you want the hardware placed on your new system.
9406_570-0-0 S406_570-1-0 0595-2
Dizplay hardvare supparted byi | WSR4MO [w] [Wark vith system/expansion units| [Additional features...| [ll-Hids vslidation message sre=
[ | Action Location FfC Partition Order status SN Description Comments
P
Bl [OPs . B ;
& - . sk JE
Sg13 64 Ma 10P DEL-(D01:D08) Disk drive slot
2844 64 MB IO DEZ-[D07:D12) Dizke drive slot
2847 IOF for SAN Lo —
3;2: S:f: 2: E:E :8 ®l<@ cei-cor 2844 |LParL - vsRamo  [w]  [IEM [v] 64 MB IOP Sample text for Comments
INS/TXS 18M N
Disk 10As el (el OEM IOP/I0A
B Ext Disk Ctrls Bl '
CBL-CO3 10P/10A
agnetic Media I0As ar !
LAN IOAS
CB1-C04 104
COMM / WAN [OAs L
isk Drives
&l Disk Drive o CBL-CO6 10P/I0A
o CB1-CO7 I0P/I0A
CBL-COZ 104
<] m | [»
B validation messages (0 total)
[Help

Figure 2-29 Order status
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When you place a feature its description is added to the description column. You may also
use the Comments fields to key in anything specific that you want to note, for example, “This
controller is Load Source for LPAR1”. For our example we inserted sample text, as shown in
Figure 2-30. Your comments can be longer than the field shown as your text will move over as
you type. The comments can be shown or hidden in the System Plan Viewer. We cover the
System Plan Viewer later in this publication.

& nttp://localhost: 6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox (=] <
| i

IBM System Planning Tool

System plan: Unnamed system System 01 (IBM eServer i5 9406-570) [v]
Systemn Partitions Hardware WU Storage Consales Summary
Place Hardware
Specify how you want the hardware placed on your naw systam.
3406_570-0-0 9406_570-1-0 0595-2
Display hardvare supported by: | vSR4m0 [%] |work with system/expansion units| [Additional features...| [l -Hid=s validation message ares
| Action | Location ‘ F/C | Partition | Drderstatu5| SfN [ Description Comments
El Iggfﬁ s 1B 10P DEL-(D01:008) Disk drive slot
N L DEZ-(DOT7:D1Z) Disk drive slot
A Dese Al Kld cei-cor 2844 [LPARL - vsRamo  [w] [1EM [¥] 64 MB I0P Sample text for Commants %
IDhi‘;SI-I:IFDSA; . cBL-cO2 10P/I0A
?g?\l:tLic:Chrt'II:Zia 10As = CBL-Ch3 Toogng
g‘l\-lll\?’:‘s\-‘.'AN [0As cBL-CcO4 ea
Disk Drives o CEL-C0& 10R/IO0A
= CBi-CO7 IOF/I0A
CEL-CO8 104
<] I | [>
[l validation messages (0 total)
Done

Figure 2-30 Descriptions and comments
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After placing an item, a remove symbol (X) appears. If you select any item that is allowed to
use that slot, a replace symbol (<-<-) appears next to the item, as in Figure 2-31. The replace
function actually performs a remove/add process under the covers. As we create a working
design you should remember that replacement of a controlling part will only be allowed if the
new controller can control the parts that the current controller is controlling, and the controlled
parts will not be affected. They do not need to be removed and re-added when the controller
needs to be replaced. This works very well for changing a disk IOA when it is already
controlling disk drives.

IBM System Planning Tool

& http://localhost:6001 - Unnamed syst

o]
p

- IBM Syst ing Tool - Mozilla Firefox

=X

System plan: Unnamed LTG0 Pl System 01 (IBM eServer iS 9406-570) [¥]

System Partitions mm Networking €% Storage €3 Consocles Summary

S406_570-0-0 9406_570-1-0 0595-1 0595-2

Place Hardware

Specify how you want the hardware placed on your new system.

Dis

ra|

play hardvare supported by: | VSR4MO [w] [Work vith system/expansion units| [Additional features...| € _Show validation meszz=age area
| Action | Location | F/C | Partition | Order statll5| SN Comments
El 10ps . B . R
+ - : =k drive =
2842 64 ME 10P DE1-(D01:D08) Disk drive slot
2844 64 ME 10P DBEZ-(DO7:D132) Disk drive slot
— -
5744 Base 64 ME 1Q]
- ARL -V w v
e 4 cei-con 2844 | LPARL - VSR4MD [»] [1BM [v] 54 MB IOP
INS/IXS % ,
CB1-CO0Z 10P/10A
Disk I0As - :
Ext Disk Ctrls _ P
Magnetic Media I0As - SR a2
LAN IOAs
CE1-C04 10A
COMM / WAN 10As —_—
is ives
[ Disk Drive e CB1-COE 10B/10A
o8 CB1-C07 10P/I0A
cB1-CO08 104

i | [ )J

Done

Figure 2-31 Remove and replace function
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In the next frame (Figure 2-32) a disk IOA has been added to C02 and six disk drives have
been added to disk bay 1 (DB1).

@ hitp:/Mlocalhost:6001 - U d system - IBM System Planning Tool - Mozilla Firefox =Jo&d
 —

IBM System Planning Tool

System plan: Unnamed system LTG0 Pl System 01 (IBM eServer iS 9406-570) [w

=M Pa

n Networking €% Storage €3 Consocles Summary

Place Hardware

Specify how you want the hardware placed on your new system.

S406_570-0-0 S406_570-1-0 0595-1 0595-2

Display hardware supported by: | VIR4MO [V

Vork with system/expansion units‘ | Additional features | €3 Show validstion mes

9244 Base 64 MBE 10P .
INS/IXS ‘ Action
El pisk 10 N N -

2757 RAID Disk Unit Ctir % Dei-(DO1:DO6) 4327(6) LPARL - YSR4MO [CB1-C02] 70.56GB 15k A

2763 RAID Disk Unit Ctlr PR . .

2780 PCI-X U320 RAID Disk Unit CHr a'd DBz, (D07:D12] [y Di=REIE, =lot |

2782 RAID Disk Unit CHr = :

4748 RAID Dick Unit Ctlr ® ceicor 2844 LPARL - VSR4MO [w] 1BM ¥ 64 MB 107

4778 RAID Disk Unit Ctir - —~ ) _

\s¢ Writs Cacha ® ceicoz 5738 LPARL - VSR4MD [CE1-CO1] [IEM [w PCI-X Disk Ctl

Location FfC Partition 5/N Descril

CB1-C03 IOFR/I0A
= Write Cache for 3380 (CCIN 57
7328 Ctlr v/ Aux Write Cache
Vrite Cache for 5382 X
Ctlr v Auxc Write Cache CB1-C0& 1OR/I0A
ux Write Cache for 3583 (CCIN 57 1E/574F) .
Ctlr 2780 wiAux Write Cache C81-co7 I0R/I0A
5530b Aux Write Cache for S574F)
5591 Disk Ctlr 2757 wAux Write Cache cei-coe oA
5591b Aux Write Cache for 5351 (CCIN 574F) [
5703 RAID Disk Unit Ctlr
5715 PCI-¥ U220 DASD Controller
5736 PCI-X Disk/Tape Ctlr w/10P
Ctlr-30MB
Ctlr-1.5GB
Tape Ctlr-No IOP
Ctlr-S0ME Mo IOP
Ctlr-1.5GB No IOP

CB1-C04 I0A

5737 PCI-X

oDooooog

4319 33.16GB 10k RPM Di
16GE 15k REM Di

| JMECan:el ERepcrt ﬁ]

Done

Figure 2-32 Added disk IOA and disk drives
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For the disk positions in any given system or expansion unit you can expand the view to see
the individual drives by clicking the small plus symbol (+) to the left of the disk drive bay
locations, as shown in Figure 2-33. Disk drives can be added or removed individually in the
expanded view. The expanded view also provides a comments field for each disk drive.

@ hitp:/Mlocalhost:6001 - U d system - IBM System Planning Tool - Mozilla Firefox (=0

IBM System Planning Tool

System plan: Unnamed system LTG0 Pl System 01 (IBM eServer iS 9406-570) [¥]

System Partitions mm Networking €% Storage €3 Consocles Summary

Place Hardware

Specify how you want the hardware placed on your new systam.

S406_570-0-0 S406_570-1-0 0595-1 0595-2

Display hardware supported by: | WSR4MD (%] [Work vith system/expansion units| [Additional features...| € _Show validation mess=age ares

= ~
”?SSI,"I:SEE’E 54 MB 10P e ‘ Action Location F/C Partition :t;t; | S/N ‘ Descripti
El Disk 104 N
2757 RAID Disk Unit CHir “ 4 DE1-DOL 4327 LPARL - V3R4MOD [CB1-C0Z] | IEM L\' 70.56GB 15k RFPM
2763 RAID Disk Unit Ctlr
2780 PCI-¥ U320 RAID Disk Unit Ctir * 4% DB1-DOZ 4327 LPAR1 - V5R4M0 [CB1-C02] | IBM [VJ 70.56GBE 15k RPM
2782 RAID Disk Unit Ctlr —
4748 RAID Disk Unit Ctr x 4 DE1-DO3 4327 LPARL - VSR4MO [CB1-C02] | IEM V] 70.56GB 15k RPM
4778 RAID Disk Unit Ctlr =]
5520 Disk CHr 2780 wiAux Write Cache % #| & oei-Do4 4327 LPARL - VSR4MOD [CB1-CO2] | IEM |W 70.56GB 15k RPM
5580b Aux Write Cache for 5380 (CCIN 5708)
5581 Disk CHr 2757 w'Aux Write Cache ¥ ¢ pei-pos 4327 LPAR1 - V5R4MO [CB1-CO2] | IBM | W 70.56GB 15k RPM
5381b Aux Write Cache for 3380 (CCIN 5708)
S582 #5738 Ctlr w/Aux Write Cache * 4 DB1-DOS 4327 LPAR1 - WVSR4MO [CB1-C0Z2] | IEM LVJ 70.56GB 15k RPM
5382b Aux Write Cache for 5582
5583 25777 CHir vd Ausx Write Cacha = DB2-(D07:D12) Disk drive slot
5383b Aux Write Cache for 3383 (CCIN 571E/574F) [
5590 Disk Ctlr 2780 w/Aux Write Cachs ¥ ceicor 2844 | LPART - VSR4MO [v] 1EM [v] g4 MB 1OP
5590b Aux Write Cache for 5550 (CCIN 574F)
5591 Disk CHr 2757 w/Aux Write Cache b CB1-C0Z 5728 LPARL - VSR4M0O [CB1-CO1] | IBM [\_'__] PCI-¥ Disk Ctlr-1))
5591b Aux Write Cache for 5391 (CCIN 574F)
5703 RAID Disk Unit Ctlr CB1-CO3 I0R/IDA
5715 PCI-X U320 DASD Controller
5736 PCI-X Disk/Tape Ctlr w/IOP CB1-Co4 104
5737 PCI-X Disk Ctr-S0ME w/IOP —
5738 PCI-X Disk Ctlr-1.5GB w/IOF CBl-C06 IOR/IOA
5775 PCI-X Disk/Tape Ctlr-No IOP
5776 PCI-X Disk Ctlr-S0ME No IOP CB1-C07 IOR/I0A
5777 PCI-X Disk Ctlr-1.5GB No IOP
Ext Disk Ctris CB1-CO8 I0A
Magnetic Media 10As —
LAN TOA:
COMM [/ WAN 10As
Disk Drives
4317 §.58GE 10k RPM Disk Unit
4318 17.54GE 10k RPM Disk Unit
4319 353.16G8 10k RPM Disk Unit
4326 33.16G8 15k REM Disk Unit

DEHEFHEFEE

4328 141.12GB 15k RPM Disk Unit [V < [ [>]
| Mr,‘«ppl, Eban:el EReport irHeIp

Done

Figure 2-33 Expanded view of disk bay 1 (DB1)

You will need to continue this process of adding IOAs and disk to meet your requirements and
then go to the next folder tab (Networking).
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Notice a System drop-down box in the header line, shown in Figure 2-34. The drop-down box
shows all the systems in the system plan. While in edit mode, in a multi-system system plan,

you can switch over to a different system to work on. You can switch back the same way. This
can be done in any window where this drop-down box appears.

E http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox

_ . f=1%
IBM System Planning Tool " |

b - - L3
System plan: Unnamed system IS G S St 01 (1BM eServer iS5 9406-570) l@

System 01 (IBM eServer iS 9406-570)
System Partitions [TF— Network-Sistem D2 (IBM eServer iS5 9406-550)
Place Hardware

Specify how you want the hardware placed on your new system.

9406_570-0-0 9406_570-1-0 0595-1 0595-2

Display hardware supported by: | WSR4MD (%] [Work vith system/expansion units| [Additional features...| [ll-Hide validstion me=s=c= area
~
‘ Action | Location FfC Partition i ‘ S/N Description
OP= status _[E
NS/TI¥S P3-({D1:D3) Disk drive slot —
isk I0As
xt Disk Ctrls ¥  P3-(D4:D6) 4327(3) LPARL - VSR4MO [P1-C3] 70.56GE 15k RPM Disk Unit
Magnetic Media I0As
LAN IOA ® PsaDL 5751  LPARL - VSR4MO [P1-T12] 1EM [w] IDE DVDRAMEO
riv P4-D2 Blecked by partin slot P4-D1 IDE DVDROM ALX/Linux only £
COD/DVD
HSL/RIO Adapters < i | >
[l validation messages (0 total)

[Help

Figure 2-34 Selecting a different system for edit
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2.6.5 Networking tab

The SPT automatically creates one virtual LAN (VLAN) connecting all of your partitions. See
Figure 2-35. You can change this by unchecking partitions. You can also add VLANSs of your
own design. To do this click Add and put a check in the boxes of the partitions that you want
to use that VLAN. If you click the partition name you will see the details of the VLANs with
which the partition is associated and the physical Ethernet cards owned by that partition. If
you have many partitions and many VLANS you will see a much larger grid to work with.

@ http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox (=%
IBM System Planning Tool

System plan: Unnamed system il il System 0L (IEM eServer i3 5406-57

System Partitions Hardware m@ Storage Consoles Summary

System Networking
Spacify datails about the virtual local ares networks (VLAN) for each logical partition.

VLAN IDs
Partitions #1 | Add

LEAR] (WSR4MO
First AIX (AIX 53]

Second AIX (ALK 531

Hide Details [%

Details - LPARL (VSR4M0D)

WVirtual Ethernet Adapters Physical Ethernet Adapters

Select| VLAN ID|Slot ID Edit Virtual Slots
O i 4

[l validation messages (0 total)

|M Apply |[cancel|[report] [Help

Done

Figure 2-35 Networking

44 IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning



2.6.6 Storage tab

The Storage tab has some very important functions, especially if you have a Server Client

relationship between some partitions. This is where you define the virtual SCSI connections
between those partitions so that the client partition can use the server partition’s resources.
Also, this is where you will define the load source for whatever i5/0S partitions you have. In

Figure 2-36 we begin the process by clicking Add and adding a virtual SCSI connection.

@& http://localhost:6001

IBM System Planning Tool

- Unnamed system - IBM System Planning Tool - Mozilla Firefox

Systern 01 (IBM eServer i3 9406-570] [+]

System:

M=%

System plan: Unnamed system

System Partiticns

Summary

Networking Consoles

Hardwars

=R

System Storage
Specify details about the virtual SCSI connections for each logical partition.

i3/ 05 SCSI connections Boot/Install Source

ﬂ Mo virtual SCSI connections have been defined for this partition

El € Validation messages (1 total)

o Select = valid load source for partition LPAR L.

|m Apply || Cancel| | Report| |Help

Daone

Figure 2-36 First page under Storage tab

In this case we only have one i5/0S partition, but if there were multiples of them or if you had
any Virtual I/0O Server partitions on a System p you would use the drop-down box to select the
Server partition. Then select the number of connections, and then select the Client partition.
In Figure 2-37 we add a connection between the LPAR1 and second AIX partitions.

=

‘-* L

& http://localhost:6001 - Add Virtual SCSI Connections - Mozilla Fire...
— 4

IBM System Planning Tool

System: System 01 (IBM eServer is 9406-570)

Add Virtual SCSI Connections

Server partition: LPARL (VSR4MD) [w]
Number of connections to add: |1 [_]

Client partition:

Second AIX (AIX_53

ld‘

Add virtual SCSI connections between server and client partitions

BEX)

| m Cancel| | Help

Daone

Figure 2-37 Adding virtual SCSI connections
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When you click OK you will be taken back to the System Storage window, and the details of
each connection can be viewed there. From that window you can also select Edit Virtual
Slots, as shown in Figure 2-38.

@ hitp://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox [ (=1
”~

IBM System Planning Tool

System plan: Unname byl il System 01 (IBM eServer iS5 9406-570)

System  artitions _riavdvare | tiatvorking  [JERIM Consoie: | Summar,

System Storage
Specify details about the virtual SCSI connections for each logical partition.

i3/ 05 SCSI connections BEoot/Install Scurce

Server partition | Virtual SCSI connections Client partition

LEARL (WSRAMO] 1 First ATX (AIX_S53)
LPAR1 (VSRAMO) 1 Second AIX (AIX_53)

Add...| |Hide Details

Connection Details: LPARL to Second AIX

Virtual SCSI Conections
Server slot Client partition Client slot Remove Connections...

5 Second AIX (AIX_53) E] T S

=l € Validation messages (1 total)

€ select = valid load source for partition LPARL.

[ 1 1 1 1 1
Done

Figure 2-38 Details of virtual SCSI connections
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Figure 2-39 is a sample of what you see next. All of the partition information tables can be
collapsed or expanded and you can also move them from one side of the window to the other.
This is very helpful in being able to compare and verify or edit the virtual connections between

partitions.

@ nhitp://ocalhost:6001 - Unnamed system - Edit Virtual Slots - Mozilla Firefox

IBM System Planning Tool

System: System 01 (IBM eServer i5 9406-570)

Edit Virtual Slots
Woaork with virtual adapter slots and mappings

|| Click the move link from the partitions on the left to compare
=
E LPARL (VSR4MO) =™ R "“1%
Total slots: z0 Used slots: 7 Available slots: 13 — N N
orelEe =8 = =l=ml= =la |I'~'10ve partition information to the right pane.
Console
Slot | Type | Target Partition Target Slot
0 Server
1 Server
2| Client First AIX [AIX_S53) ofl|_
3| Client Second AIX (AIX_53) 0
Ethernet
slot | VLANID |
4 1
SCSI
Slot | Type | Target Partition | Target Slot
ll
5| Server  First AIX (AIX_53) 3
6| Server Second AIX (AIX_53) 3
|
=] First AIX (AIX_53) =+
Total slots: 16 Used slots: 4 Available slots: 12
Console
Slot | Type | Target Partition Target Slot
0 Server LPAR1 (V3R4MO) 2
1 Server
Ethernet [v

o

v || Cancel

Done

Figure 2-39 Edit virtual SCSI connections
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In Figure 2-40 the table for the second AIX partition has been moved to the right-hand side.
Note how the virtual slots of one partition match the target slots of its counterpart.

u@m

IBM System Planning Tool

System: System 01 (IBM eServer i5 9406-570)

Edit Virtual Slots
Work with virtual adapter slots and mappings
~
Zl LPAR1 (V5R4MO) = El Second AIX (AIX_53) b
Total slots: z0 Used slots: 7 Available slots: 13 Total slots: 15 Used =lots: 4 Available slots: 12
Console Console [
slot | Type | Target Partition Target Slot slot | Type " | Target Partition Target Slot
0 Server 0 Server LPARL (W3R4MO) 3
1 Server 1 Server
2| Client  First AIX (AIX_53) 0 Ethernet .
3| Client Second AIX (AIX_53) 0 Slot | VLAN ID |
2 1
Ethernet 1
slot | VLANID | ~| |scs1
a 1 Slot | Type | Target Partition Target Slot ‘
3| Client LPAR1 (WV3R4MO) &
SCSI L— —
Slot | Type | Target Partition Target Slot
5| Server  First AIX (AIX_53) 3
6| Server Second AIX (AIX_53) ]
=] First AIX (AIX_53) =+
Total slots: 16 Used =lots: 4 Available slots: 12
Console
Slot | Type | Target Partition | Target Slot |
0 Server LEARL (W3R4MO) 2
1 Server
Ethernet It
I B
Done

Figure 2-40 Editing and comparing virtual connections

Prior to SPT V2 you would have defined all of the virtual connections far earlier in the design
process and you would have optionally specified how many virtual slots you wanted to
reserve for future use. SPT V2 does not give you the opportunity to do any of this until you get
to this window. From this window you can change the slot IDs of the virtual slots for the VLAN
(Ethernet), virtual SCSI, and virtual console. As soon as you add a virtual SCSI to a client
partition, SPT automatically creates a virtual console connection. The Total slots field for each
partition can be changed as well, and this effectively perform the reserve function providing
that you are specifying a quantity greater than the used slots number. The available slots
number is the reserved slots number. If you change an ID or a quantity and click Apply, the
corresponding information is updated, which also updates the target slot information.
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2.6.7 Defining load source

You may have noticed a validation message on previous windows concerning a load source
for LPAR1. In Figure 2-41 we have selected the Boot/Install Source tab and clicked the
drop-down box. Remember that this only has to be done for i5/0S partitions in this particular
example. However, if you are defining a System p with Virtual I/O Server partitions, that also
needs to have a load source identified. See Chapter 4, “Virtual I/0 Server” on page 103, for
further details.

& http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox =)

IBM System Planning Tool

System plan: Unnamed system LG Ml Systemn 01 (IBM eServer iS5 9406-570) [¥]

Systemn Partitions Hardware Networking Ccnzc\ez Summary

System Storage
Specify details about the virtual SCSI connections for =ach logical partition.

i5/05 SCSI connections Boot/Install Source

Server partition Boot Source (Load Source)

LPARL (W3R4MO) i <None> m
“<None=
5708 [9406_570-0-0 | P1-T12]
Bl € validation me| 25844 [9406_570-0-0 | P1-C1]
5775 [9406_570-0-0 | P1-C3]
0-1-0

€ select = valic 2208 [9406.57
5738 [0595-1 | CB1-C02]
2844 [0595-1 | CB1-C01]

|ﬂ Apply || Cancel || Report| | Help

Done

Figure 2-41 Selecting load source

While the i5/0S load source is actually one or more disk drives, what we select here is either
the disk I0A that controls the desired disk or the IOP that controls the disk IOA. It is possible
to have more than one disk IOA under an IOP, so to avoid confusion we recommend selecting
the disk I0A rather than the I10P.

Note: On POWER6 MMA models a system unit can be ordered with no disk drives. On a
System i order you can specify #0719 to indicate no disks within the system unit. If you
want to do this, you must then specify a different specify number that indicates the
enclosure that will contain a load source device:

» #0720 Load Source in #0595/5095
» #0721 Load Source in #5094/5294
» #0725 Load Source in #5786/5787

Keep this in mind when using SPT V2 to define your load source 10A.
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In Figure 2-42 we see that all validation messages have been satisfied and there are zero
remaining messages.

& http://localhost:6001 - U d system - IBM System Planning Tool - Mozilla Firefox

IBM System Planning Tool
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System plan: Unnamed system

LTG0 Pl System 01 (IBM eServer iS 9406-570) [¥]

natvoring (R Consoles " summary
System Storage

Specify details about the virtual SCSI connections for each logical partition.
i5/05 SCSI connections

Systam Partiticns Hardvara

Boot/Install Source

Server partition Boot Source (Load Source)

LPAR1 (VSR4MO) [ 5708 [9406_570-0-0 | P1-T12] [w]

[l validation messages (0 total)

|m Apply || Cancel | | Report| |Help

Done

Figure 2-42 Load source selection completed

2.6.8 Consoles tab

On the following window there are two main functions to be completed.
Physical consoles
First is to assign Physical Consoles to partitions. In Figure 2-43 we have selected LPAR1 and

clicked the Physical Console drop-down box and selected HMC. The drop-down box only
contains whatever items in the selected partition are able to serve as the console.

& http://localhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox
IBM System Planning Tool

System plan: Unnamed system

System:
Systam Partitions Hardwars Metworking Storage Suw—.—nar-,
Consoles
Define or modify consoles for server partitions
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Console
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LPAR4 [VSR4MO) Hardware Management Console
Hide Details

Details - LPARL (W5R4M0)

Physical Consoles

Conscle: [ Hardware Management Console {¥]
“Mone:=

. Hardware Mznagement Conscle
Virtual Co 5753 [9405_570-0-0 | PL-C2]

1 EETH [9406_570-0-0 | P1-T6] -
Slot| T 4746 (9406 570-0-0 | P1-C6] 5

2 First AIX (AIX_53) Edit Virtual Slots
3

Second AIX (AIX_SZ3)

[l validation messages (0 total)

Daone

Figure 2-43 Assigning physical consoles
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Virtual consoles

Second is to assign virtual consoles. In Figure 2-44 we have selected LPAR1 and clicked Edit
Virtual Consoles. We do this to relate the virtual consoles of client partitions to a server
partition.

& http:/Mlocalhost:6001 - Unnamed system - IBM System Planning Tool - Mozilla Firefox (=
1

IBM System Planning Tool

System plan: Unnamed system System 01 (IBM eServer i5 9406-570) [v]
System Partitions Hardware MNetworking Storage msummar',-
Consoles

Define or modify conscles for server partitions.

Partition Console
LEAR1 (VSR4MO) Hardware Management Console
LEAR4 (V3R4MO] Hardware Management Conscle

Hide Details

Details - LPARL (VSR4MD)

Physical Consales

Conscle: [ Hardware Managameant Consale [¥]

Virtual Consoles m oloe |
ﬂ There are no virtual conscles defined for the selected partition. Edit Virtual Slots

# [l validation messages (0 total)
| ok| [apply || cancel] [Repart| [Help

Done

Figure 2-44 Edit Virtual console

Since we have more than one client partition being served by LPAR1 we are presented with
the option to assign some, all, or none of their virtual consoles to the server partition. See
Figure 2-45.

If you had already assigned them to LPAR1 but you really wanted these virtual consoles to be
assigned to LPAR4, you would close this window, which puts you at the main Consoles
window. Then select LPAR4 and click Edit Virtual Consoles, check the check boxes, and
click OK.

& http:/Mlocalhost:6001 - Edit Virtual Consoles - Mozilla Firefox =JoEd

|IBM System Planning Tool

System: System 01.(IBM eServer i5 9406-570)

Edit Virtual Consoles
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‘g Cancel ﬂ

Done

Figure 2-45 Assigning virtual consoles

Chapter 2. System Planning Tool (SPT) V2 51



When you do this the virtual console assignment is automatically removed from LPAR1 and
moved to LPAR4, as shown in Figure 2-46.

IBM System Planning Tool

System plan: Unnamed system System:

System 01 (IBM eServer iS5 9406-570) [v]

System Partitions Hardware Metworking Storage m5ummaw

Consoles
Define or madify consoles for server partitions.

Partition Console
LE&AR1 (W5R4MO) Hardware Management Console
LEAR4 (VSR4MO] Hardware Management Console

Hide Details

Details - LPAR4 (VS5R4MD)

Physical Consoles

Conscle: | Hardware Management Console [¥]

Virtual Consoles

Slot Target Partition Edit Virtual Consoles
3 First AIX (AI¥_53) Edit Virtual Slots

4  Second AIX (AIX_53)

[l validation messages (0 total)

| M Apply || Cancel | | Report| |Help

Figure 2-46 Virtual consoles moved to LPAR4

At the bottom of the window there are several action buttons.

If you click OK or Cancel you will be taken back to the Work with Planned Systems window.

The Apply button applies whatever changes you have made. You can use this after every
change or a group of changes or not at all. However, if you do not use it and you accidently
close the browser you are in or if SPT were to crash, your changes would be lost, even though
you would still get a Reconnect option when you started again.

Attention: We recommend that you click Apply frequently.

Clicking Help presents you with help text that applies to the window you are on.

The Report button initiates the System Plan Viewer. It can be used at any time including,
while you are creating a design. Many people use that capability to cross check what they
have already placed and more importantly what they have not yet placed, by partition and as

an overall total. Doing this can help you make sure you have all items to meet your
requirements.

2.7 System Plan Viewer

As stated earlier, you can use the Report button to initiate the System Plan Viewer. This is
available from many SPT windows.
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Note: The System Plan Viewer is packaged as part of the System Planning Tool Version 2.
This is the context in which we describe the System Plan Viewer in the next series of
figures.

The System Plan View is also packaged as part of HMC Version 7.3 as part of the partition
deployment based upon a saved system plan.

Click Report, as shown in Figure 2-47.
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-
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P1-Ts EETH LPAR1 - VSR4MO [w] Embedded 1 Gbps Ethernet (2 Ports)
P1-T14 S70B Mot Assignable Integrated AI¥/Linux Disle Chrl
. STGRI| SwitchSGIPRAR [v] [em [v][ PCL-X Disk/Tape Ctlr-o 10P | [v]
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Figure 2-47 Selecting report
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Figure 2-48 shows the first window of the report. In the left side bar there is a navigation tree
for everything in the system plan. If you click an item in the tree you will be taken to the first
page of that item.

Notes: When viewing the plan, the system/expansion units and the partition names may
not be in the order you added them, as they are sorted alpha/numerically by the System
Plan Viewer.

Once you have selected Report you can view a set of windows showing the hardware
information in various graphical representations. This is considered the Default Report

format, which is shown in Figure 2-48.

When launching the System Plan Viewer from within the System Planning Tool (not when

launching the System Plan Viewer from the HMC), you have an additional report option.

When the displayed format is the default report format, the “Report button” changes to the
Text Report button (shown in the bottom left of Figure 2-48). Clicking the Text Report

button will turn the HTML report into plain text. You can click the Save button, located at

the footer of the window when the Text Report button appears, to save the report as a .txt
file on your local workstation.
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System 02
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Source

Load

Select a valid load source for partition LPARZ.
Source

Figure 2-48 First System Plan Viewer page
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In our example we clicked System 02 under Messages. This shows a table of the unresolved
messages for System 02, as seen in Figure 2-49. There is no selection for System 01 under
Messages because there are no unresolved messages for that system.
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Figure 2-49 Unresolved messages regarding system 02
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Next we click System 01 and see a listing of the basic system attributes, as shown in
Figure 2-50. We also see the beginnings of LPAR1. This is because the report is essentially a
long one page document with no page breaks.
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Figure 2-50 Initial viewer page for system 01
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In Figure 2-51 we have clicked LPAR1 in the left navigation tree area and show the attributes
of the partition and the physical contents (details) of that partition. Depending on the number
of system and expansion units involved in a partition you may have to scroll down to see all of
it.
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Figure 2-51 Attributes and detail page for LPAR1

Note that comments entered with the System Planning Tool can be seen by clicking the Show
Comments button on the window footer, shown in the lower left of Figure 2-50 on page 56.
For example, we entered Sample text for Comments in the Comments column for feature
#2844 for 1/0 Expansion unit 0595-1 in Figure 2-30 on page 39.

You can see this text in Figure 2-51, just below the 0595-1 entry.
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If you click a particular piece of hardware such as an 0595 IO enclosure, as shown in
Figure 2-52, you are presented with the card/disk layout and contents in tables, as well as a
diagram of the physical unit. The diagram can be collapsed to save space in the report.
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Figure 2-52 0595 example with expansion unit diagram
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In our example, if you click Summary, Features, or 9406-570 (in the left pane), you are shown
a table with the total count of features by partition and a table with the total feature count for
the whole system. Figure 2-53 shows an example of Summary. If you are working on a
system that has many partitions you will have to scroll down to see everything.
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Figure 2-53 Totals by partition and by system
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Clicking Partitions presents you with tables containing the attributes of all the partitions on the
system. See Figure 2-54.
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Figure 2-54  Partitions summary

These summary views of partition configuration should be reviewed before proceeding to
ensure that your partitions are configured the way that you want them. This is especially
important the more partitions that you are configuring. You will want to save the system plan
and perhaps the System Plan Viewer output to assist you when you want to deploy the
partition configuration on the actual hardware.

2.7.1 Printing the System Plan Viewer

60

Clicking the Print button in the window footer area will print the report to the printer of your
choice.

You must understand that your output is very section specific. In the navigation tree, if you
have selected Systems you will print the entire system plan including multiple systems, if you
configured more than one.

If you have selected System 01 you will print only that system. Selecting LPAR1 in our
example only prints the details of the LPAR1 partition. Selecting a specific piece of hardware
(for example, 0595-2), the printout will only contain that expansion unit including the unit
diagram, unless you have collapsed the diagram.

As stated earlier, the Text Report button will appear within the window footer when launching
the System Plan Viewer from within the System Planning Tool. Click the Text Report button
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to switch the report from HTML format to plain text format. Clicking the button again will switch
back to HTML format, toggling between formats.

With the report shown in plain text format, you can click the Save button in the window footer
to save the report as a .txt file on a disk drive on your local workstation.

2.8 System plan completion

When you are satisfied with your completed system plan configuration, you need to perform
one or all of the actions described in the following sections:

» Save the system plan (.sysplan file).
» Export the system plan.

2.8.1 Save sysplan

It is very important to save your system plan (.sysplan file). This file is intended to be used
later when deploying your system plan to the actual hardware configuration.

Once all of the components of the system are showing a valid status on the Work with
Planned Systems display, the system is deemed complete. If you have not already done so,
this is when you should use Save, as shown in Figure 2-55. There is no save as option, but
you will get the opportunity to specify the file name before the actual save is accomplished.
This file must be saved with a .sysplan file extension. You will not be able to reuse the file if
you save it with any other extension.
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Figure 2-55 Save the sysplan

2.8.2 Export sysplan

One of the important uses of your system plan is to use it as input to the IBM sales
configurator tool.

You do this by exporting your system plan as a .cfr file that can then be imported into the IBM
configurator tool. When you have created and saved a .cfr file to disk, using the export
function, you must import the system plan into the IBM configurator tool to ensure that all the
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components in the plan are valid and the features are orderable. Once the system plan is
validated by the IBM configurator tool as orderable, a priced proposal can be produced.

When using Export in a system plan that has multiple systems you can select the systems to
be included in the export function, as shown in Figure 2-56.
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Figure 2-56 Export system selection

Click Export and a save window appears prepared to save a .cfr file, as shown in Figure 2-57.
Save the file in a folder of your choice. This file contains all the information regarding the
system you planned including all of the placement information. All of this information is
passed on when it is imported into the IBM configuration tool.

Enter name of file to save to...

Savein: temp

| TEMLU. bt
EMspta1].0_full_bets_070413.2xe

58
My Computer

Unnamed system.cfr

“‘Ff‘l File: name:
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Q F £ [E-
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B

Figure 2-57 Saving file via Export
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To exit the Export function click Cancel in the Export window (Figure 2-56 on page 62), and
you will be returned to the Work with Planned Systems window (Figure 2-58).
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Figure 2-58 Work with planned systems

The Properties button shows only the system plan name and description box. These fields
are both in edit mode, so you can make changes if needed.

To exit the SPT click Close. Respond with Yes to the are you sure message. Then close both

browser sessions. To completely exit the SPT you must also close the SPT icon in the system
tray.

When a system is ordered using the .cfg file exported to the IBM configurator tool, IBM
manufacturing can build and deliver the system exactly as planned. This is called Customer
Specified Placement (CSP). More information can be found on CSP at:

http://www.ibm.com/servers/eserver/power/csp/

2.8.3 Sysplan for deployment

When the customer system arrives on site, the system plan saved earlier as a .sysplan file in
SPT can be imported to a controlling Hardware Management Console (HMC). You can then
use the .sysplan file to deploy the system and its partitions through the HMC interface. See

Chapter 3, “System plans and the hardware management console” on page 65, for further
information about deployment.

Deployment of a Virtual I/O Server partition has special processing, as described in
Chapter 4, “Virtual I/0O Server” on page 103.
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System plans and the hardware
management console

In this chapter we introduce another important aspect of managing system plans. The
Hardware Management Console (HMC) can be used to create import, export, view, create,
remove, and deploy system plans. The HVIC code level must be at v7r3.1 or later, and include
the latest service packs. The HMC provides a set of graphical user interfaces (GUIs) for these
LPAR management functions.

Note: If you are connecting to the HMC from a PC workstation, there is no longer a
requirement to install WebSM on the PC. The HMC with Version V7R3.1.0 or later installed
should be accessed through a Web browser, not WebSM. Refer to 1.6, “System plans on
the HMC” on page 8, for references to additional information about HMC V7RS3.

The chapter reviews the operations of each of these GUI interfaces for managing system
plans, also referred to as sysplans. All of the utilities are available through the HMC graphical
interface. Some functions are also available through the restricted shell, commonly referred to
as the command-level interface (CLI). We do not document how to use those command-line
functions that have not changed since they were documented in LPAR Simplification Tools
Handbook, SG24-7231. A list of those command-line functions, and information about those
command-line functions that have been added or changed, can be found in 3.3.3, “System
plans management using restricted shell (CLI)” on page 98.
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3.1 System plans

66

A system plan, also referred to as sysplan because of the .sysplan file extension, is a
representation of the hardware and partition configuration currently on a system, or the plan
for deployment of hardware and configuration of partitions on a system, depending on how
the sysplan file is generated. If generated from an existing POWER5 or POWERS6 system
using the HMC, the file will reflect the actual LPAR configuration of the server at that point in
time if all the partitions are active. There will be less detail if one or more partitions are not
active. If the sysplan is generated by the System Planning Tool (SPT), the file will reflect the
intended LPAR configuration for a target server. The sysplan includes details on partition
allocations of memory, processors, and the hardware required for each partition. Hardware
allocations may be defined as owned by the partition, and therefore required for the partition
to activate. The only other choice is for the hardware to be defined as shared, in which case
the hardware is optional for the partition, which can be activated without the hardware.
Shared hardware can be dynamically switched between two or more partitions.

The sysplan also includes general information about the system, such as system type and
model, total number of processors present, and the number that are activated, and the total
installed and activated memory. It has detailed information about the card slots in the
processor enclosure and any I/O expansion towers or I/O drawers that will attach to the
processor enclosure. The card slots are shown as empty, or occupied by IOP or I0A feature
codes, and this level of detail is used for the hardware validation during the LPAR deployment
process. It should be noted that, at this time, the sysplan file created by SPT includes
device-level detail (for example, what type and number of disk units are attached to a storage
controller IOA). In contrast, a sysplan created by the HMC does not, by default, include any
detail of what is attached to and controlled by an IOA. For more information about this, refer
to “Enabling hardware inventory collection from active partitions” on page 73.

A sysplan file is a composite object, which means that it could possibly include many files.
The file’s description is imbedded in the file, as is the file level and last modifying application
information. When a sysplan file is created on the HMC or imported using the HMC GUI, the
file is stored on the HMC in a predefined directory. The directory path is /opt/hsc/data/sysplan.
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3.2 Using the HMC graphical user interface

On the HMC running Version 7 Release 3.1 code level, there is a item in the left navigation
frame called System Plans. This is where all of the graphical interfaces required to manage
system plans on the servers can be accessed directly from the HMC or remotely using the
browser-based client connecting to the HMC. Single-click the System Plans task in the
navigation area. See Figure 3-1. This will display the system plans management tasks

window.
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Figure 3-1 The HMC welcome page
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The system plans management tasks window is shown in Figure 3-2. The upper section lists
all of the system plans currently residing on the HMC. The buttons above the list lets the user
select, deselect, sort, and filter, and manage the columns of the display table, and perform
tasks on selected system plans. The task options are repeated in the lower Tasks section of
the main system plans management window. Note that, with no system plan selected, the
only options are to import a system plan or create a system plan.
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Figure 3-2 The main system plan management page

Using the HMC you can:

Create a system plan.
View a system plan.
Deploy a system plan.
Export a system plan.
Import a system plan.
Remove a system plan.

vyvyvyvyyvyy

You can save a system plan created using the HMC interface as a record of the hardware and
partition configuration of the managed system at a given time.

You can deploy an existing system plan to other systems that this HMC manages that have
hardware that is identical to the hardware in the system plan.

You can export a system plan to another HMC (which imports the plan) and use it to deploy
the system plan to other systems the target HMC manages that have hardware that is
identical to the hardware in the system plan.
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As listed previously, we have options (tasks) to view, create, deploy, export, import, or remove
a system plan. Note that these tasks can be selected in either the Tasks drop-down menu or
the Tasks links in the lower part of the right frame. The following sections provide more details
for each option. Figure 3-3 will be a common starting point for each example.
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Figure 3-3 The system plan management page with a system plan selected

In our first example we have selected an existing system plan named 9sysvios.sysplan.

3.2.1 Importing a system plan to the HMC

The import operation provides the ability to load a system plan that was created using the
SPT or created on another HMC. The system plan can be imported from one of the supported
media types, such as CD, DVD, diskette; a USB device such as a memory card, a remote FTP
site, or a PC connected to the HMC through a browser connection. First we prepare the
media, if needed. Then we import the sysplan file.
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From the System Plans task menu, select Import System Plan, which brings up the Import
System Plan prompt window. Identify the system plan file name and whether it will be
imported from media, an FTP server, or, if you are accessing the HMC through a PC-based
Web browser, the sysplan file may be on that PC. In Figure 3-4 we show the import prompt
window and that the system plan file is stored on a USB flash drive. The name of the file is
newConfig.sysplan and the file was initially created using SPT and saved to the flash drive.
The directory path to access the file on the flash drive is /media/sysdata.

€] RCHAS60H: Import System Plan - Microsoft Internet Explorer g@
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Figure 3-4 Import System Plan window

A successful import will result in this conformation window.

&1 RCHAS60H: Import System Plan Successf... [._]@
~

‘0 Import System Plan Successful ‘
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o

Figure 3-5 Importing a sysplan file success

3.2.2 Exporting a system plan from the HMC

System plans residing on the HMC may be exported to media, an FTP server, or, if you are
using a PC to access the HMC through a browser, to a directory on the PC. The process is
very much like the importing of a sysplan file. If you are exporting to media, that media will

need to be formatted for use with the HMC.
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Preparing the media
In order to export to external media, that media must be in a format available to the HMC. The
easiest method of doing this is using the Format Removable Media task.

First select HMC Management from the left navigation frame. Then select Format Media in
the right window. That brings up the media selection box. See Figure 3-6.

&1 RCHAS60H: Format Media - Mic... (= |(0JE3
~

| Format Media | ]

Select the desired media format.

@ Format DVD-RAM

O Format diskette

OFormat high-speed memory key

Cancel || Help

Figure 3-6 Format Media GIUI

If you have a USB memory key insert it into a USB slot on the HMC. If you have a diskette or
CD that needs to be formatted, insert it into the disk or CD drive. Select the correct device to
format and click OK. The memory format process starts and completes. Insert the media into
the PC and load the system plan file using the save function in SPT or by browsing to the file
and copying the sysplan file to the media.
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Exporting the system plan

From our starting point in Figure 3-3 on page 69, we select a system plan to export. Click
Export System Plan either from the Tasks drop-down menu or the content Tasks menu in the
lower portion of the window. A dialog box will come up asking where the system plan is to be
exported. See Figure 3-7 for an example. Here the name of the sysplan file is april19.sysplan
and the target is media/USBstick directory.

E

€] RCHAS60H: Export System Plan - Microsoft Internet Explorer Q@

| Export System Plan |

You can export a system plan file from your HMC to the following
destinations.
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name:
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OExportto
a remote
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Export || Cancel || Help |

Figure 3-7 Export System Plan window

Click Export to initiate the export process. A results window with a success indication or an
error message will indicates the result of the export.

3.2.3 Creating a system plan on the HMC

We can create a system plan for a system controlled by the HMC. The system plan will have
information about the current partition definitions and hardware allocations. Processor,
memory, and PCI cards will be identified in the system plan, even if they are not owned by a
partition.

Notes: Hardware controlled through an IOA controller, such as disk units and external
media devices, will not be represented in the system plan unless the owning partition is up
and running. See “Enabling hardware inventory collection from active partitions” on

page 73 for more information.

The sysplan file created by the HMC cannot be imported to the SPT for editing. The
sysplan file can only be deployed and viewed. This can be done either on the HMC the file
was created on, or an HMC to which the file has been moved.
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From our starting point in Figure 3-3 on page 69, select Create System Plan. The Create
System Plan window will prompt you for the system name, sysplan file name, a description,
and a choice to view the system plan after creation. See Figure 3-8. After the requested
information has been entered, click Create.
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Figure 3-8 Create System Plan window

Following the successful creation of a system plan, the following window is shown
(Figure 3-9), and the system plan is now in the list of plans on the HMC. Click OK.

@ RCHAS60H: Create System Plan Successful - Microsoft Internet ... |~ E]

~

‘o Create System Plan Successful ‘

Creation of system plan Feb30.sysplan based on managed
system RCHAS60-
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Figure 3-9 Success creating a system plan

Enabling hardware inventory collection from active partitions

When you use the HMC to create a system plan for a managed system, you can capture
partition configuration information and a base set of associated hardware configuration
information. If you have partitions already active, you can maximize the information the HMC
can obtain about the hardware.

To maximize the information that the HMC can obtain from the managed system, power on
the managed system and activate the logical partitions on the managed system, assuming
that they already exist, before creating the new system plan.

Additionally, you should have previously set up Resource Monitoring and Control (RMC) on
your HMC prior to creating a system plan to capture the most detailed information. Although it
may cause the creation of the system plan to take several more minutes to finish processing,
by using RMC you can capture disk drive and tape drive configuration information for a
managed system in the system plan. You can view this more detailed hardware information
using the View System Plan task.
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The following steps are required to enable the HMC’s internal inventory collection tool
(invscout) to be able to perform its most detailed hardware inventory retrieval operations.

1. On the HMC, first open HMC Management to get the background right pane shown in
Figure 3-10. Select Change Network Settings. On the Customize Network Settings
window select the LAN Adapters tab.
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Figure 3-10 Customize Network Setting - LAN Adapters for enabling Remote Management and Control
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2. On the LAN Adapters window (not shown) select the eth0 LAN Adapter and click the
Details button. The adapter details for ethO are shown in Figure 3-11. First click the Open
radio button within the Local Area Network information area. This enables the check box
for Partition Communication. Check (activate) Partition communication.

@ RCHAS60H: LAN Adapter Details - Microsoft Internet Explorer - ||O

‘gf LAN Adapter Details ‘

(EVFLETOET N Firewall Settings

— Local Area Network Info ion
LAN interface address: 00:00:60:0B:AB:8B etho
CPrivate ®Open Media Sp

Partition communication’; Autodetection =l

hernatl ———

— DHC P A
(Obtain an IP address automatically

® Specify an IP address
TCP/IP interface address: [i7217.02

TCP/IP interface network mask: [255.255.0.0

% Cancel || Help

Figure 3-11 Customize Network Setting - LAN Adapters - partition communication
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3. Click the Firewall Settings tab to bring up the window shown in Figure 3-12. Scroll down
the Available Applications area to see if RMC is already specified as available. In our
example we assume that RMC has not yet been made available. Therefore, select RMC in
the lower Allowed Hosts pane and click Allow Incoming, as shown in Figure 3-12.

‘gf LAN Adapter Details

LAN Adapter LGRS E

LAN interface address: 00:0D:60:0B:AB:8B Ethernet

— Allo

Seléct Appli.(-;ation Name

orts Allowed Hosts
C Web Access 80:tcp 0.0.0.0/0.0.0.0 |~
C  Secure Web Acc 443:tcp tep:8443 tep:9960  0.0.0.0/0.0.0.0
©  Secure AShACcess 9443:tcp 0.0.0.0/0.0.0.0 | _
® RMC 657:udp tcp:657 0.0.0.0/0.0.0.0
< |FCS 9920:tcp udp:9900 0.0.0.0/0.0.0.0
C  Eclipse 4412:1cp 0.0.0.0/0.0.0.0
o VTTY 97 351cp 0.0.0.0/0.0.0.0
O VTTY Proxy 2302:1cp 0.0.0.0/0.0.0.0
o 5250 2300:tcp top:2301 0.0.0.0/0.0.0.0
©  Incoming Ping echo-requesticmp 0.0.0.0/0.0.0.0  |»/

Allow Inceming

Ports Allow Incoming by IP Address
@  Secure Shell 22:1tcp “acure Shell
©  Web Access 80:tcp m
C Secure Web Access 443:tcp 8443:tcp 9960
C Secure ASM Access 9443:tcp
C  QOpenPegasus 5989:tcp v

Remove

S—
cancel || Help |

Figure 3-12 Customize Network Setting - LAN Adapters - enabling the RMC application

This moves RMC up into the Available Applications pane. Click OK twice. This brings up
the window (not shown) stating that Network Settings Changes will be applied at the next
HMC reboot.

4. Click OK. You are now back to the Hardware Management Console with just the HMC
Management pane on the right.

You can verify that you have successfully enabled Resource Management and Control (RMC)
by using the 1spartition command on the HMC command-level interface (CLI). For more
information about using the HMC CLI interface, refer to 3.3.3, “System plans management
using restricted shell (CLI)” on page 98.

The list partition command is:

Ispartition -c should show a Tist of all active partitions.

Example:
hmc:> lspartition -c 9117_MTM-10FZZD

In our example managed system, this results in:
<#0> Partition:<4, partnl.business.com, 1.2.3.444>
Active:<0>, 0S<, >

If this does not return any partitions, then the system may not be set up for RMC. Depending
on whether the system is a System i or System p, the steps for RMC are different.
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IBM Systems Hardware Information Center contains additional information about Resource
Monitoring and Control. For background information about RMC, refer to the IBM Redbooks
publication A Practical Guide for Resource Monitoring and Control (RMC), SG24-6615. The
content of this publication is based upon AIX 5L, 5.1.

If the create system plan from the GUI fails, and there is a need to create a system plan, use
the underlying mksysplan CLI at the HMC command prompt, with the noprobe option. The
noprobe option bypasses the default inventory collection of active partitions. So the resulting
sysplan may not have IOA/IOP controlled disk units or media enclosures.

For example:
hmc:> mksysplan -m machineName -f filename.sysplan -v -0 noprobe

Note that when creating a sysplan, if there is a failure due to a Virtual I/O Server error, the
above noprobe option can be tried from the CLI.

3.2.4 Viewing a system plan on the HMC

The HMC has a system plan viewer similar to the viewer in the System Planning Tool. The
viewer offers a non-editable presentation of the system’s partitions and hardware. Using
Figure 3-3 on page 69 as a starting point, select the desired plan in the main system plan
management window. Click View System Plan.

When the HMC is being accessed remotely, you will be presented with a View System Plan
sign-on window the first time the System Plan Viewer is launched. This extra log-in protects
unauthorized users from looking at the system's configuration. It also prevents launching the
Viewer from bookmarks without providing an appropriate user name and password.
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You will get the login window shown in Figure 3-13. If you get a sign-on window, use a valid
user name and password and click Login.

#]RCHAS60H: View System Plan - Microsoft Internet Explorer E]@

Hardware Management Console

System Plan: Feb30.sysplan

Lagin to proceed to the System Flan
iewear,

Username:

Password:

Login

Figure 3-13 View system plan sign-on page
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The system plan is shown in Figure 3-14. The left navigation frame allows for viewing of a
single partition or the entire system. You can also choose just specific enclosures under the
Hardware section. The file history is also viewable. The viewer also has a Print option and

Show Comments/Hide Comments toggle, located at the bottom of the viewer window.

Hardware Management Console

System Plan: Feb30.sysplan

@R’CHASM}H View System Plan - Microsoft Intemet Explorer
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Bl sz
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U503

[il 111
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B0 reuasen isios
B0 vosTep_arx

U7E7A.001.DQF]

I Feb320.sysplan

Description: System configuration on Feb 30.
History
Application | Version | Date
HMC V7R3.1.0.0 Fri May 04 09:32:22 CDT 2007
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S.001.01F2 Diescription: S5405-520%10F26EA

Memory:
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2.0
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Memory Regicn Size: 6]

Total Processors: z

Partition: RCHAS60_i5/05

10

1
Availability Priority: 127

Partition Profile: RCHAS60_i5/08

Type: os400
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Desired:
Maximum:

| [3fi<]

24576 MB
25656 MB
29656 MB
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Desired: 1.0
Maximum: 2.0

Desired:

Maximum:

Hide Comments

il HEI_

Virtual Processors

Minimum:

Figure 3-14 Viewing a system plan

If you are accessing the HMC from a PC browser, the print function will be through the PC’s
attached and network printers. If you are using the HMC terminal itself, the print function will
be through printers connected to the HMC or network printers to which the HMC has access.
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The system plan section shown in Figure 3-15 shows the system’s disk units. Note that the
controller for the disk unit is displayed in the table. This detail is only obtained if the i5/0S
operating system controlling the disk units is up and running. Linux and AlX operating
systems do not display disk controller information or location information.

&7 rchasé1h: View System Plan - Microsoft Internet Explorer E]@

Hardware Management Console
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Figure 3-15 Viewing a system plan

3.2.5 Removing system plan on the HMC

When a system plan is no longer needed, the sysplan file can be easily removed from the
HMC. Using Figure 3-3 on page 69 as a starting point, select the desired plan in the main
system plan management window. Click Remove System Plan either from the Tasks
drop-down menu or the content Tasks menu in the lower portion of the window. You will see a
conformation window asking whether you are sure that you want to delete the file. See
Figure 3-16.

] RCHAS60H: Remove System Plan - Microsoft Internet Explorer E]@
~

| Remove System Plan |

Confirm permanent removal of the specified system plan from this
HMC.
Feh30.sysplan

[ Remove System Plan__|| Cancel || Help |

(]

Figure 3-16 Confirm removal of system plan window

Clicking Remove System Plan will remove the selected sysplan file from the HMC.

80 IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning



3.3 System plans deployment

Since the LPAR Simplification Tools Handbook, SG24-7231, from a general point of view, the
deployment process did not change a lot. Of course, due to the updates of System Planning
Tool Version 2 and HMC software, the details are not the same. On the other hand, the major
improvements of the process are related to Virtual I/O Server implementation.

In this section, we provide a summary of the deployment validation process. We cover the
new deployment wizard, by using examples. And last, the updates to the restricted shell
command-line interface are detailed.

You will find specific deployment information about Virtual I/O Server in 4.4, “Deployment of
Virtual I/O Server on HMC” on page 129.

3.3.1 Deployment validation process

Before deploying any system plan, it must be validated. There are two steps in this validation
process. Hardware validation is done first, then, if it is successful, partition validation is done.

This process is very detailed in the LPAR Simplification Tools Handbook, SG24-7231, and
you can refer to it at any time. But, because it is fundamental to fully understand how it works,
we summarize, in this section, its main concepts.

Hardware validation

When running hardware validation, the HMC checks that any planned hardware exists on the
managed server and that all of the 10 processors and adapters are physically located in the
planned slots. It does not necessary mean that we need an exact match between the planned
and the existing hardware. For example, we may plan using less processors or memory than
physically installed. We may plan not using all of the physically installed 10 units.

The validation includes all the following items:

» Server type, model and processor feature: An exact match is required.
» Number of processors: At least the planned number must exist.

» Memory: At least the planned amount must exist.

» Expansion units: All the expansion units in the plan must exist.

» Slots: All the IO processors and adapters in the plan must exist in a correct expansion or in
the Central Electronic Complex (CEC) and must be at the same location.

» Any serial number: An exact match is required.

Important: The HMC is not aware of the devices that are connected to the IOA, and
therefore there is no validation at a lower level than the IOA. When using the System Plan
Tool, you must specify devices like disk drives, CD/DVD drives, and tape drives. The
validation process cannot perform any validation about these devices.

At this point it is important to take actions to avoid any ambiguity about the expansion units or
the processor enclosures (CECs). You could have multiple CECs, for example, on a 16-Way
model 570. In that case you would have four CECs.

This ambiguity takes place when two or more installed expansion units or CECs have the
same type and contain exactly the same IO processors and adapters in the same slot. You
may plan a partition to use specific expansion units due, for example, to their physical location

Chapter 3. System plans and the hardware management console 81



in the racks or on the floor, or to specific disks drives that the HMC cannot see. The validation
process allows such a system plan but there is no guarantee for the deployment to allocate
the right expansion to the partition.

The best way to eliminate expansion units or CECs ambiguity is to specify, in the system plan,
their serial number.

You must eliminate any hardware validation error for the partition validation to start.

Partition validation
When running partition validation, the HMC checks that any existing partition on the server
exactly match with one of the planned partition.

The validation includes all the following items:

Partition name

Partition ID

Name of the default profile

Processing resources in the system plan

Memory resources in the system plan

Physical hardware in the system plan

Virtual adapters, including slot IDs and maximum adapters, in the system plan

vVVvyYVYyVvYVvYYvYyyYyY

If any of the above items fail, the partition validation is unsuccessful and the deploy will fail.
Some of the corrections to allow the deployment must be applied on the server. This is the
case for the name of the default profile, which cannot be changed in the System Planning Tool
and is the same as the partition name. This is also the case for some hardware features like
the USB controller or the IDE CD controller that the HMC allows you to assign to an i5/0OS
partition (while it cannot use them), but the SPT does not.

3.3.2 Deploy a system plan using the graphical wizard

82

In this section, to show the new deployment wizard related to V7R3 HMC software, we run
three deployment examples:

» The first fails due to hardware errors.
» The second fails due to partitions errors.
» The third is successful.
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Deployment can be initiated when you are using any right pane of the HMC by clicking
System plans on the left pane, as shown in Figure 3-17.
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Figure 3-17 Launch deployment
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The steps are:

1. On the list of the system plans, you first select the one that you want to deploy by clicking
the check box to the left of the system plan, as shown in Figure 3-18. In our example, we
select the marc.sysplan file.

&1 RCHAS60H: Hardware Management Console Workplace (V7R310.0) - Microsoft Internet Explorer E]@

Hardware Management Console
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Figure 3-18 Select the system plan to deploy
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There are three different ways to start the deployment of the selected system plan, as
shown in Figure 3-19.

a. Click the contextual pop-up menu immediately to the right of the system plan name and
select Deploy System Plan.

b. Click Deploy System Plan in the bottom Tasks panel.

c. Click Tasks at the top of the System Plans list panel and select Deploy System Plan.

@] RCHAS60H: Hardware Management Console Workplace (V7R310.0) - Microsoft Internet Explorer E]@
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Tasks: marc sysplan
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Figure 3-19 Launch the deployment

2. Once the wizard is started, its welcome page, as shown in Figure 3-20, requests you to
confirm the system plan to deploy and choose the managed server to be the target of the
procedure. When your choices are done (in our example, we want to deploy the
marc.sysplan file to the RCHAS60-SN10F26EA server), click Next to continue.

&7 RCHAS60H: Welcome - Deploy System Plan Wizard - Microsoft Inte... E]@

| Welcome - Deploy System Plan Wizard |

Welcome to the Deploy System Plan wizard. This wizard will help in
deploying an existing system plan file on a managed system.
Select the system plan file to deploy and the target managed

system.

Systemplan:  marc.sysplan M

Managed +|RCHAS60-SN10F26EA =
system:

I[ Next>! || cancel || Help |

Figure 3-20 Confirm the deployment startup
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3. The next display (Figure 3-21) shows you the validation progress. When this has
completed, you can examine all the related messages — those that are successful
validation ones as well as those that are unsuccessful.

The validation types are detailed in 3.3.1, “Deployment validation process” on page 81.

] RCHAS60H: Validation - Deploy System Plan Wizard - Microsoft I|w§ernet Explorer u@m
~

| Validation - Deploy System Plan Wizard |

The wizard is now validating whether system plan 'marc.sysplan’, can be ’
deployed on managed system 'RCHASB0-SN10F26EA’

— Validation Frograss
Validation Type  [Status |
Hardware validation In Progress ‘
Partition validation

Gathering information

VAl ' .
Valiciation ! o8 ‘

< Back || Next = ][ Deploy ][ Cancel ] [Help |

Gl

Figure 3-21 Deployment validation in progress
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We show now three examples of validation results:

— The first example is related to a system plan that fails to deploy due to hardware errors.

See our example in Figure 3-22, which shows unsuccessful hardware validation.

] RCHAS60H: Validation - Deploy System Plan Wizard - Microsoft Internet Explorer g@

-
| Validation - Deploy System Plan Wizard |

Validation failed. System plan 'marc.sysplan' can not be deployed on managed
system 'RCHAS60-SN10F26EA". Please review validation messages.

A

Validation Type  [Status |
Hardware validation Faile(D
Partition validation

N

— Vali e a5
Gathering information [q
Hardware validation messages:

matched and validated with system unit serial number DQF26EA that had

that same serial number found on the managed system.

Validation error: the system plan specified:

expansion unit 5095-1, Backplane name CB1. Slot number C07, Device

class code 0C04

the same object found on the managed system specified:

expansion unit 5095-1, Backplane name CB1, Slot number C07, Device vl

<Back || et - |[ Deploy |[ Cancel |[Help]

<

Figure 3-22 Deployment validation summary (hardware failed)

In the Validation Messages panel, you see the result of each particular validation step.
You may need to scroll down/up the list to find the root cause of the failure and, in most
cases, you can easily correct the system plan to get a successful validation. Here (see

Figure 3-23 on page 88), first hardware validation error message says that, in the

expansion unit 5095, the slot C7 is occupied by a device that is not the same that the
one specified in the system plan. To correct this specific error, the best way is to update
the system plan with SPT to match the hardware. Another option could be to physically
install the correct device according to the system plan, and adjust all the hardware to
the system plan. This may lead you to order such a device and move I/O cards from a

slot to another.

After reading all the necessary messages, click Cancel to exit the window.
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] RCHAS60H: Validation - Deploy System Plan Wizard - Microsoft Internet Explorer [._][g]m
-

| Validation - Deploy System Plan Wizard |

Validation failed. System plan 'marc.sysplan' can not be deployed on managed
system 'RCHAS60-SN10F26EA". Please review validation messages.
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o]
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class code 0200

for the same item.

System plan expansion unit. type 5095 serial number 01F26EA not valid as [+

<Back || et - ][ Deploy |[ Cancel |[Help] |

Figure 3-23 Example of hardware validation error

Note: The partition validation does not begin while there are errors on the hardware
validation type.

— The second example is related to a system plan that fails to deploy due to partition
errors. See our example in Figure 3-24, which shows successful validation for the
hardware part, and failed validation for the partition validation type.

] RCHAS60H: Validation - Deploy System Plan Wizard - Microsoft Internet Explorer [._][g]m
-

| Validation - Deploy System Plan Wizard

Validation failed. System plan 'marc.sysplan' can not be deployed on managed
system 'RCHAS60-SN10F26EA". Please review validation messages.

— Validalion FProgress
Validation Type __[Status |
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>
1t

A

matched and validated with system unit serial number DQF26EA that had

that same serial number found on the managed system.

System plan expansion unit 5095-1, type 5095, serial number 01F26EA
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that same serial number found on the managed system.

Nao deployment validation errors found when comparing the hardware as
specified by the system plan marc.sysplan, plan name RCHASG0- [w]

<Back || et - |[ Deploy |[ Cancel |[Help ]

Figure 3-24 Deployment validation summary (partition failed)

In the Validation Messages panel, you see the result of each particular validation step.
You may need to scroll down/up the list to find the root cause of the failure and, in most
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cases, you can easily correct the system plan to get a successful validation. Here (see
Figure 3-25) the first partition validation error message says that the partition 3 name

of the system plan does not match with existing partition 3 name. To fix this problem,
you can either rename the partition in the system plan with SPT, or rename the

partition with the HMC.

After reading all the necessary messages, click Cancel to exit the window.

&1 RCHAS60H: Validation - [t‘%ploy System Plan Wizard - Microsoft Internet Explorer g@

| Validation - Deploy System Plan Wizard

Validation failed. System plan 'marc.sysplan' can not be deployed on managed
system 'RCHAS60-SN10F26EA". Please review validation messages.

sl
Vali

Val |Status |
Hardware validation Successful ‘
Partition validation Failed

— Valiciation Me
TEpored nardware.
Partition validation messages:

Validation error: the system plan specified: T
partition, Partition ID 3, Partition name LINUX2 .
the same object found on the managed system specified:

partition, Partition ID 3, Partition name AX2

for the same item.

Validation error: partition, Partition ID 3, Profile name AIX2 was found on the
managed system but did not match any planned objects found for item

pattition, Partition I 3 type found in the system plan. This item must be [v]

<Back | [ et - || Deploy |[ Cancel |[Help]

Figure 3-25 Example of partition validation error
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d. The third example is related to a system plan that gets successful validation.

See our example in Figure 3-26, which shows successful validation for both hardware
and partition steps. You can review all the messages in the Validation Messages panel,
then click Next to continue.

-
&1 rchas61h: Validation - Deploy System Plan Wizard - Microsoft I... L._JLEIJ“

Validation - Deploy System Plan Wizard

Hardware and Partition Yalidation are complete for system plan ‘RCHASS1.sysplan’
and managed system ‘RCHAS61-SH10F2574

Validation Progress

Hardware validation Successful

Partition validation Successful

Validation Messages

Gathering information -
Hardware validation messages:

System plan system unit $406_520-0, type 520, serial
number * matched and validated with system unit
serial number DQF2574A found on the managed system.
Mo deployment validation errors found when

comparing the hardware as specified by the system
plan RCHASAT.sysplan, plan name RCHASA1-
SM10F2574A, against the managed system RCHASS1- m

<] [ ][] |
ELGYE | Cancel @I

Figure 3-26 Example of successful validation
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4. After the validation, the next panel is the starting point of the deployment. There are two
portions in this panel.

a. The first contains the list of all the actions that are planned (see Figure 3-27).

In our example, the system plan is built with one i5/0S partition, which hosts three
Linux partitions.

Notice the partially deployed status of the i5/0OS partition. It means that some items of
the partition exist on the server and do not need to be deployed. Specifically, here, the
partition and the profile are created (and the LPAR is running at the time of the window
capture). These items will not be deployed again.

Notice also the Deploy column. Each action of the plan may be deselected if you prefer
to run it at a later deployment. Notice that, even if there are deselected items, the
dependency is checked before running the deployment. So, you cannot, for example,
deploy an hosted partition while the hosting one does not exist.

If you need to review the details of a specific action, you can select this one in the radio
boxes of the Select column and click Details.

Partition Deployment - Deploy System Plan Wizard

Use this page to specify which partition plan actions to deploy on the managed system. Only the
checked plan actions will be deployed. Select a row in the Partition Plan Actions table to view
more details about the partition plan action.

Partition Plan Actions

Select| Dependency Hieralrch},urI Plan Action |Deploy| btatus =
O 1.1 (Partition ITSO_i5/0 Partially deployea
@ 1.1:2 Partition vex
le 1.1.3 Partition LinuxVI0
= 1.1.4 Partition IPT2
N—

Partition Deployment Step Order

This table displays the partition deployment steps that will be peformed based on the items
checked in the Partition Plan Actions table.

|—Deplcn},-'rnent Step
"Partition VX o
Partition LinuxV10

Partition IPT2

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/05% Virtual Ethernet Adapters
Partition Profile ITSO_i5/05 Virtual Serial Adapters
Partition Profile vex

Partition Profile LinuxV10

Partition Profile IPT2

Partition Profile vcx Virtual SCSI Adapters M
= Back | MNext = | EGTE | Cancel | Help

Figure 3-27 Request the details of a specific action
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Click the Details button. The HMC links to the System Plan Viewer, restricted to the
view associated with the selected action (1.1.2, in our example). The System Plan
Viewer report for the action is displayed in a separate window, as shown for our
example, in Figure 3-28. In our example, we show the planned profile for the vcx

partition. Once the review is finished, just close this window.

Note: You may need to authenticate again to the HMC when accessing this option.

@rchasMthewSystem Plan - Microsoft Internet Explorer

BE] X

ID: z
Ciescription:

Availability Priority: 127

wex partition

Partition Profile: vex

1152 MB
Desired: 1152 MB
Maximum: 2176 ME

Minimum:

Additional Properties

Cperating Envircnment:

Virtual Processors
0.2
0.2
1.0
Sharing Mode: uncap

Minimum: Minimum:

Ciesirad: 1
Maximum:

Desired:

Maximum:

Dedicsted: no

Linux

Virtual Ethernet

Virtual SC5I

Slat | Reguirad | VLAN | I1EEE 802.1 Compatibla Typs | Slat | Reguirad | Remote Partition / Profile | Remote Slot

2 yes 1| no

ITSO_i5/0S5 / ITSO_i5/0S =

| |_C|ient 3 yes

Virtual Sarial

Tvpe | Slot | Required |

Remote Partition / Profile | Remote Slot ‘

Server 0| yes
Server 1 yes
Hardware
| Unit E;k!:_llane Slot l Bus Reguired [ Device Faature Device Description
S406_520-0 P1 T7 wes EUSE Embedded USE Controller
Tiz wes EIDE Embedded IDE controller AIX/Linux

5406_520-0 P1
A — -

Figure 3-28 Details of an action, shown by a restricted view System Plan Viewer

92 IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning




b. The second portion contains the detailed list of all the steps the HMC will perform to

deploy the plan, as shown in Figure 3-29. You can scroll down and up to review all the

steps.

Partition Deployment - Deploy System Plan Wizard

Use this page to specify which partition plan actions to deploy on the managed system. Only the
checked plan actions will be deployed. Select a row in the Partition Plan Actions table to view
more details about the partition plan action.

Partition Plan Actions

Select| Dependency Hierarchy|Plan Action |Deploy| Status
e 1.1 Partition [TS0_i5/05% Partially deployed
e 1.1.2 Partition vex
e 1.1.3 Partition LinuxVI0
C 1.1.4 Partition IPT2

Partition Deployment Step Order
This table displays the partition deployment steps that will be peformed based on the items
checked in the Partition Plan Actions table.
/f]eployment Step ]
Partition vex
Partition LinuxV10
Partition IPT2
Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/05% Virtual Ethernet Adapters |
Partition Profile ITSO_i5/05 Virtual Seral Adapters
Partition Profile vex
Partition Profile LinuxV10
Partition Profile IPT2
\ Partition Profile vcx Virtual SCSI Adapters ) M

N g
| = Back | MNext = | Dznlo, | Canm @

= =
&1 rchas61h: Partition Deployment - Deploy System Plan Wizard - Microsoft Int... L._]w

Figure 3-29 List of the deployment steps
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Once you are ready to deploy, after reviewing details of the actions, eventually deleting
some of the actions, and reviewing the deployment steps, as shown in the Figure 3-30,
click Deploy to start the deployment.

= =
&1 rchas61h: Partition Deployment - Deploy System Plan Wizard - Microsoft Int... L.__]LI;IJN

Partition Deployment - Deploy System Plan Wizard

Use this page to specify which partition plan actions to deploy on the managed system. Only the

checked plan actions will be deployed. Select a row in the Partition Plan Actions table to view
more details about the partition plan action.

Partition Plan Actions

Select| Dependency Hierarchy|Plan Action |Deploy| Status
e 1.1 Partition [TS0_i5/05% Partially deployed
e 1.1.2 Partition vex
e 1.1.3 Partition LinuxVI0
C 1.1.4 Partition IPT2

Partition Deployment Step Order
This table displays the partition deployment steps that will be peformed based on the items
checked in the Partition Plan Actions table.

Deployment Step |

Partition vex

Partition LinuxV10

Partition IPT2

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters

Partition Profile ITSO_i5/05% Virtual Ethernet Adapters |
Partition Profile ITSO_i5/05 Virtual Seral Adapters

Partition Profile vex

Partition Profile LinuxV10

Partition Profile IPT2

Partition Profile vcx Virtual SCSI Adapters M

[eck | [ next {{ [0 Yancet ][]

Figure 3-30 Partition Deployment - Deploy System Plan Wizard
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5. The next panel, Figure 3-31, is the last panel before running the deployment. There is a
summary of all the steps that the HMC will perform. Click Deploy to start the operations.

Notice the warning just above the buttons at the bottom of the window.

The deploy process time, depending on the complexity and the number of partitions,
generally ranges from 5 to 20 minutes, and may be longer for specific deployments (when
using Virtual I/O Server partitions, for example).

= =1
] rchasé1h: Summary - Deploy System Plan Wizard - Microsoft In... L._]LI;IJN

Summary - Deploy System Plan Wizard

You are now ready to deploy the system plan. Click Deploy to deploy the system
plan in the order shown below.

System plan: RCHASE1.sysplan

Managed system: RCHAS&1-SMN10F257A

Deployment Step Order

Deployment Step |

Backup existing partition configuration data

Partition vex

Partition LinuxV10

Partition IPT2

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/05% Virtual Ethernet Adapters
Partition Profile ITSO_i5/05 Virtual Serial Adapters
Partition Profile vex

Partition Profile LinuxV10

Partition Profile IPT2 [v]

Hote
Glease DO MOT perform any other actions on this managed system whila

deployment is running.

Figure 3-31 Ready to deploy
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While the deployment is running, as shown on the Figure 3-32 and Figure 3-33 on
page 97, you can follow its progress.

€] rchasé1h: Deployment Progress - Ij%)loy System Plan Wizard - ... [._"E]m

Deployment Progress - Deploy System Plan Wizard

Deployment status: In Progress

Hote
Please DO NOT perform any other actions on this managed system while
deployment is running.

System plan: RCHASE1.sysplan

Managed system: RCHAS&1-SMN10F257A

Deploy Progress

Status | Step |
Successful Backup existing partition configuration data )

In Progress Partition vox
Partition LinuxV10
Partition IPT2
Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/0% Virtual Ethernet Adapters
Partition Profile ITSO_i5/05 Virtual Serial Adapters
Partition Profile vex
Partition Profile LinuxV10
Partition Profile IPT2 v

Messages

* The existing partition configuration for managed
system RCHASA1-SM10FZ57A was backed up to file
070508171032RCHAS61-SN10F25TARCHASET prior to
deployving plan items on the managed system.

Stop J E

Figure 3-32 Deployment starting

Each step is In progress then Successful, from the top to the bottom of the Deploy
progress portion of the panel. Notice that you have to move the cursor of this list by
yourself to see those steps that do not fit in the initial window.

Note: The first step, which you cannot disable, is always to perform a backup of the
actual partitions configuration.

In the Messages portion of the panel, we see the detailed results of each step. In our
example, when running the step “Partition Profile ITSO_i5/OS Virtual Serial Adapters®,
you can see that there is no result yet. But, when running the previous step, we can see
that one of the results was “Virtual Ethernet Adapter deployed for slot 5 on profile
ITSO_i5/0S of partition 1 on managed system RCHAS61-SN10F257A.“. Notice that the
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display sort, for this list, is the opposite of the steps. You see the latest event first and the

first one last, and therefore, there is no need to scroll down/up this list during the

deployment.

Deployment Progress - Deploy System Plan Wizard

e, Deployment status: In Progress

e

Hote
Please DO NOT perform any other actions on this managed system while
deployment is running.

System plan: RCHASE1.sysplan
Managed system: RCHAS&1-SMN10F257A

Deploy Progress

Status | Step

Successful Backup existing partition configuration data

Successful Partition vex
Successful Partition LinuxVIO
Successful Partition IPT2
Successful Partition Profile ITSO_i5/05 Virtual SC5I Adapters
Successful Partition Profile ITSO_i5/05 Virtual Ethernet Adapters
In Progress Partition Profile ITSO_i5/05 Virtual Serial Adapters )
Partition Profile vex
Partition Profile LinuxV10
Partition Profile IPT2 [»]

Messages
(’,Virtual Ethernet adapter deployed for slot 5 on

profile ITS0_i5/05 of partition 1 on managed system
[RCHAS61-SN10F257A.
* Wirtual 5C51 adapter deployed for slot 7 on profile

I
|
|

ITS0_i5/05 of partition 1 on managed system
RCHASA1-SN10F257A.

* Wirtual 5C51 adapter deployed for slot 6 on profile
ITSO_i5/05 of partition 1 on managed system
RCHASA1-SN10FZ57A.

* Wirtual 5C51 adapter deployed for slot 2 on profile

[toe] [ [vev]

=]

(= = |
] rchasé1h: Deployment Progress - Deploy System Plan Wizard - ... L.__]LI;IJN

Figure 3-33 Deployment in progress
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Once the deployment has completed, as shown in Figure 3-34, you may review all the
steps and messages to make sure that everything is okay. Just click Close to finish the
session.

] rchasé1h: Deployment Progress - Deploy System Plan Wizard - ... [._”gm
Deployment Progress - Deploy System Plan Wizard

C Deployment status: Deployment complete )

Hote
Please DO NOT perform any other actions on this managed system while

deployment is running.

System plan: RCHASE1.sysplan

Managed system: RCHAS&1-SMN10F257A

Deploy Progress

Status |Step | ‘
Successful Partition Profile IPT2 b
Successful Partition Profile vox Virtual SCSI Adapters

Successful Partiion Profile vex Virtual Ethernet Adapters

Successful Partition Profile vex Virtual Seral Adapters
Successful Partition Profile LinuxVIO Virtual SC5I Adapters
Successful Partition Profile LinuxVIO Virtual Ethernet Adapters [ ‘
Successful Partition Profile LinuxVIO Virtual Serial Adapters

Successful Partition Profile IPT2 Virtual SC5| Adapters
Successful Partition Profile IPTZ Virtual Ethernet Adapters

Successful Partition Profile IPTZ2 Virtual Seral Adapters

M
( * Deployment complete )

* Mirtual serial adapter not deployed. Virtual seral

adapter already deployed for slot 0 on profile IPTZ of
partition 4 on managed system RCHASE1-SMN10FZ57A,

* Virtual Ethernet adapter deploved for slot 2 on

profile IPTZ of partition 4 on managed system
RCHASE1-SN10F257A.

* Wirtual 5C51 adapter deployved for slot 3 on profile

IPTZ of partition 4 on managed system RCHASE1-
SM10F257A. [v_]

Figure 3-34 Deployment complete

3.3.3 System plans management using restricted shell (CLI)

This section focuses on the HMC command-level interface (CLI) commands designed for
managing tasks relating to system plans.

Four of them were introduced in HMC V5R2 code level and remain unchanged. Since System
Planning Tool Version 1, their function and syntax did not change. We do not document
existing parameters in HMC V5R2 code level.

One of them was introduced in HMC V5R2 and is updated in the HMC V7R3 code level. It has
new parameters. We document only these new parameters.
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To get more information about the unchanged commands and parameters, or about the way
to use the restricted shell, you may refer to LPAR Simplification Tools Handbook, SG24-7231.

Unchanged commands
The unchanged commands are the basic ones. They are:

» 1ssysplan is used to display a list of the system plans.
» deploysysplan is used to deploy a system plan on a managed server.
» rmsysplan is used to delete a particular system plan.

» cpsysplan is used to export (copy from the HMC) or import (copy into the HMC) a system
plan; because this command is unchanged, unlike the GUI, there is no way to specify
exporting/importing to/from the current PC.

Updated commands

The mksysplan command has two new optional parameters. This command is used to create
a system plan that contains the actual LPAR configuration of a specific managed server.

1. -0 is used to specify an option for inventory collection.

By using this parameter with the noprobe value (the only allowed one), you can request
not to scan the devices that are attached to IOA cards. This way, you do not retrieve in
your system plan any disk drives attached to the disks controllers, any tape drives that are
unknown by the HMC, but are only known by the operating system of the partitions. Using
this parameter allows the command to run much more faster, if you do not need the
devices’ level details.

If you do not specify the -0 parameter, the HMC requests the operating system of each
active partition to return the devices information for each IOP.

Important: To be able to receive device information from the operating system, the
corresponding partition must be running.

With or without using the option, the display output is the same as you can see in
Example 3-1. The first command does not specify the -o parameter, and therefore gather
all the devices information. The second one specifies the -o parameter, and therefore does
not request the operating system of the partitions to provide devices information.

Example 3-1 mksysplan command with or without -0 parameter

hscroot@RCHAS60H:~> mksysplan -f marc.sysplan -m 9406-520*10F26EA
Started inventory gather process ...
System plan marc.sysplan created successfully for the system 9406-520*10F26EA.

hscroot@RCHAS60H:~> mksysplan -f marc.sysplan -m 9406-520*10F26EA -0 noprobe
Started inventory gather process ...

System plan marc.sysplan created successfully for the system 9406-520*10F26EA.
hscroot@RCHAS60H: >

Both commands create the same system plan whose name is marc.sysplan, but their
contents are different.
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Without specifying -o noprobe, like the first one, you get the device information from the
running partitions, as you can see in Figure 3-35. You can see the disk drives details.

@ RCHAS60H: View System Plan - Microsoft Internet Explorer - |13 ﬁ
Hardware Management Console
System Plan: marc_sysplan
= marc.sysplan Drives [’l]
Eﬁ] Histary Backp_llane‘ Slot ‘ Bus ‘ Device Device Device Serial Disk | Order ‘ Used Par\
Feature Description # Controller Status
= Systems —
DEL Do1 Disk Unit 58- CB1i/C02 Owm RCHASS0_iS
= 8 rRcHassn-snioFzeEA QCB70DC RCHASED (5
= Il artitions DEL Doz Disk Unit 68 CB1/C0Z | Cwn RCHAS&0_i5
|] RCHASED_iS/0S5 OCBD3CS RCHASG0_i5
HOSTED_AIX DEL D03 Dizk Unit 68- CB1/C02 Cwm RCHASS0_iS
En 7 k '
1 Ance DCFETES RCHASED_iS
= ] DEL DO4 Disk Unit 58- CB1/C02 Cwm RCHASS0_iS
2= d"‘are OCF4C4s RCHASSO_iS
L50395.001.01F26EA DB1 Dos Dizk Unit 63- CB1/C02  Own RCHASS0_i5
UTE87A.001.DQF26EA 0CB3833 RCHASED_iS
DBL Do& Disk Unit 58- CB1/C02 Cwm RCHASSED_iS
DCF4B77 RCHASS0_iS
DE2 D07 Disk Unit 52 CcB1/C02 Owm RCHASE0_iS
0D258B2 RCHASSD_iS
DE2 Dos Disk Unit 68- CE1/C02 Cwm RCHASS0_iS
DCEBEZ0E RCHASS0_iS
DE2 Dos Disk Unit 58- CB1/C02 Owm RCHASS0_iS
DCAA40E RCHASS0_iS
DEZ D10 Dizke Unit 55 CB1/C02 Owm RCHASS0_iS
0CSCO017 RCHASS0_iS
DEZ D11 Disk Unit 58- CBL1/CO2 Owm RCHASS0_iS
DCBSECD RCHASS0_iS
DE2 D12 Dizk Unit 58- CB1/CO02 Cwm RCHASS0_iS
0D24563 RCHASGD_is/
) _
EExpand / Collapse System Image
CB1 ——
DE1 | co8 |
= | |[eor ] i
[ el — [ cos | 1
Lo o
[ o+ ]
[Doe 7] » ‘ s |
Dos coz |
| - | [
e — e
DE2
DO7 PO |
e
b0 |
I B04 po2
Dz [»]
<] | sl | B
Hide Comments Print Help

Figure 3-35 Disk information is gathered when not using -o noprobe on mksysplan
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When specifying -0 noprobe, like the second one, the same query does not retrieve those
devices’ information, as shown in Figure 3-36.

@ RCHAS60H: View System Plan - Microsoft Internet Explorr P | m
Hardware Management Console
System Plan: marc_sysplan
FRvy UroILE L e
= marc.sysplan & = [AJ
E_m Histery Drives
B sctems
B Systems Backplane Slot | Bus Device Device Device Serial Disk | Order Used b
E B rRCHASSD-SN1OFZEES Feature Description # Controller Status
= [l-ﬂ Partitions This table centains no data.
I]RCHASGD_iS_-"OS EExpand [ Collapse System Image
P ! P ¥ g
Eq HOSTED_AIX
I amxz e
5 e I
E [_cor |
U787A.001.DQF26EA I B C . [ oe |
':[:‘”5
; o4
[Bos ] o5 |
[Eos ] ) Aiearr |
s L_| | coz |
[cos ] S— cor |
DE2
&
/ PO
QS
=
_ D10 _ ]
ol | |{ Bo4 Fo2 7
D12 \
Top or Right
Ethernet Port
| Backplane Slot Port Logical MAC Connection | Duplex Maximum | Flow HEA HEA
Number | Location | Address Speed Receiving | Control | Enabled | Physici
Code Packet Port M
< I _| [l] L i [l]
Hide Comments Print Help

Figure 3-36 Disk information is not gathered when using -o noprobe on mksysplan

2. -v is used to specify verbose display output.

This parameter does not have any value. You specify it or not. When specified, the display
output contains more information about the steps that the HMC performs. As you can see
in the Example 3-2, depending on the -0 parameter usage, the display output is not exactly
the same. Both commands specify the -v parameter. The first gathers the devices
information, while the second does not.

Example 3-2 mksysplan with -v parameter and with or without -o parameter

hscroot@RCHAS60H:~> mksysplan -f marc.sysplan -m 9406-520*10F26EA -v

Started inventory gather process ...

Gathering slot level hardware and logical definitions ...

Creating new VPD files for the system ...

Adding inventory sensed from each active partition....If you dont need a system
plan to include realtime inventory, retry using the -o noprobe option
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Gathering VIOS identified hardware and logical definitions ...

Completed inventory gathering without errors ...

Writing system plan ...

System plan marc.sysplan created successfully for the system 9406-520*10F26EA.

hscroot@RCHAS60H:~> mksysplan -f marc.sysplan -m 9406-520*10F26EA -v -0 noprobe
Started inventory gather process ...

Gathering slot level hardware and logical definitions ...

Gathering VIOS identified hardware and logical definitions ...

Completed inventory gathering without errors ...

Writing system plan ...

System plan marc.sysplan created successfully for the system 9406-520*10F26EA.
hscroot@RCHAS60H: >

Note: The equivalent GUI action that creates system plans makes use of the default of
the mksysplan command. Therefore, it will always gather all the device information
without any verbose output.
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Virtual 1/0 Server

This chapter discusses the functions of the Virtual I1/0 Server on the System p and System i
relative to defining and deploying a Virtual I/O Server partition using the System Planning
Tool Version 2 and HMC Version 7.3 or later. Through July 2007, Virtual /O Server
deployment is supported only on a System p POWERS5 or POWER6 model system. Virtual
I/O Server Version 1.4 is required for the functions described in this chapter.

This chapter cannot make you an expert on Virtual /O Server (sometimes also referred to as
VIOS) capabilities, which are included with the Advanced Power Virtualization (APV) feature
available for either System i or System p. Virtual I/O Server is supported only for client
partitions running supported POWER-based AIX 5.3 and Linux distributions.

In this chapter we provide a short summary of APV capabilities. More details on APV and
Virtual I/O Server can be found at the IBM Systems Information Center, with many links to
additional information:

http://publib.boulder.ibm.com/infocenter/eserver/vir3s/index.jsp

We also recommend reviewing the IBM Redbooks publications Advanced POWER
Virtualization on IBM System p5: Introduction and Configuration, SG24-7940; IBM System p
Advanced POWER Virtualization Best Practices, REDP-4194; and Advanced POWER
Virtualization on IBM System p Virtual I/O Server Deployment Examples, REDP-4224.

This chapter shows examples of using System Planning Tool Version 2 to define a Virtual I1/0O
Server for deployment and then deploying the Virtual I/O Server partition on a System p using
the HMC. Example Virtual I/0O Server configurations used were selected from the IBM
Redbooks listed above.

Topics we cover include:

» Virtual I/O Server requirements

Defining a Virtual I/O Server partition using System Planning Tool Version 2 for System p
Defining Virtual I1/0O Server on System i

Deploy using Hardware Management Console (HMC)

>
>
>
» Overview of system planning for Integrated Virtualization Manager (IVM)
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4.1 Advance Power Virtualization capabilities summary

The Advanced POWER Virtualization feature is a combination of hardware enablement and
software that includes the following components that are available together as a single priced
feature:

» Firmware enablement for Micro-Partitioning™. This is required for partitioning on all
System p POWERS5 and POWERG6 models and the IBM System i Model 515.

» Installation image for the Virtual I/O Server software, which supports:

— Virtual LAN support, including Shared Ethernet Adapter and EtherChannel capabilities
— Virtual SCSI server
— Integrated Virtualization Manager (IVM) for supported systems

» Partition Load Manager (only supported for HMC managed systems and not part of
POWER Hypervisor™ and Virtual I/O Server FC 1965 on IBM OpenPower systems).

APV is not required on all other System i POWER5 and POWER6 models for logical
partitioning. These System i models include Micro-partitioning, Virtual LAN and Virtual SCSI
capabilities. Virtual LAN is also available on System p models without this feature for a
system managed by an HMC or IVM without an HMC.

When installed on a System i, neither APV’s Partition Load Manager (PLM) nor IVM support
an i5/08S partition.

Table 4-1 shows the current set of APV feature numbers of System p and System i.

Table 4-1 Advanced Power Virtualization Feature number - system model cross reference

System model APV feature number | Included in base IVM supported?
configuration?

System p POWERS5 and POWER6 Models
9115-505 7432 No Yes
9110-510 7432 No Yes
9123-710 1965 No Yes
9111-520 7940 No Yes
9131-52A 7940 No Yes
9124-720 1965 No Yes
9113-550 7941 No Yes
9133-55A 7941 No Yes
9117-570 7942 No Yes
9118-575 7944 No Yes
9119-590 7992 Yes No
9119-595 7992 Yes No
9117-MMA (POWERS6) | 7942 No Yes

System i POWER5 and POWER6 Models
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System model APV feature number | Included in base IVM supported?
configuration?

System i 9407-515 #7966 No No

All other System i #7940 No No

POWERS5 models

POWERS6 models 7942 No No

Note that APV on POWERG6 models has enhanced functions over APV on POWERS5 models.
See IBM System p announcement letter 107-288, dated May 22, 2007, for more POWERG6
information.

For more detailed APV and Virtual I/O Server information see the references listed on the first
page of this chapter. One introductory PDF on Virtual I/O Server capabilities available at the
IBM Systems Hardware Information Center is System i and System p: Using the Virtual I/O
Server.

4.2 Virtual I/O Server requirements

The Virtual 1/0O Server is a partition that can virtualize LAN and device 1/O for an AIX or Linux
partition. It allows for the management of the DVD/CD, Ethernet, and disks in a virtual
environment. At the writing of this book, to utilize the SPT V2 to set up the Virtual I/O Server
for deployment requires Virtual I/0O Server Version 1.4.0.0 or later.

New capabilities with the Virtual I/O Server V1.4 also include:
» Virtual I/O Server support on POWERSG processors

» Lightweight Directory Access Protocol (LDAP): centralized user management

» Simple Network Management Protocol (SNMP): standard interface used for monitoring
and management

» Support of new storage subsystems: nSeries and NetApp® subsystems and Fibre
Channel attachment

» New I/O interconnects for:

— Serial Attached SCSI (SAS) support for disk attachment
— Serial Advanced Technology Attachment (SATA) optical controller support

» Support of new Host Ethernet Adapters (HEA): Shared Ethernet Adapter (SEA) support
under Virtual I1/0O Server provides bridging Virtual Ethernet to HEA

To check for the latest Virtual I/O Server release level, fix pack, and installation instruction
level information, visit:

http://wwwl4.software.ibm.com/webapp/set2/sas/f/Virtual I/0 Server/home.htm]

The supported Virtual I/O clients include:

» AIX 5L Version 5.3 or later

SUSE LINUX Enterprise Server 9 for POWER

SUSE LINUX Enterprise Server 10 for POWER

Red Hat Enterprise Linux AS 3 for POWER (update 2 or later)
Red Hat Enterprise Linux AS 4 or POWER or later

vvyyy
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4.3 Define Virtual I/O Server in System Planning Tool Version 2

As an example for SPT V2 to define the Virtual I/O partition (VIOS), we use the Virtual 1/0
configuration shown in 4.3.1, “Major steps to define a Virtual /0O Server” on page 107, which
uses a single Virtual I/O Server server partition for two client partitions running AIX or Linux.
Later we also show Virtual I/O Server configuration examples for Logical Volume Mirroring
(LVM) and dual Virtual I/O Server partitions. The dual Virtual I/O Server partition configuration
used in this publication has been taken as a best practice from IBM System p Advanced
POWER Virtualization Best Practices, REDP-4194.

client 1 client 2
ent5
(sea)
ent3 en0 en0
(link agg) (if.) (if.)
/I.'"- ..backup
ent0 ent1 ent2 ent4 ent0 ent0
(phy.) | | (phy.) | | (ohy) | | (virt) (virt) (virt.)
\ T
[} ~
. T
\ ®
.\ . 2
kY Default Virtual 7
LAN ID =1 g
< |E "> Default Virtual ‘\‘ Default Virtual
LAN ID=1 \ LAN ID=1

L L b b
Ethernet switch E)—E Ethernet switch
[T TP L ][]

external network

Figure 4-1 Example of a single Virtual I/O Server

In our Virtual I/0O Server partition examples several terms and acronyms are used in our
figures. We explain them here.

Each client partition’s virtual LAN adapter is identified as an Ethernet adapter (such as device
ent(0) virt), which is associated with one network interface (such as en0 if). An IP address can
be defined on a network interface.
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We show a Virtual I/0O Server partition owning several physical Ethernet adapters and one
virtual adapter. One of the physical adapters can be used as a backup adapter, as indicated
by a dashed line that is implemented in association with the link aggregation device.

en0 if

ent0 virt

ent4 virt

en5 if

ent5 sea

ent3 link agg

ent0 phy. ent1 phy,
ent2 phy

Backup

Ethernet interface providing programmed access to the virtual
Ethernet adapter.

Virtual Ethernet adapter that connects to the POWER Hypervisor
VLAN-aware Ethernet switch.

Virtual Ethernet adapter that connects the Virtual 1/0O Server with the
relevant VLAN used in the POWER Hypervisor switch.

Ethernet interface providing programmed access to a Shared Ethernet
Adapter.

Shared Ethernet Adapter (SEA) device. This device can connect
directly to a physical Ethernet adapter and functions as a layer-2
bridge transferring packets from the virtual Ethernet adapter to the
physical Ethernet adapter. It can also connect and transfer traffic to a
link aggregation device.

This is a link aggregation device. This is a component that implements
IEEE 802.3ad Link Aggregation or Cisco EtherChannel. This link
aggregation device typically has two (maximum of eight) physical
Ethernet adapters connected and manages them as an single
Ethernet connection.

Dedicated physical Ethernet adapters that connect to the physical
network.

The backup adapter (ent2 phy) of the link aggregation device is a
connection between the interface and a second Ethernet adapter that
provides a secondary path to the network if the primary path has a
network failure.

Consult with a networking professional for more information about networking with shared
Ethernet, link aggregate, and Ethernet switch product capabilities.

4.3.1 Major steps to define a Virtual I/O Server

To define the Virtual I/O Server several steps are required. These steps include:

Set up memory.

o0h Wb~

Define the system attributes.
Set up all the partitions.
Set up processors.

Define the networking.
Define the storage.
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Define the system attributes

The first step in defining a Virtual I/O Server is to chose the system type, model, memory,
processor capacity (number of processors), and active processors. The first set of figures for
this topic does not include explanations for how all values shown were selected. Use the
extensive information in Chapter 2, “System Planning Tool (SPT) V2” on page 11, to
understand all the information shown in these figures, except those that are unique to a
Virtual I/0O Server, which are addressed in this chapter.

€] 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer E]@

|IBM System Planning Tool

System plan: 9sysvios VGl Ex=mple of one Vios (IBM eServer p3 5117-570) v

Partiticns Hardware Networking Starage Consoles Summary

System Attributes

Specify additional information about the new system.

« Name: Example of one Vio:

Description:

Characters remaining: 236

Platform: System p
Machine type-model: 9117-370
Management interface: HMC

Processor feature: 7rez . Browse
Processor nodes:

Model 9117-570 12/16vay 1.9 Gh (rPerf = §6.55/85.2)
% System memory (GE: 54

Humbar of sctive processors: [8|v|

= Required field

M Appl','l Can:ell Reportl Help
Figure 4-2 System attributes

108 IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning



4.3.2 Set up partitions

After choosing the model, number of processors, memory, and active processors, click the
Partitions tab at the top of the window. Now define the partitions for names and the operating

system running that partition. You may add one partition or up to the maximum supported

partitions for the chosen system. Select the operating system for each partition and you can

change the name from the generic name of LPARN to a name more meaningful to you.

€] 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer

o/
IBM System Planning Tool
System plan: ¢ Example of one Vios (IBM eServer p5 §117-570)
System Partitions Hardware MNetwarking Storage Conscles Summary
Partitions
Partitions description
Partition properties Processors Memory
Add Partitions
Mumber of partitions: 1 (77 availzble)

Partitions (3 defined, 80 max)

Remove
Select|  Name ID | Operating System
O |amxi 2

O [axez 3| [ax_s3 [v]

M F\ppl','l Can:al‘ Reportl Help

Figure 4-3 Partition definition
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4.3.3 Set up processors

After the completion of the Partition tab click the Processor tab near the top of the window.
Assign processing units, sharing mode, and virtual processor values that you have
determined are appropriate for your run-time environment. For detail information about the
input into each of the fields and their options shown in Figure 4-4 see 2.5, “Creating a new
system plan” on page 16.

€] 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

System plan: 9sysvios Example of one Vies (IEM eServer p5 9117-570) v

System Partitions Hardware Networking Storage Conscles Summary

Partitions

Partitions description

Partition properties Pﬂx:ﬁsnrs Memory

Processors

Licenses

Physical proc 16.00
Active proces 8.00 | i5/05 licenses required: 0
Unassigned pro SOrst 4.00

AT¥ licenses required: 5
Shared processo .00 a

Shared pool processors:  7.00 Recalculate

Processors for Partitions

Processing units Sharing mode Virtual processors

Name |ID| Operating System| Shared Min Desired Max Uncapped Weight Min |Desired| Max

Wies 1 Wirtual I/O Server O 1 1 1
AIX1 2 AIX_33 1.00 2.00 2.00 150 2 4 4
AIXZ 3 AIX_3Z 1.00 1.00 1.00 izg i 1 i

ﬂ F\ppl','l Can:al‘ Reportl Help

Figure 4-4 Processor definition

Important: As for any partition, sizing the processor capacity needed for good
performance of applications running in that partition needs to be done. For sizing
processor capacity required for a Virtual 1/0 Server you should consider:

» Using the IBM Systems Hardware Information Center planning assistance information
for Virtual 1/0 Servers at:

http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/topic/iphbl/iphbl vios
_planning.htm

» Using the IBM Systems Workload Estimator tool available at the Web site:
http://www.ibm.com/systems/support/tools/estimator

» Reviewing the Performance and planning chapter in IBM System p Advanced POWER
Virtualization Best Practices, REDP-4194
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4.3.4 Set up memory

Once the processors are defined, Click the Memory tab to specify the memory allocation to
each partition. For more information about the options shown in Figure 4-5, see 2.5, “Creating
a new system plan” on page 16.

€] 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer

imEx

IBM System Planning Tool

System plan: i0s [SE )l Ex=mpls of one Vies (IBM sServer p3 3117-570) [
System Partitions Hardware Netwarking Storage Conscles Summary
Partitions

Partitions description

Partition properties Processors

Memory
System memary (ME): 65536

Canfigured memory (ME): 22480

Hypervisor memeory (ME): 1280

Unassigned memery (ME): 31776

Logical memory block size (MB):

Memory for Partitions

Memory (MB)
Mame|ID|Operating System| Min Desired Max

Vios 1 Virtual I/O Server 12144 12144 12144

AIX 1 2 AIX_53 12144 12144 12144

AIX Z 3 AIK_S3 8132 5192 8132

apply |[ cancal || Report | [Help
Figure 4-5 Memory definition

Important: The minimum partition memory size for a Virtual I1/0O Server is 512 MB. As for
any partition, sizing the main memory needed for good performance of applications
running in that partition needs to be done. For sizing memory required for a Virtual I/0O
Server, you should consider:

» Using the IBM Systems Hardware Information Center planning assistance information
for Virtual 1/0 Servers at:

http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/topic/iphbl/iphbl vios
_planning.htm

» Using the IBM Systems Workload Estimator tool available at the Web site:
http://www.ibm.com/systems/support/tools/estimator

» Reviewing the “Performance and planning” chapter in IBM System p Advanced
POWER Virtualization Best Practices, REDP-4194

4.3.5 Set up hardware

By clicking the Hardware tab, you define the hardware required for the Virtual /0O Server/ You
also define all of the physical hardware that belongs to each partition in this part of the
System Planning Tool Version 2.

For the Virtual I/O Server make sure that the requirements for physical disk and Ethernet are
assigned to that partition. If a SAN disk configuration is to be used, make sure that the fiber
adapter cards are placed in this section. Also specify any physical Ethernet cards that are to
be used for LAN aggregation.
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Add the local disks for the Virtual I/O Server to be installed on.

Figure 4-6 shows an example that includes disk, LAN adapter, and Fibre Channel adapter
features.

As you can see in the Validation messages area, at the time we captured this window, an AlX
partition needs additional definition.

€] 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer u@m

IBM System Planning Tool

System plan:  9sysvios [SEICUHN £x=mple of one Vios (IBM eServer pS 9117-570) [v]
System Partitions Metwaorking 3 Storage Conscles Summary
Place Hardware
Spacify how you want the hardware placed on your new systam.
0117_570-0-0 9117_570-1-0 9117_570-2-0 9117_570-3-0
Dizplay hardware supported by: | virtual 1/O Server [w] [ Work vith =ystem/expansion units ] @ Hide validation message srea
=] A - PI-CT TOR S
2346 622 Mbps M —
4853 155Mbps UT PL-C2 oA
4337 135 Mbps M
4359 4/16 Mbps 1 F1-C3 RAID Enabler Feature
4861 10100 Mbp
4562 10/100 Mbp PL-T1Z S70B | Vies - Virtual [/O Server [v] Embeddad DASD Contraller
5700 IBM Gigabit
5701 IEM 10,100, _ ims - i / . vl o ATYS
5706 1EM 2-Port 1 PL-T15 EIDE L—Ic. virtual I/ Server Embedded IDE controller AIX/Linusx
5707 IEM 2-Port (
5713 1SCSI TOE PL-T4 EUSE Vios - Virtual I/O Server VI Embedded USE Controller
5714 1SCSI TOE (| S F———
5718 10 Gbps Eth FL-TE EETH Wi - Wirtual I/O Server | Embedded 1 Gbps Ethernet (2 Forts)
5719 10 Gbps Eth
5721 10 Gbps Eth P1-T14 570E - Wirtual I/O Server V! Embedded DASD Controller
5722 10 Gbps Eth — —
5740 1 Gbps Base | _ T i . [v] | - E 05 el F
AN O b4 Pi-C3 5758 Virtual 1/O Server | IBM || 4 Gbps Fibre Channel (1-Fort)
Async I0As X
El HiPerf 10As PL-C4 108
4860 PCI Encrypti _ .
459632 FIPS 4 PCI E P1-C3 I0A
5716 2 Gigabit Fik
5738 4 Gbps Fibre[v P1-Ce IOA ':
S7=0 4 k- Cibed -
< m | [+ H¢1 (2]
[l € Validation messages (2 total)
o AI¥ 2 partition requires a minimum of one disk 104 or a minimum of ene virtual client SCSI connection.
€ ~1x 2 partition requires & minimum of one disk drive or = minimum of one virtual dient SC51 connection.
| Apply || Cancel || Report | Help
&) & Localintranet

Figure 4-6 Hardware definition example for a Virtual I/O Server partition

4.3.6 Networking

This is the first major area where the power of the Virtual /O Server partition capabilities can
be put to greatest advantage. Requirements for this partition are typically different from other
partitions running i5/0S, AIX 5.3, or a supported Linux distribution.

By clicking the Networking tab you start setting up the virtual network used by each partition
serviced by this Virtual I/O Server partition. The Networking tab allows you to define virtual
LANSs, and set up EtherChannels and Shared Ethernet Adapters.

The combining of physical Ethernet cards can be specified with two options — EtherChannel
(Ethernet Channel) and 802.3adLInk. The use of EtherChannel or 802.3ad Link must be
supported by the switch and configured on the switch before these capabilities under the
Virtual I/O Server. If you use a Shared Ethernet Adapter (SEA), the aggregated LAN needs to
be defined before defining the SEA.
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Within the Networking area you can specify to use and set up:
» Shared Ethernet Adapter Failover.

» EtherChannel.

» Network Interface Backup.

» Host Ethernet Adapter (available only on POWERG6 models). Details on configuration and
efficient usage of HEA virtualization capabilities are beyond the scope of this publication.

For further explanation and a best practices approach about configuring these features of a
Virtual 1/0 Server, refer to Advanced POWER Virtualization on IBM System p5: Introduction
and Configuration, SG24-7940, and IBM Redpaper IBM System p Advanced POWER
Virtualization Best Practices, REDP-4194.

The “Networking” chapter of IBM System p Advanced POWER Virtualization Best Practices,
REDP-4194, compares SEA Failover and Network Interface Backup.

Start of network definition

The first step of the network definition is to look at the Virtual LAN (VLAN) connection. Each
VLAN can be added by clicking Add (circled in red), as shown in Figure 4-7. We show VLAN
#1 already defined. By putting a check in the box to the left of each partition under the VLAN
number column you specify which partitions can connect to each other on that VLAN. SPTV2
provides an easy-to-specify interface, which builds the virtual slot connections.

Each VLAN ID - Slot ID can be edited by putting a check in the Select box to the left of the
VLAN ID and clicking Edit Virtual Slots. See the Details - VIOS (Virtual I/O Servers) area of
the window shown in Figure 4-7.

Attention: Be careful if you do editing. You must be very knowledgeable about the
relationship of all the slots. This is especially important if you change slot locations after
the system plan has been completed.

{BM System Planning Tool

System plan:. 9sysvios sl Ml Ecamiple WIOS Server (IEM eServer p5 9117-5700 '_

System Partitions . Hardvare R storage Censoles Summary

System Networking
Specify details about the virtual local area networks (VLAN) for each logical partition.

( )
[ Hide Details_|

Details - VIOS (Virtual 1/0 Server)

. Physical Ethernat Adapters . Shared Ethernet Adaptars

Virtual Fthernat Adapters

Select| VLAN 1D[Slot 1D |

a1 z

Edit Virtual Slots__|

[l validation messages (0 total)

M e O

Figure 4-7 First page of defining Virtual LAN network attributes
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Aggregation of the physical adapters

The Virtual I/0O Server supports aggregation of physical LAN adapters. When setting up
aggregation you must ensure that the switch that the physical adapters attach to supports link
aggregation. The following windows would apply to the definition of an EtherChannel.

Note: EtherChannel technology was invented by Kalpana in the early 1990s. Cisco
Systems acquired the company during 1994. During 2000 the |IEEE passed 802.3ad,
which is an open standard version of EtherChannel.

EtherChannel is a port trunking technology primarily used on Cisco switches. It allows
grouping of several physical Ethernet links to create one logical Ethernet link for the
purpose of providing fault-tolerance and high-speed links between switches, routers, and
servers.

Referred to IBM System p Advanced POWER Virtualization Best Practices, REDP-4194,
for background information about networking capabilities and parameters under Virtual /O
Server support.

Click the Physical Ethernet Adapter tab shown in Figure 4-7 on page 113 to get the window
shown in Figure 4-8.

IEM System Planning Tool

System plan: Example of one VIOS p5 9117 570 Example of one VIOS (IBM eServer p5 9117-570) v

System Partitions € Hardvaras Networking & Storage Consolas Summary

System Networking

Specify details about the virtual local area networks (VLAN) for each logical partition.

VLAN IDs
Partitions #1 |Add

V105 (Virtual I/O Server

Al 1 (AT 53

Al 2 (AIX 53

Hide Details

Details - VIOS (Virtual I/D Server)

Virtual Ethernet Adapters Physical Ethernet Adapters Shared Ethernet Adapters
Select Adapters Type Participating Adapters Edit |
O EETH [9117_570-0-0 | P1-T6-T6] Ethernet Adapter Create EtherChannal... |
[l  EETH [9117_570-0-0 | P1-T6-T7] Ethernst Adapter Creata Backup... | \
O EETH [9117_570-1-0 | P1-T6-T6] Etharnst Adspter Remove... |
[0  EETH [3117_570-1-0 | P1-T&-T7] Ethernet Adapter
[0  EETH [9117_570-2-0 | P1-T&-Ts] Ethernst Adapter
[0  EETH [5117_570-2-0 | P1-T6-T7] Ethernet Adapter
[0  EETH [9117_570-3-0 | P1-T6-T5] Ethernet Adzpter
[  EETH [9117_570-3-0 | P1-T&-T7] Ethernset Adaptar

[l validation messages (0 total)

ﬂ Applyl Cancell Reportl ﬂ
Figure 4-8 Starting to assign physical adapters to be aggregated as an EtherChannel
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Note: The two-port physical LAN adapters shown in our example (Figure 4-8) are those
that come with each Model 570 processor enclosure (CEC). You can tell this by looking
closely under the Adapters heading and noting 9117 570-0-0, 9117 570-1-0, 9117 570-2-0,
and 9117 570-3-0. On a system you could certainly have additional adapters to in an I/O
expansion tower or expansion drawer to select to be managed by your Virtual I/O Server
partition.

Click Create EtherChannel to get the Create Etherchannel window shown in Figure 4-9. This
window shows the base EtherChannel settings.

&] Create Etherchannel - Microsoft Internet Explorer E]@

IBM System Planning Tool

System: Example of one Vios (IBM eServer p5 9117-570)

Create Etherchannel

Create Etherchannel

Adapter Settings Advanced Settings

* Name: Ethernet Channel

Owning partition: Vies (Virtual I/O Server)

Etherchannel Adapters
Salect Adapter
EETH [3117_570-0-0 | P1-T&-T6]
EETH [3117_570-0-0 | P1-T&-T7]
EETH [9117_570-1-0 | P1-T&-T6]
EETH [9117_570-1-0 | P1-T&-T7]
EETH [9117_570-2-0 | P1-T&-T&]
EETH [9117_570-2-0 | P1-T&-T7]
EETH [9117_570-3-0 | P1-T&-T&]

EETH [9117_570-3-0 | P1-T&-T7]

= Required field

Cancel Help

Figure 4-9 EtherChannel definition, basic adapter settings

Give the aggregated LAN a name and put a check beside each physical adapter that is to be
included in the EtherChannel.

The name you specify for EtherChannel, Shared Ethernet (SEA), or Interface Backup is used
only when defining and viewing the sysplan you create. The devices created when you have
deployed the sysplan do not show this name.

Note: At the time the windows shown in Figure 4-8 through Figure 4-11 were captured, the
adapter locations were shown as Pn-Tm-Tm (P1-T6-T6 and P1-T6-T7 in our example).
This is incorrect. An update to System Planning Tool Version 2 is planned that will properly
display a location as Pn-Tm, or, using our example, as P1-T6 and P1-T7.

Go to the SPT Web site at:
http://www.ibm.com/systems/support/tools/systemplanningtool

See 2.2, “Downloading SPT” on page 12, for additional subscription to updates
information.
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By clicking the Advanced Setting tab, you see the advanced settings for our EtherChannel
defined in Figure 4-10. On this Advanced Settings window you define settings, which include:

» Alternate address setting
» Enablement of gigabit jumbo frame
» Backup adapter for the primary aggregated adapter

1BM System Planning Tool

System: Example of one Vios (IBM eServer p5 9117-570)

Edit Etherchannel Properties
Modify the Etherchannel Properties

Adapter Settings Advanced Settings

Enable alternate address: @No OYEE

Alternate MAC address: l:l

Enable giga-bit jumbo frames: @No OYEE

ode: [Snderd 9]
Hash mode: | Default

Backup Settings

Backup adapter: [eeTH [5117_570-2-0 | P1-T&-T6]

Automatically recover to primary adapter: O No @Yes

Address to ping: 10.1.1.20
Retry timeout (seconds): 1 |
Number of retries: 3|

e
Figure 4-10 Advance settings for EtherChannel
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Once you have finished reviewing all of your settings, click OK. You are returned to the initial
Networking window, which look similar to the one in Figure 4-11.

IBM System Planning Tool

System plan: Example of one VIOS p5 9117 570 S Ml E:cample of one VIOS (IBM eServer p5 9117-570)

System Partitions €3 Hardvare m& Storage Consoles Summary

System Networking
Specify details about the virtual local area networks (VLAN) for each logical partition.

VLAN IDs
__ Partitions | #1 |Add

VIOS [Virtual I/O Server

AL 1 (AIX 53

AlX 2 (AIX 53]

Hida Details

Details - VIOS (Virtual I{O Sarver)

Wirtual Ethernet Adapters Physical Ethernet Adapters Shared Ethernet Adapters

Select Adapters Type Participating Adapters Edit |

O EETH [9117_570-2-0 | P1-T6-T6] Ethernet Adapter Create EtherChannel... |
[0  EETH [9117_S570-2-0 | P1-T6-T7] Ethernet Adapter Create Backup... |
[0  EETH [9117_570-3-0 | P1-T6-T6] Ethernet Adapter Remaye... |
[0  EETH [9117_S570-3-0 | P1-T&-T7] Ethernat Adapter

EETH [9117_570-0-0 | P1-T&-T&]
EETH [9117_570-0-0 | P1-T6-T7]
EETH [9117_570-1-0 | P1-T&-Ts]
EETH [9117_570-1-0 | P1-T&-T7]

a

Ethernet Channel EtherChannel

[l validation messages (0 total)

|ok| | Apply | | Cancel || Report | [Help]
Figure 4-11 Virtual I/O Server with an EtherChannel defined

Shared Ethernet Adapter

On the initial Networking window (for example, Figure 4-7 on page 113, or Figure 4-11 in our

EtherChannel example) you can separately set up under a Virtual I/O Server an adapter that
is shared between partitions.
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In the window shown in Figure 4-12 we have already clicked the Shared Ethernet Adapters
tab, which shows that we have not yet defined a Shared Ethernet Adapter. Click Create
Adapter.

€] 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer

=k

IBM System Planning Tool

System plan: 9sysvios LA Ml Excamiple of one Vies (IEM eSarver p5 S117-370) v

System Partitions £ Hardvare Networking € Storage Consales Summary

System Networking
Specify details about the virtual local area networks (VLAN) for each logical partition.

VLAN IDs
Partitions #1 |Add...

Vigs (Virtual I/ Server

AIX 1 (AIX 537
AIX 2 (AIX 53]

Hide Details

Details - Vios!\i’irtua| IL’O Server)
Virtual Ethernet Adapters Physical Ethernet Adapters Shared Ethernet Adapters
ﬂ Mo shared ethernet adapters have been defined for this partition

[l validation messages (0 total)

|ok| | 2pply || cancel |[ Report | Help]
Figure 4-12 Create Shared Ethernet Adapter

Clicking Create Adapters brings up the Create Shared Ethernet Adapter window shown in
Figure 4-13. Enter a meaningful name for your SEA in the required name field.

Clicking the down arrow on the Physical adapter field shows a list of available physical
adapters, as shown in our example. Select the adapter to be shared. The selected adapter
may be a single physical Ethernet adapter or it may be one of the named aggregated
adapters (EtherChannel).

|IBM System Planning Tool

System: Example of one VIOS (IBM eServer p5 9117-570)

Create Shared Ethernet Adapter

Shared adapters zllow your virtual Ethernets to access the external network.

LUETT . e, Advanced Settings

* Name: Shared Adapter

Owning partition: VIOS (Virtual I/O Server)

Physical adaptar: | EETH [9117_570-2-0 | P1-T6-T6] [v]
EETH.19117. 570-2-0. 1 P1-T6-16
EETH [9117_570-2-0 | P1-T6-T7
EETH [9117_570-3-0 | P1-T6-T6
EETH [9117_570-3-0 | P1-T&-T7
Select| Virtual Eth(Ethernet Channal

Participating Ada

|
[ slot2, vian 1 |

Default port virtual 1D:

= Required field

Cancel Halp
Figure 4-13 Create the SEA, base settings
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By clicking the Advanced Settings tab you may define:

» Threading mode

Trunk priority

Failover mode

Control channel

Ping address for a live connection

vvyyy

As seen in Figure 4-14, we show the default values. Make any changes your network

administrator has determined. When complete, click OK to return to the initial Networking

window.

Important: Setting up SEA failover correctly requires a knowledgeable network
administrator. Additional information is beyond the scope of this book. The IBM Redpaper
IBM System p Advanced POWER Virtualization Best Practices, REDP-4194, contains an
example of using this capability and other advanced settings parameters.

IBM System Planning Tool

System: Example of one Vios (IBM eServer p5 9117-570)

Create Shared Ethernet Adapter

Shared adapters allow your virtual ethernets to access the externzl netwark.

Owning partition: Vies (Virtual I/O Server)

Adapter Settings Advanced Settings

Threading mode: | Enabled VI
Trunk pricrity: v

Failover mode: Disabled |%

Control channel:

Address to ping: |

ﬂ | Cancel Help

Figure 4-14 Advance settings for Shared Ethernet Adapter
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When finished reviewing all of your SEA settings, click OK. You are returned to the
Networking window showing your defined SEA, as shown in Figure 4-15.

IBM System Planning Tool

System plan: Example of one VIOS p5 9117 570 LB G HE Ecample of one VIOS (IBM eServer pS 9117-570)

System Partitions 3 Hardvare m& Storage Consoles Summary

System Networking

Specify details about the virtual local area networks (VLAN) for =ach logical partition.

VLAN IDs
Partitions #1 |Add

VIOS (Virtual I/O Server

Al 1 (AIX 53

AlM 2 (ATX 527

Hida Details

Details - VIOS (Virtual 1/0 Server)

Virtual Ethernet Adapters Physical Ethernet Adapters Shared Ethernet Adapters

| Select| Shared Ethernet Adapter Physical Adapter Virtual Ethernet Adapters Create Adapter...

|0  sharad Ad=pter EETH [9117_570-2-0 | P1-T6-T6] Slot 2, VLAN 1 {default) Edit
Femove

. Validation messages (0 total)

|ok|| Apply || cancel || Repart | |Help
Figure 4-15 Defined Shared Ethernet Adapter

This ends our coverage of setting up the Network configuration for a Virtual I/O Server
partition.

4.3.7 Storage

The second part of the Virtual I/O Server definition is the storage section. In this section you
can:

» Define Virtual I/O Server install source and target disk.
» Define the disk.

» Create disk volumes.

» Assign host/server storage (physical disk drives, SAN volumes, or storage from a storage
pool) from Virtual I/O Server partitions to client partitions.

» Set up a SAN volume for Multiple Path Input Output (MPIO).
» Set up storage pool mirroring.
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The steps for defining are:

1. Using the Storage tab, as shown in Figure 4-16, define the source Ethernet adapter for the
Virtual /0 Server install and the target disk volume for the Virtual I/O Server.

a. Specify an Ethernet adapter in the Install source field. The Ethernet adapter you chose
must be one of the physical Ethernet adapters you defined as being managed by this
Virtual I/0O Server partition.

-
] 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer u@m

IBM System Planning Tool

System plan: 9sysvios R Ml Excample WIOS Server (IBM eServer p3 S117-370) | W

System Partitions Hardvars Networking chnEcles Summary

System Storage
Specify details about the virtual SC51 connections for each logical partition.

Install Resource Disks Starage Pools

Partition Install Source Install Target
VIOS (Virtual I/O Server) EETH [3117_570-0-0 | P1-T6-T6] 3278 [9117_570-0-0 | P3-D1]

Hide Details

Details - VIOS (Virtual I/0 Server,

Instsll source: [EETH [9117_570-0-0 | PL-TE-T8] [v]
Instsll targ=t: [3278 [9117_s570-0-0 | P3-D1][v]|

[l validation messages (0 total)
ﬂ Apply | Cancel | Report | Help

Figure 4-16 Install location for the source and the target

You have to specify that this adapter will be used by the deployment code to configure
for network install and this adapter can be used for creation of SEA while doing the
provisioning step of deployment. The IP address configured on the interface will be
migrated to the adapter that is created on top of this adapter.

b. Specify a disk drive in the Install target field. The target disk can be a physical SCSI or
SAS (for example, within a 9117 MMA POWERS processor enclosure) disk or a SAN
disk.

If the target disk is a SAN disk then the system plan deployment process will not install
the VIOS on this partition. The VIOS partition has to manually install an active IP
address configured on the interface before redeploying the system plan.

Provisioning under a Virtual /O Server means creation of:
— Shared Ethernet Adapter

— Etherchannel

— Storage pools

— Backing devices (the actual physical storage devices, for example, physical disks or
logical volumes when using Storage Area Network (SAN) storage servers)
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2. Click the Disks tab to get a window showing any disks assigned to this partition. In our
example we include creating a SAN volume. Therefore, on the initial Disks window
(Figure 4-17) click Create SAN Volume.

You can create one or more SAN volumes owned by this Virtual I/O Server partition. Note
that to create a SAN volume you must have previously assigned a Fibre Channel Adapter
to this partition. SAN volumes are used to create a storage volume for each of the clients.
Figure 4-17 shows the window to create the SAN volume.

The SAN volume that you create is one that you plan for your client (hosted) partitions to
use.

Your volume must match the corresponding volume that you defined on the actual external
storage device hardware configuration.

8]

|IBM System Planning Tool

System plan: 9sysvios Example of one Vios (IBM eServer pS 9117-570) v

System Partitions € Hardvare Hetvorking chnEcleE Summary

System Storage
Specify details about the virtual SCSI connections for each logical partition.

Install Resource .:Ea Storage Pools

Physical Disk/Volume Controller Physical Siza Owned By Assignad To
3278 [9117 570-0-0 | P3-D4] 5708 [9117_570-0-0 | P1-T12] 73.4 GB Vios (Virtual I/O Server) Install target
3278 [8117 570-0-0 | P3-DS] 5708 [9117_S70-0-0 | P1-T12] 73.4 GB Vios (Virtual I/O Servar) VIOShackup

Create SAN Volume... Hide Details

Disk Details - 3278 [9117_570-0-0 | P3-D4]

Disk/Volume

Contreller: 570B Embedded DASD Controller
Contreller location: 9117_570-0-0 | PL-T12

i [l Validation messages (0 total)

M ;—\pplvl Can:ell Reportl Help

Figure 4-17 Create SAN volume
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3. On the window shown in Figure 4-18 you describe the volume characteristic.

a. Give it a name.

b. Set the size of the volume.
c. Set the number of volumes.
d

. Chose the fibre change adapter connected to the SAN.

IBM System Planning Tool o L -
BT

System: Example VIOS Server (IBM eServer p5 9117-570)

@ Create SAN Yolume - Microsoft Internet Explorer u@m

Create SAN Volume

Define new storage area network (SAN) velume frem an external storage system.

SAN volume settings Advanced settings

* Wolume name: Sanvola

# Size: 1000 @GE OME

* Mumber of volumes: |1

Owned by

Partition: VIOS (virtual I/ O Server)

Fibre channel adapter: [ 5758 [3117_570-0-0 | P1-c2] [v]

= Required field

Cancel Help

Figure 4-18 Definition of a SAN volume

4. On the Advance Setting tab (Figure 4-21 on page 125) you can enter information in the
World-wide name and Logical unit number fields. They are defined as:

— World-Wide name

e The unique name for the connection to the SAN and if used must match.
* The field is limited to 16 alphanumeric characters.

based on size.

— Logical unit number

e The logical unit number of the SAN volume.

If this field is blank then the SAN volume assignment during deployment is made

This field is limited to 18 alphanumeric characters and must be properly formatted

starting with the two characters 0x and followed by a 16-digit hexadecimal address.

Create SAN Volume

Diefine new storage area network (SAN) volume from an external storage system.

SAN volume settings Advanced settings

World-wide name:

Legical unit number:

ﬂ Cancel | Help

Figure 4-19 Advance setting of the SAN volume
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Click OK to return to the Storage - Disks window.

In our example (Figure 4-20) the line showing SANVola has been added to the Disks window.
We already double-clicked SANVola to get its details, shown in the lower area of the Disks
window.

@gsyswos IBM System Planning Tool - Microsoft Internet Explorer Q@

|IBM System Planning Tool

System plan: 9sysvios BE1G Ml Excample of one Vies (IBM eServer p5 S117-570) v

System Partitions € Hardvare Hetvorking chnEcleE Summary

System Storage
Specify details about the virtual SC5I connections for each logical partition.

Install Resource .:Ea Storage Pools

Dhysical Disk/Volume Controller Bhysical Size Owned By Assigned To
3278 [5117 570-0-0 | P3-D4] 5708 [9117_570-0-0 | P1-T12] 73.4 GB Vios (Virtual /O Server] Install target
32788117 570-0-0 | P3-D5] 5708 [$117_570-0-0 | P1-T12] 73.4 GB Vios (Virtual /O Server] VIOShackup
Fice Detais
SANVals 5759 [9117_570-0-0 | P1-C1] 1000 GB VIOS (Virtual I/O Server) | Not assigned
Creata SAN Volume... || Hide Details
Disk Details - SANVola
Disk/Volume
Controller: 5759 4 Gbps Fibre Channel (2-Port) | Edit
Controller location: $117_570-0-0 | P1-C1 S

. Validation messages (0 total)

{ok| | Apply || Cancel || Report | [Help |
Figure 4-20 Virtual I/O Server disks with new SAN volume shown

You can now define storage pools from which storage can be assigned or hosted or served
(all terms used to mean the same thing) to client partitions. Click the Storage Pool tab.
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You Virtual I/0O Server can define storage pools for any real disks and SAN volumes already
defined for use by this partition. Each client partition must have storage volumes assigned.
Figure 4-21 shows the naming of a storage pool, which contains the storage for the disks
assigned to each partition.

1BM System Planning Tool

System: Example VIOS Server (IBM eServer p5 9117-570)

Create Storage Pool

Create a new storage pool containing one or more physical disks

*  Storage pool name: Stgvolb

Cwned by: [vios (virtuat 170 Server) [v]

Default storage poch D

Available Disks / Volumes

Select-!-thsical DiskaolnmeT Controller Tthsical Size}
Sanvolb 5758 [9117_570-1-0 | P1-C2] 1000 :ﬂ
Total size: 1000 GB

= Required field

=T
Figure 4-21 Create the storage pool

The Default storage pool box can be checked. Select whether you want to make this new
storage pool the default storage pool for the partition that owns it. Click OK and you are
returned to a window that looks similar to the one in Figure 4-22.

IBM System Planning Teol

System plan: Example of one VIOS p59117 570 L () Ml Excample of one VIOS (IBM eServer p5 9117-570)

System Partitions €3 Hardware Networking Consoles Summary

System Storage

Specify details about the virtual SCSI connections for each logical partition.

Install Resource Disks Storage Pools
Storage Pools| Total Size  Space Remaining Owned By Assigned To
Stgpoold 1000 GB 1000 GB VIOS (Virtual I/O Server)

Create Storage Pool... Hide Details |

Details - StgpoolA

Storage Pool Assignments

Physical Disk [/ Volume Edit |
Physical Delate...

Physical

Disk/Volume EITET Size
SANVola 5759 [9117_570-0-0 | P1-C1] 1000 GB
Total size: 1000 GB

Default storage pool:

[l validation messages (0 total)

ﬂ Apply | Cancel | Report | Help
Figure 4-22 Storage pool example for SAN volume

In the Details area for the storage pool (StgpoolA) in our example, click the Assignment tab
to define the storage for each of the partitions associated with this Virtual /O Server. You first
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get a window not shown, on which you must click Add to get the example window shown in
Figure 4-23.

IBM System Planning Tool

System: Example of one VIOS (IBM eServer p5 9117

Add Storage Pool Assignment

Select a storage pool and assign portions of it to a partition.

Assigned Storage Settings Advanced Settings

Cwned by: VIOS (Virtual I/O Server)
Storage poaol: Stgpoocla

* Assigned storage name: |client2

#  Size: 500 @GB OMB

(1000 GB available)
Assign to: AIX 1 (AIX_53) [+]

= Required fisld

ﬂ Cancel Help

Figure 4-23 Assigning storage to a partition

In the assignment window you name the assigned storage, specify its storage amount, and
specify the partition name the pool is assigned to.

The storage pool name is used to create a volume group under the Virtual I/O Server with that
name.

The assigned storage name is used to create the mapping name for the assignment and also
the logical volume name.

On the Advanced Setting tab you may set up mirroring. We do not show the advanced
settings window.
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Click OK to return to a window that looks similar to the one shown in Figure 4-24. You can see
the total available storage and the amount of assigned storage for each partition.

€] 9sysvios - IBM System Planning Tool - Microsoft Internet Explorer u@m

IBM System Planning Tool

System plan: 9 5 Example VIOS Server (IEM eServer p3 9117-370)

System Partitions Hardvare Metworking Ccnzc\ez Summary

System Storage
Specify details about the virtual SCSI connections for each logical partition.

Install Rescurce Disks Storage Pools

Storage Pools| Total Size| Space Remaining Owned By Assigned To

Stgpoolt 1000 GE 1000 GB VIOS (Virtual I/0 Server)

Stapoolb 1000 GB 100 GE VIOS (Virtual I/O Server) Client 1 (400 GB), Cliant 2 (500 GB)
Create Storage Pocl... Hide Details |

Details - Stgpoolb

Storage Pool

Assigned Storage Owned By Assigned To Add...

Assignment

. Mirroring | Partition | Slot|  Partition Slat Remaove...
Size
[ clients 400 GE Mot mirrored VIOS &  Client 1 (AI¥_53) 4 Edit Assignment
i ) ) ) . Edit Virtual Slots
O clientz 500 GB Mot mirrored VIOS 5 Client 2 (AI¥_53) 4

Select| Namea

[l validation messages (0 total)

ﬂ F\ppl',rl Can:al‘ Reportl Help
Figure 4-24  All assignments

In our example we are ready to complete our system plan, but first have to assign a console.
Click the Console tab near the top of the window shown in Figure 4-24 and follow the steps
documented in 2.6.8, “Consoles tab” on page 50.

You can refer back to Chapter 2, “System Planning Tool (SPT) V2” on page 11, which follows
the Consoles Tab information, to fully complete your system plan and save for possible use in
ordering a system and later deploying your system plan containing a Virtual I/O Server
partition.

We show two additional network configurations with Virtual I/O Server partitions that are
relatively complex. We show them because they are examples included in IBM System p
Advanced POWER Virtualization Best Practices, REDP-4194. Setting up the complete
configurations for these example Virtual I/O Server, networking and client partitions is beyond
the scope of this book. However, they are shown to help illustrate the capabilities of using
Virtual 1/0O Server partitions.
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Figure 4-25 shows a possible configuration supporting network interface failover using dual
Virtual I/O Servers.

VIOS 1 VIOS 2 Client Client
M — Partitiop—— Partitiop—x
en2 en2 1 en2 2 en2
(if.) (if.) if) (if)
—_/ NG - N
ent2 ent2 ent2 ent2
(sea) (sea) (Ia) (la)

/ \ / \ /\\\NIB NIB .o \
ent0 ent1 ent0 ent1 ent0 ent1 ent0 ent1
(phy.) (virt.) (phy.) (virt.) (virt.) (virt.) (virt.) (virt.)

3 a ?
< :
-c L]
(1] | !
< al LAN ID ;
9 ) -
/ Virtual LAN ID=2
Ethernet uplink  —— Ethernet
switch || switch

Figure 4-25 Network interface failover using dual Virtual I/O Servers
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Figure 4-26 shows a configuration with dual Virtual 1/0O Servers connected to SAN storage
using multipath I/O (MPIO). This configuration is not supported in System Planning Tool
Version 2.

|:| Physical Resources
|:| Virtual Resources
——— Primary Path

Client Partition

—— Secondary Path

[ Default MPIO |

[ Client SCSI Adapter | [ Client SCSI Adapter |
Z N

e ~

VIOS 1 / VIOS 2 N\
Server SCSI| Adapter | | Server SCSI AdapterJ
[ Multipath software | [ Multipath software |
| Physical FC Adapter | | Physical FC Adapter | | Physical FC Adapter | | Physical FC Adapter |
SAN Switch SAN Switch
SAN Disk

Figure 4-26 Dual Virtual I/O Servers connected to SAN storage using MPIO

Other examples using Virtual 1/0O Server can be found in IBM System p Advanced POWER
Virtualization Best Practices, REDP-4194, providing data protection resiliency to each client
and to a Virtual I/O Server itself.

This ends the sections describing setting up a system plan with a Virtual I/O Server partition.
The following topics cover deploying a system plan with a Virtual I/O Server on the actual
system hardware configuration.

4.4 Deployment of Virtual I/O Server on HMC

The deployment of a system plan with a Virtual I/O Server takes several steps for the full
deployment. This deployment assumes a genesis system, that is, a System p as received from
IBM manufacturing. If partitions have been configured and operating system software has
already been installed, deploying a partition using our example may fail.
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Note: The VIOS Install DVD is needed for the process being described here. You cannot
use the update CDs. This DVD is not available as a download and must be ordered.

To keep up to date on your software entitlements for your machine, consider registering
and using the IBM Web site:

https://www-05.1ibm.com/servers/eserver/ess/OpenServlet.wss

As part of the Advance Virtualization Manager product, you receive a DVD that contains the
load image for the Virtual 1/0 Server. During the setting up for a Virtual I/O Server partition
deployment, and actually deploying the system plan, there are some deployment steps you
have do additional planning for, before starting the deployment. We describe them here:

1. The loading of the Virtual I/O Server software image to the HMC and the name you assign
to that image on the HMC'’s disk drive. Place the Virtual I/O Server software DVD in the
DVD drive of the HMC. From the HMC chose the HMC Management link on the left side of
the window, then chose Open Restricted Shell Terminal from the right side. This takes
you to a command-line entry. Enter the command:

0S_install -o define_resource -a type=AIX -a version=1.4.1.0 -a
Tocation=/export/resources/vios -a source=/dev/cdrom viosl res

Make sure that the names remain vios and vios1_res on the command. This loads the
load image of the Virtual /O Server on the hard drive of the HMC. This image is used later
in the deployment of the Virtual I/O Server partition. You will see viso1_res later on in this
deployment topic. You must use the upper and lower case characters as shown. The VIOS
version (1.4.1.0 in our example) must be entered exactly.

2. Understand the IP addressing and subnet mask for your network to ensure that the install
of the Virtual I/O Server over an IP address you specify does not conflict with other IP
addresses and subnet masks you use in your network.
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Figure 4-27 shows what a typical network might look like. During use of the HMC GUI
install you will be presented with a window to enter information about the IP address,
mask, and gateway of the physical adapter where the Virtual I/O Server is to be installed.
The HMC must have two Ethernet ports, as shown in Figure 4-27, for the following
definition to work.

Open HMC Network

(9.3.126.1.125/255.255.255.0)

Provided by company
DHCP server (9.3.5.228/255.255.254.0)

Provided by the network
administrator

pod Lyse

LPAR
Administrator

HMC

(172.16.0.1/255.255.0.0)
DHCP server for private
network

pod guie

Private HMC Network

(172.16.255.254/255.255.0.0)
Provided by HMC DHCP
server

yod y1d LONH

Flexible Service Processor

Power Hypervisor

T9 eth port

(9.3.5.234/255.255.254.0)
Provided by the network
administrator

u uonied usio
| uoniied jusli|o
uonied SOIA

Figure 4-27 Example LAN network used to deploy our example Virtual I/O Server partition
configuration

Your HMC must be configured with two LAN ports. For deskside HMCs this may require

specifically ordering the second port. One port, eth0, will be connected to a private
network. The second port will be connected an open network.
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You must configure HMC ethO physical port as a DHCP server. You specify a range of IP
addresses for this DHCP server. Figure 4-28 shows the range selected in our example
and that this adapter is on a private network. When you turn on the System i or System p
and the service processor (Flexible Service Processor (FSP)) this port’s cable is plugged
into this private network, the System i or System p receives an a IP address. This IP
address is the one used to connect to the FSP. You would not want to use this network
segment to install the Virtual I/O Server. DHCP is not supported on the install. You would
need to specify an IP address within this segment.

€] https://9.3.5.228 - localhost: LAN Adapter Details - Microsoft I... |- |(0JE3
~

‘gf LAN Adapter Details ‘

(VWL ETCT Firewall Settings

Local Area Netwo
LAN interface
address:
®Private ©Open
Partition
communication

00:11:25:06:40:04 eth0

=

’; Autodetection

— DHCP Seny

Enable DHCP— Address Range
server ’71 7217.0.3-172.17.255.254 4

. .Ob.tam an.iP éddress automatically ‘
Specify an IP address
TCP/IP interface addres |

TCP/P interface network mask: [255

Cancel || Help =

@ Done é 0 Internet
Figure 4-28 Ethernet 0 on the HMC connected to the Flexible Service Processor
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The second HMC port - eth 1 is connected to a public network. It is assigned a fixed
address that is typically provided by the network administrator. Figure 4-29 shows the

address that matches the one shown in Figure 4-27 on page 131. The HMC can now be
used by someone on the public network to manage the systems the HMC controls.

€] https://9.3.5.228 - localhost: LAN Adapter Details - Microsoft I... |~ |(0JEg
~

‘gf LAN Adapter Details

(VL ET I CT Firewall Settings

— Local Area Ne 7
LAN interface 00:00:60:0B:38:57 ethi
address:
OPrivate ©0Open Media Speed 18t ——
O Partition ’; 100Mbps Full Duplex |+
communication

— DHCP er

Enable DHCP server

O Obtain an IP address automatically

® Specify an IP address
TCP/IP interface address: [0.3.5.228

FAdG

TCP/IP interface network mask: [255.255.254.0

Cancel | Help

@ Done é 0 Internet

Figure 4-29 Ethernet 1 second port of HMC for Public Network

Another important IP item needs to be set up on the HMC for the public, and that is the
gateway to get to other network segments. The gateway is the port in a router that allows
you to connect to the other segments. Figure 4-30 shows the setup of the gateway for our
example network. Once the gateway and the Ethernet adapters are configured, then you

can install the Virtual I/O Server.

‘gf Customize Network Settings

-
Identification | LAN Adapters | Name Services

€] https://9.3.5.228 - localhost: Customize Network Settings - Mic... E]@

~

Select Type Destination Gateway  Subnet Mask| Interface
® Net 17217.0.0 172.17.0.2 255.255.0.0 eth0 3
‘ New... || Change... | Delete
- Default Gateway In on -
Gateway address [9.3.4.1 Gateway device
ethi M
I Enable 'routed'
(OK|| cancel | Help =
(] 1l |[>]
@ Done é 0 Internet

Figure 4-30 Define Ethernet gateway
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The network administrator also must provide a fixed IP address for an Ethernet port
owned by the Virtual I/O Server partition. This port and IP address will be the one used to
install the Virtual I/O Server image software.

3. Another important step is to make sure of the cabling of the disk drives in the system
assigned to the Virtual I/O Server partition. For a Virtual 1/0 Server to find the DASD that
you allocate to storage pools, to client partitions, and that are used for the install, you must
have the internal drive bay cables attached to the correct ports on the disk IOA.

For example, if using disks in a 7311_D20 expansion unit, the System Planning Tool
Version 2 picks a port number on the disk IOA. You must have the cable attached to that
port on the disk IOA or the deployment can have unpredictable results.

The System View report has cabling instructions that show you exactly how to cable it.

Once the information is gathered you are ready to start the deployment on the HVIC.

4.4.1 Starting deployment of system plan containing a Virtual I/0 Server
partition

Once you have loaded the Virtual I/O Server image to the HMC and the IP address of the
Ethernet LAN port over which the Virtual I1/0O Server software will be installed, you are ready
to start the deployment. Figure 4-31 shows an example of the make directory, mount, and
OS_install instructions to load the Virtual I/O Server image onto an HMC disk.

f hscroot@localhost: ~ E]@
[A

lecation=/export/resources/vios -a source=/dev/cdrom viosl res
mkdir fexport
mkdir fexport/rescurces
mkdir fexport/resources/vios
Tue May 15 09:42:28 2007 Executing: /hmcrbin//mount /fdev/cdrom fopt/osinstall/s
rc_mnt
Tue May 15 09:42:36 2007 STDERR (/hmcrbin//mount): mount: NHNo medium found
Tue May 15 09:42:36 2007 rc for /hmcrbin//mount = 8192
Tue May 15 09:42:36 2007 ERROR: Execution of /hmcrbin//mount failed.
Tue May 15 09:42:36 2007 ERROR: Failed to mount /dev/cdrom over fopt/osinstall/s
rc_mnt
Tue May 15 09:42:36 2007 ERROR: Failed to copy operating system images from /fdev
fedrom to fexport/resources/vios
Tue May 15 09:42:36 2007 ERRCOR: Unable to create 05_Resource object
hscroot@localhost:~> 05 _install -o define resource -a type=RIX -a version=5.3 -a
leocation=/export/resources/vios -a source=/dev/cdrom viosl res
Tue May 15 10:11:12 2007 Executing: /hmcrbin//mount /fdev/cdrom /opt/osinstall/s
rc_mnt .
Tue May 15 10:11:16 2007 STDERR (/hmcrbin//mount): mount: block device /dev/cdro
m is write-protected, mounting read-only
Tue May 15 10:11:16 2007 rc for /hmcrbin//mount = 0
Tue May 15 10:11:16 2007 Executing: (cd fopt/osinstall/src mnt/nimol/ioserver re
3 && /binftar -cf - ./) | (cd fexport/rescurces/vios && /bin/tar -xf -)

| v

Figure 4-31 OS-install command result
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Figure 4-32 is where we start the deployment process, first specifying important parameter
values and then clicking the Deploy button to start the automated deployment process.

13| https://9.3.5.228 - js21a1: Hardware Management Console Workplacé (V7R310.0) - Microsoft Internet Explorer Q@
N /3
Hardware Management Conscle 7 /
hscroot | Help | Logoff
Bl welcome Contents of: System Plans
B G systems Management w (2| (g (2| (@ (F) | [Tasksw
B8 servers
9135 S5 SHHOD T FAG Sekct ~ | Nama ~ | Dascription - | Sourca ~ | Last Wodfied Dats ~
-9 - SN0 e}
™ Custom Groups = | winsupdatect.sysplan®) |IBM System Planning Tool 207123 May 11, 2007 2:67:31 PM
Total: 1 Filterec: 1 Selkected: 1

[ system Plans

E. HMC Management

£ service Menagement

i Updates

Tasks: viosupdated3.sysplan
Status: Attentions and Events
A
.
@ https://9.3. 5. 228/hmc/bonsai/action/T 7bfd4cfc? treeFunc=treeSe|%:283%29&timestamp=1129a59dd 1 3=BonsaiTasksPageTree_treeSel(3) é & Internet

Figure 4-32 Chose the Virtual I/O Server to install

Most of the Virtual 1/0 Server deploy steps are the same as deploying any system plans.

However, the are some important differences.

Figure 4-32 shows the a selected system plan. Once a plan has been selected, you can
select Deploy System Plan - Click to launch, as shown in our figure.
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Launching to the deployment process brings up the Welcome - Deploy System Plan Wizard
window shown in Figure 4-33. Specify the system plan name and managed system. These
values may already be filled in for you or they may be blank.

&1 https://9.3.5.228 - localhost: Welcome - Deploy System Plan Wiza... [ |[0JEd

Welcome - Deploy System Plan Wizard

Welcome to the Deploy System Plan wizard. This wizard will help in
deploying an existing system plan file on a managed system.

Select the system plan file to deploy and the target managed system.
System plan: *l‘quOS test.sysplan |j

Managed system: (55, 9133-55A-SN10D1FAG |7

vl
||@ LETE é & Internet
Figure 4-33 Select the system to install Virtual I/O Server on

After specifying your system plan and managed system, click Next. The system plan is
validated for hardware and partition correspondence. Validation progress and messages are
shown. Figure 4-34 shows a successful validation.

&1 https://9.3.5.228 - localhost: Validation - Deploy System Plan ... [~ (004
&

Hardware and Partition Validation are complete for system plan 'VIOS
test.sysplan’ and managed system 'p5+-9133-55A-SN10D1FAG
Validation Progress

Validation Type | Status |
Hardware validation Successful |
Partition validation  Successful

Validation Messages

Gathering information -
Hardware validation messages:

System plan file VIOS test.sysplan for plan p5+-9133-
554-SMN10D1FAG might not be deployable on managed
system p5+-9133-554-5N10D1FAG. Memory region size
16 used in the system plan not 3 multiple of memaory
region size 128 that is used on the managed system.
System plan system unit 9133_554-0, type 554, serial
number * matched and validated with system unit serial

Inumber DNWB206 found on the managed system. b
vex: > | BB | Gancel | el |
v/
@ Done é ﬂ Internet

Figure 4-34 Sysplan validation

Click Next to continue.
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On the next window, select the operating system to install. Select the Virtual I/O Server by
clicking the radio button, as shown on Figure 4-35. Click Next.

Operating Environment Install Deployment - Deploy System Plan Wizard

Use this page to specify which operating environment install plan actions to deploy on the managed system. Only the checked
plan actions will be deployed. Select a row in the operating environment install plan actions table to view more details about the
plan action.

Operating Environment Install Plan Actions

Select| Dependency Hierarchy| Partition| Profile| Plan Action | Operating Environment Deploy Status
/ C 1.1 LPAR1 LPAR1 Operating Environment vios Required

Deployment Step Order

This table displays the operating environment install deployment steps that will be peformed based on the items
checked in the Operating Environment Install Plan Actions table.
Deployment Step |
Partition LPAR1 - Operating Environment vios

Storage Pool LPARL

Storage Pool LPARL

Shared Ethernet Adapter LPAR1

Backing Device LPAR1

a Done é D Internet
Figure 4-35 Start of the deployment
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You are presented with the partitions that are to be built. Figure 4-36 shows our example. You
can select each partition and then click Details to see the details of your partition definition.

&1 https://9.3.5.228 - localhost: Partition Deployment - Deploy Syst... |~ |[0JE

Partition Deployment - Deploy System Plan Wizard

Use this page to specify which partition plan actions to deploy on the
managed system. Only the checked plan actions will be deployed. Select a
row in the Partition Plan Actions table to view more details about the ’

|

ES

partition plan action.

Partition Plan Actions

Select| Dependency Hierarchy|Plan Action | Deploy| Status |
':q 1.1 Partition LPAR1

» 1.1.2 Partition LPARZ

Partition Deployment Step Order

This table displays the partition deployment steps that will be peformed
based on the items checked in the Partition Plan Actions table.
Deployment Shepy:: s s s |
Partition LPAR1 ‘
Partition Profile LPAR1

Partition LPARZ

Partition Profile LPAR1 Virtual SCSI Adapters

Partition Profile LPAR1 Virtual Ethernet Adapters

Partition Profile LPAR1 Virtual Serial Adapters

Partition Profile LPARZ

Partition Profile LPARZ Virtual SCSI Adapters

Partition Profile LPARZ Virtual Ethernet Adapters

Partition Profile LPARZ Virtual Serial Adapters |

< Backl Newt = | [VET| Oy | Cancel | Help|

@ Done é a Internet
Figure 4-36 Partition build

Once you are satisfied with your partition details, examine the Deployment step area to see
the deployment steps that will be performed, based upon you currently shown partition plan
actions shown above.

Click Next to continue.
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The next window (Figure 4-37) is one that is different from deployment of non-Virtual 1/0O
Server partitions. This window is used to gather information for a Virtual I/O Server partition
install. Figure 4-37 shows two white X on red background icons next to text that indicates that
additional definitions have to be specified.

&1 https://9.3.5.228 - localhost: Customize Operating Environment Install - Deploy System Plan Wiz - Microsoft Internet Explorer g@

A

Use this page to specify the additional information required to perform operating environment installs. Select an operating
environment to view or modify the install image resource and install settings. All information must be correct to continue.

Operating Environment Install Steps
Select| Partition Profile Plan Action Operating Environment Ready to Deploy Details
s LPAR1 LPAR1 Operating Environment vios No Additional information is required.

Additional Information

Operating Environment Install Image Resource
@ The required operating environment install resource value is not specified.

Resource name: —Selact-- j | MNew Install Resource... | \/

Operating Environment Install Settings
@ The required operating environment install settings are incomplete.

Install target: P1-T14-L8-L0D IS Modify Settings... |\/
IP address: null

Subnet mask: null

Gateway: null L

Ethernet adapter: T9

Adapter speed: null [V]

Cancel | He|p|

&] Done S D nternet

Figure 4-37 Unique Virtual I/O Server deployment information

On the first attempt to deploy a Virtual I/O Server partition you must select a resource name
by first clicking New Install Resource.

Important: Figure 4-37 is referenced several times in succeeding topics of this chapter.
However, the error indications shown here, identified by white x on red background icons,
will disappear as the errors shown in Figure 4-37 are resolved in these succeeding topics.

Figure 4-38 shows the window presented by clicking New Install Resource.

€] https://9.3.5.228 - localhost: New Install Image Resource - Deploy... E]@
Ea
Use this dialog to define a new install image resource on the HMC. i
MName: * vios1.4.0.0 1
Location: vios1_res j
Description: [VIOS install resource
Cancel @ [VJ
@ Done é 4 Internet

Figure 4-38 Set resource name
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At the time this book was published you must enter vios1.4.0.0 for the name field.

You also must enter the HMC disk directory name (containing the Virtual I/0O Server image) in
the Location field, which you specified back in 1 on page 130, under 4.4, “Deployment of
Virtual I/O Server on HMC” on page 129.

If you have not completed the first step of doing the OS_install command, the Location field
would be blank. You would have to go back to the first step and start over. When the name is
entered correctly, click OK to return back to Figure 4-37 on page 139.

Now you must complete the network information needed to install of the Virtual I/O Server
code, as indicated by the white X on red background icon under Operating Environment
Install Settings.

Click Modify Settings, which leads to a window such as the one shown in Figure 4-39, which
initially contains some information you specified previously for your Virtual I1/0O Server
partition, but is also missing some parameter values.

@] https://9.3.5.228 - localhost: Modify Install Settings -... (- | O/
AL

o
| Modify Install Settings ~ Deploy System Plan Wizard [l

Modify the install settings below.
Partition name: LPAR1
Profile name: LPAR1
Install target: P1-T14-L8-LD

Metwork settings
IP address:® ||

Subnet mask: = |

Gateway:™ |
Ethernet adapter: To
Adapter speed:™ [ j

Adapter duplex:™ [ 'J
Cancel ||Help |
&] Done Z @ nternet

Figure 4-39 Enter network information
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In Figure 4-40, we have entered the IP address, subnet mask, and gateway parameter
values, as previously discussed in Figure 4-29 on page 133 and Figure 4-30 on page 133.

€1 https://9.3.5.228 - localhost: Modify Install Settings -... |- ||01/[&3

~

Modify Install Settings - Deploy System Plan Wizard

Modify the install sethings below.
Partition name: LPAR1

Profile name: LPAR1
Install target: P1-T14-18-L0

Network settings
IP address: > 9.3.5.234

Subnet mask:™ 355 355.255.254
Gateway:™ |g_3_4_1|

Ethernet adapter: To
Adapter speed:™ [ i j

Adapter duplex:™ [ o j

Cancel | Help -
@DC‘”E S D internet

Figure 4-40 Filled in information

Click OK, which returns us to a window (not shown in this book) similar to the one shown in
Figure 4-37 on page 139, but with the missing information now completed and the error
messages no longer showing.

On that window click Save. Figure 4-41 shows the window to save the updated install
information in our system plan file.

Eas
_Save Modified Operating Environment Install Information
Click OK to save the modified install information to the specified system 3
plan file.
System (Regpe: [V10S test.sysplan
Cancel || Help [VJ
&] Dore 2 @ nternet

Figure 4-41 Save changes

Enter or verify your system plan name to be saved. Click OK.

This returns again to the window (not shown) similar to the one in Figure 4-37 on page 139,
but with no error messages.

Once the information is entered and saved, you are ready to start the deploy of the Virtual I/O
Server install.

You can start the deployment from the window show in Figure 4-37 on page 139.
Alternatively, you may have previously attempted a Virtual I/O Server deployment and failed

for some reason. In that case, you have probably already validly entered the install image and
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IP addressing information, so you could start the deployment process using the window
shown in Figure 4-35 on page 137, which is repeated here in Figure 4-42.

In any case, click the Deploy button. The automated deployment process begins.

Operating Environment Install Deployment - Deploy System Plan Wi - Microsoft Internet E.... [~ |[01/Ed)

Operating Environment Install Deployment - Deploy System Plan Wizard

Use this page to specify which operating environment install plan actions to deploy on the managed system. Only the checked
plan actions will be deployed. Select a row In the operating environment install plan actions table to view more details about the
plan action.

Operating Environment Install Plan Actions

Select| Dependency Hierarchy| Partition| Profile| Plan Action
C 1.1 LFAR1

LPAR1 Operating Environment vios

| Operating Environment| Deploy| Status |
Required

Deployment Step Order

This table displays the operating environment install deployment steps that will be peformed based on the items
checked in the Operating Environment Install Plan Actions table.
Deployment Step

Partition LPAR1 - Operating Environment vios
Storage Pool LPARL

Storage Pool LPAR1

Shared Ethernet Adapter LPAR1

Backing Device LPAR1

@ Dane

Figure 4-42 Select the install resource

S & nternet
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Figure 4-43 shows the initial stages of the system plan. Remember that there could be
partitions in addition to a Virtual I/O Server partition within the same system plan.

You see two areas of information:

» Deploy Progress area
» Messages area

The window refreshes approximately every 10 seconds with the newest step status and

messages appearing at the top of each area. That is, newest at the top with older status and

messages in the lower portion of each area.

€] https://9.3.5.228 - js21a1: Deployment Progress - Deploy Syste...| - |[0 )

Deployment Progress - Deploy System Plan Wizard

Al Deployment status: In Progress
‘I|\"
Note

Please DO NOT perform any other actions on this managed system while
deployment is running.

System plan: viosupdated3.sysplan
Managed system: p5+-9133-35A-SN10D1FAG

Deploy Progress

Status |5tep

Successful  Backup existing partition configuration data
Successful  Partition LPARL

Successful | Partition Profile LPARL

Successful  Partition LPARZ

Successful | Partition Profile LPAR] Virtual SCSI Adapters
Successful | Partition Profile LPARL Virtual Ethernet Adapters
Successful | Partition Profile LPAR1 Virtual Serial Adapters
Successful  Partition Profile LPARZ

Successful  Partition Profile LPARZ Virtual SCSI Adapters

Successful  Partition Profile LPARZ Virtual Ethernat Adapters M
Messages

* Tue May 15 15:38:38 2007 Monitoring vios install A

* Tue May 15 15:38:38 2007 rc =]

for /opt/hsc/binflpar_netboot =0

* Tue May 15 15:38:38 2007 STDOUT
(fopt/hsc/bin/lpar_netboot): Ipar_netboot: The network
boot ended in an error.

* Tue May 15 15:37:34 2007 STDOUT
(fopt/hsc/bin/lpar_netboot): # bootp sent over network.
* Tue Mav 15 15:34:55 2007 STDOUT

<

-
" 1) | [#]
Stopl Clnz= | Help |

f;? Jasc Paint Shop Pro

Figure 4-43 Starting the deploy process in log page
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The next steps of the automated deployment are the same for all partitions until the step
when installation of the Virtual I/0O Server software is being performed. Figure 4-44 shows
some messages indicating that the net booting of the Virtual I/O Server partition is being
done.

] https://9.3.5.228 - js21a1: Deployment Progress - Deploy Syste... |- |[0/E3

Deployment Progress - Deploy System Plan Wizard

Deployment status: In Progress

Note
Please DO NOT perform any other actions on this managed system while
deployment is running.

System plan: viosupdated3.sysplan
Managed system: p5+-9133-55A-SN10D1FAG

Deploy Progress

stahe Sy T 5
Successful | Backup existing partition configuration data -
Successful  Partition LPAR1

Successful | Partition Profile LPAR1

Successful  Partition LPARZ2 ”
Successful | Partition Profile LPAR1 Virtual SCSI Adapters

Successful | Partition Profile LPAR1 Virtual Ethernet Adapters L
Successful | Partition Profile LPAR1 Virtual Serial Adapters

Successful  Partition Profile LPAR2

Successful  Partition Profile LPARZ Virtual SCSI Adapters

Successful | Partition Profile LPARZ Virtual Ethernet Adapters [
Messages
* Wed May 16 10:02:08 2007 'A]

Executing: fopt/hsc/bin/lpar_netboot -t ent -m
000d6051¢c442 -D -5 auto -d auto -S 9.3.5.228 -G
9.3.4.1 -C 9.3.5.234 "LPAR1" "LPAR1" "p5+-9133-55A-
SN10D1FAG"

* Wed May 16 10:02:08 2007 Netbooting client vios

* Wed May 16 10:02:08 2007 rc for Jetc/init.d/syslog =

i]
* Wed Mav 16 10:02:08 2007 STDOUT Iﬂ
1< i | []
Stopl = | HEIpl

-&hl Done é t Internet

Figure 4-44 Log page of the progress of deploy

At this time there is a wait for the Virtual I/O Server system to install the root portion of the
operating system and then it does a restart before the system is installed. This installation is
from the Virtual /0O Server image that was loaded as a first step. A Network Installation
Management (NIM) of the Virtual I/O Server takes place.
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The source matches the name from the HMC image and the target is the assigned IP address

given previously. Figure 4-45 shows an updated progress view of installing a Virtual I/O

Server.

[Cg Vasu desktop

Control  View Help

&

Hardware Management Console

,W’Ymn— @ https:/7/9.3.126.191:8443 - lparZsimple: Deployment Progress - D... g@
Tl

< 1l

-~
= AE Systems Management
= S RPN Deployment status: In Progress
E 93 -'l|\: : Active -
] 9 Select 3B}~ Profic 4 | Environment
E fap-vdeptp6.upt O tote o AIX or Linux
Please DO NOT perform any other actions on this managed system while - bl
E Z:re:;r-ﬁ11-SZU-SIJ1UE128F [ deployment is running. 0 AIX or Linux.
Custom Groups a 0.5/ vios1 Virtual VO Server
E‘D i System plan: l4cec_demo_191.sysplan
.E_ e Managed system: ldcec
:-ﬁﬁ Service Management DeployRrogress
2 Updates Status | Step
Successful Backup existing partition configuration data i
Successful Partition VIOS1
Successful Partition Profile VIOS1
Successful Partition LPARZ
Successful Partition LPAR3
Successful Partition Profile Y1051 Yirtual 5C51 Adapters
Successful Partition Profile Y1051 Virtual Ethernet Adapters
Successful Partition Profile Y1051 Yirtual Serial Adapters
Successful Partition Profile LPARZ :‘;_
Successful Partition Profile LPARS v
Messages
* Gathering system inventory from existing partitions [
on managed system l4cec in preparation for
operating environment install.
Tasks: l4ci Virtual serial adapter not deployed. Virtual serial
Prope adaDLe! lal|e§d_.- deployed for slot 0 on profile LPAR3
= Opera of Fal'l‘ltltlﬂ 3 on managed system ld4cec 5
B0 * Virtual Ethernet adapter deployed for slot 2 on
IE profile LPAR3 of partition 3 on managed system l4cec.
= Virtual SCSI adapter deployed for slot 3 on profile [
adl [ >
Ut
pai [ - I =
Config|&] bane S| @ nternet
Connections

Figure 4-45 Start of Virtual I/O Server install

Once the Virtual /0 Server software has been installed, the provisioning of its resources

takes place. This includes creating the following according to your Virtual /0O Server

partition’s configuration settings for:
» Shared Ethernet Adapter

» EtherChannel
» Storage pools

» Backing devices (for example, CD/DVD device, physical disks, SAN-attached logical

volumes)
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Once all of the provisioning has completed for that specific Virtual I/O Server partition, a
message appears indicating this. If more than one Virtual I/O Server partition is to be created,
the deployment of the next Virtual 1/0O Server partition is started. The Virtual 1/0 Server
partitions are done in sequence.

[ vasu desKtop = I=ES

Control  View Help

&

B system Plans

£2 HMC Management

o

('-ga Service Management

ﬁA Updates

Hardware Management Console

Deploy System Plan

-~
B welcome Contents of: l4cec Deployment Progress - Deploy System Plan Wizard
= Systems Management
= S g g 1s, Deployment status: In Progress
B <
] Select # | Name nvirenment - | Re|
E 9.3 79 Note
fep-vdeptpS.upt [} Bl Leare Please DO NOT perform any other actions on this managed system whils P or Linux oo
l4cec Bl EII LPARS deployment is running. BIX or Linux 00
E Server-9111-520-SN10E128F E —
o L 2 ] Bl viost Wirtual VO Server oo
Custom Groups ‘ System plan: l4cec_demo_191.sysplan

€] https://9.3.126.191:8443 - |par2simple: Deployment Progress - De... ﬂ@

Managed system: ldcec
Deploy Progress
Status | Step i
Successful | Backup existing partition configuration data ~ =
Successful | Partition VIOS1
Successful | Partition Profile VIOS1
Successful | Partition LPARZ
Successful | Partition LPAR3
Successful | Partition Profile VIOS1 Virtual SCS| Adapters

Successful | Partition Profile VIOS1 Virtual Ethernet Adapters
Successful | Partition Profile VIOS
L
L

Virtual Serial Adapters
Successful | Partition Profile LPARZ

Successful | Partition Profile LPARS v

Messages

Installing Operating Environment vios on partition [

VIOS1
* Gathering system inventory froi
Tasks: l4cec [taskspad.action.e afl manased o
operating environment install.
Properties * Virtual serial adapter not deployed. Virtual serial

El Operations adapter already deployed for slot 0 on profile LPAR3

of partition 3 on managed sys
irtual Ethernet adapter deployed for slot 2 on =
< >

lcec.

LED Status
Schedule Operations
Advanced System Managd

2}

Utilization Data

Rebuild ﬂ =
Change Password
Configuration &] Done S| @ mnterret
Connections v
A [)

Figure 4-46 Completion of the Virtual I/O Server deploy

This ends our coverage of defining and deploying a system plan with a Virtual 1/0 Server
partition defined.

4.5 Deployment on Integrated Virtualization Manager (IVM)

IVM is a specialized Virtual I/O Server partition that, by its definition, owns all system
resources that may be partitioned. Essentially, IVM on a system is mutually exclusive with
managing the system with an HMC. Both cannot be in effect at the same time.

IVM provides a very robust set of partitioning functions for AIX and Linux partitions, but this
function set is a subset of HMC capabilities. Providing more details on IVM capabilities and
comparing partitioning capabilities between IVM and an HMC is beyond the scope of this
publication.

146 IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning



However, you should know that the System Planning Tool Version 2 supports planning and
configuring and ordering a system managed by IVM.

IVM installs Virtual I/O Server as the first partition instead of using the HMC. This partition
controls all of the hardware. It provides Virtual SCSI and virtual Ethernet to the other
partitions. IVM has a Web interface to its management capabilities. IBM Systems Hardware
Information Center and Integrated Virtualization Manager on IBM System p5, REDP-4061,
provide additional information.
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System Planning Tool Version 2
and Workload Estimator

This chapter provides instructions to the interface of SPT V2 and Workload Estimator (WLE).

With the interface from SPT V2 you can link between SPT and WLE to:
» Add a new workload to an existing partition.
» Add (create) a new partition with one or more new workloads.

» Consolidate one or more systems or partitions onto a different system with a new partition
configuration.

» Importing PM for System i (new browser interface used in this book now termed IBM Web
Sales Tool) allows you to bring in current performance information to create partition
requirements.
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5.1 Sample use of SPT V2 and WLE from performance data

The following examples go through a series of windows and discuss options that include
bringing summarized performance data from the IBM Web Sales Tool (software and services,
formerly known by several other names, such as PM/400, PM eServer for iSeries, and
recently as IBM Performance Management (PM) for the IBM i5 and IBM p5) into an SPT V2
system plan.

As summarized in our example, each i5/0S partition had the PM sofiware installed and
active.

Each i5/0S partition has the software installed to collect performance data and send that data
to IBM on a specified time frame. By using IBM Web Sales Tool you can select the system or
partitions to bring down to WLE. Save the data in a directory on your PC. This data can be
from a partitioned system or from multiple systems to be consolidated. The interface is
started from SPT V2 installed on a workstation.

If you start in WLE first, the option to bring the result from WLE into SPT V2 is not available.

Figure 5-1 shows the first SPT V2 window with “Based on existing performance data”
selected.

@lBMSystem p[anmngToolM]crosoftlnternetl-:xp[orer rrr— - —— [;]@

IBM System Planning Tool

System plan: Unnamed System Plan

Create a New System Plan

Mame your new system plan and choose what method to use to add the first systam.

System Plan Propertias

* Mame: :New system plan

Descripticn:

Characters remaining: 256

First Systam

How would you like to create the first system?
O Create 2 new system (advancad)
Ceazed on 1BM-supplied sample systems=s
® Based on existing perfarmance data

(OBased on newi vorkloads I want to run

* Required field

[Carcet | [Belp
Figure 5-1 Chose to start WLE for collected performance data
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The steps are:

1. You need to load the PMdata into WLE. The window to start loading the data looks the
same if you start in WLE except there is no mention of the SPT V2. Figure 5-2 shows the

interface window.

plan - IBM System Planning Tool - Microsoft Internet Explorer

1BM System Planning Tool

System plan: MNew systern plan

Add System Based on Existing Workloads

Use the IBM Workload Estimator tool to create a system based on existing workloads.

The IEM Werklead Estimater tool contains its own navigation. Te complete system planning, finish planning werkloads and sslact a systam.

Click Cancel to return to the System Planning Tool, | Cancel *

IBM Systems Workload Est_imalor i‘
System Planning with Workload Estimator

When planning for a replacement system, an vpgrade, or a consclidation, a sizing should be done using
the Workload Estimator. One of the best ways to characterize the workload on the current system is to
use measured performance data.

The Estimator has the capability to restore actual measured performance data that originates from an
IBM System i5 or System pS. Follow these steps to restore the previously saved measured data,
estimation, or workload:

1. Enter the name of the file that contains the data or use the Browse button to help locate the file.
2. Press one of the two buttons on the bottom of the screen depending if vou want to add this to
wour current estimation or if you want to start a new estimation.

For more information for the various sources of performance data, see the Restore Mea
text.

I Browse... I

@ Addtocurrant astimation (gg) Create antiraly naw estimation

v

€

®

\':'J Unknown Zone {(Mixed)

Figure 5-2 Import the performance data from the PM tool
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2. Click Browse and a selection of files that are on your PC are presented to you. Figure 5-3
shows the collected files of performance data we use in our examples. You can chose a
system to consolidate the partition data. The partitions data should have the extension of
a two-digit number appended to the end (00—99).

Choose file
Look in: Itul' Removable Disk (D) LI = B & BE-
A £330 Traveler @] 10-3999903.htm
I_é‘ L3257 ] 10-5999904.htm

My Recent  |@]10-9838501-2.htm 8]world.dac
Documents |8 1559890 1.htm
?E ] 10-5898502- 1.htm
- & 10-5898802-2.him
Desktop & 10-8838903-1.htm
& @] 10-5898803-2.him
i ] 10-5898504- 1.htm

I"!'I:.'[; ) &] 10-5898804-2.him
DCUMENLS

] 10-5898507- 1.htm

& &] 10-3895307-2.htm
: £110-8999900.htm
iomlil & 10-5399901.him

] 10-9999902.htm

-

My Network File name: I'I 0-5555500 htm _V_I Open |
Places
Files of type: |K: Files {**) L] Cancel I
2

Figure 5-3 Browse for the desired performance data
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If only one system is desired, you can continue in WLE. However, if more systems or
partitions are desired, select the option to Restore Saved Estimation until you have
completed adding all systems or partitions. Figure 5-4 show the window to select the
option to add more systems.

— By default, if you import different systems or a partition of a system they will show as
one file per system with a partition and a workload. To present a single system with
multiple partitions with their workload requires moving the partitions to the first system.

— With the new IBM Web Sales Tool the systems and partitions go directly to WLE. The
PMiSeries tool would place the information on your PC then go to WLE. With the new
system you would have to save your workload in WLE to be able to use SPT to use the
option work with collected data.

1BM System Planning Tool

System plan: New systern plan

@ New Sy'stem plan IBM .Sg;;{éﬁ'.lnl.islanning Tool - Microsoft Internet Explorer -

Click Cancel to return to the System Planning Tool. | Cancel

Add System Based on Existing Workloads

Use the IBM Workload Estimator tool to create a system based on existing workloads.

The IBM Workload Estimator tool contains its own navigation. To complete system planning, finish planning workloads and select a system.

= Mew System i estimation
- Mew System p estimation
- Mew System x estimation

moadify the structure of this

= MySolution
&3 Tier =1 Syetem i

# Continue

Workload Selection HelpfTutorials

- Options

+ Edit Estimation Info

estimation,

- 3 PRODA (1 interval defined)
, 15/05™ - W5R4, LPAR Shared Proc

IBM Systems Workload Estimator .;.

- Tier: Add, Move, Delete

- System: Add, Move, Delete

- Partition: Add, Move, Delete
- Workload: Add, Move, Delets

Shown below is the structure of the current estimaticn. Use the opticns shown in the tabs above to

[v]

@ javascript:pressGotoButton(59553, 54);

®

‘Q Unknown Zone {(Mixed)

Figure 5-4 Restore saved estimates to add more performance data
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3. After all desired systems or partitions are added to WLE you can click Continue. However,
if you want the system to be in a single system at the end, you have to move each partition
up to the first system. Select the option to move partitions. After moving the partitions
make sure to click Return. On all the options to add, move, and delete remember to click
Return.

] New system plan - IBM System Planning Tool - Microsoft Internet Explorer - [._][i]w

IBM System Planning Tool

System plan: New system plan

Add System Based on Existing Workloads

Use the IBM Workioad Estimator tool to create a system based on existing workloads.

The IBM Worldead Estimator tool contains its own navigation. Te complete system planning, finish planning werkloads and select a system.

Click Cancel to raturn to the System Planning Teol, |_Cancel '

IBM Systems Workload Estimator 58

Workload Selection
llove Partitions

Directions: Locate the partition whose position with the estimation is to be changed. Then use the UP
icon (/&) ) or the DOWN icon () focated next to the name.

Note: When a partition is moved, all of the workloads that are assigned to it will move along with it.

123 MySolution
w23 Tier #1 System i
- £ HOSTAILX (1 interval defined)
Loy A Partition: HOSTALX, iS/05™ - VSRe, LPAR Shared Proc
(1 HOSTAIX VSRIMO
"~ [ HOSTAIX VSR3MO
~ &3 FFMDRCOL (1 interval defined)
i g K} ) Partition: FEMDRCOL, iS/05™ - VSR4, LPAR Shared Proc
[ FFMDRCOL WSR3MO

£ APPDEV (1 interval defined)
L g3 D ) Partition: APPDEV, iS/OS™ - VSR4, LPAR Shared Proc

B D APPDEW W5SR3MO
~ £ GMIDEV (1 interval defined)
a 'i} Partition: GMIDEY, i5/Q5™ - WSR4, LPAR Shared Proc
b [ GMIDEV VSRIMO

(@ Return

| Cancel | |Help

Féj Done &, | 89 unknown Zone (Mixed)
Figure 5-5 Partition information move to top system
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4. In our example we have set up multiple partitions in a single system. Once the partitions
have been moved, some of the original systems do not have any workload. These need to
be deleted. Select the option to delete a system. Make sure that all systems without
workload are deleted. Figure 5-6 shows systems that need to be deleted.

&1 New system plan - IBM System Planning Tool - Microsoft Internet Explorer

mEX

Delete System

Workload Selection

the name.

deleted.

=9 MySolution
L E9 Tier £1 System i

Directions: Locate the system that is to be deleted, and press the Delete icon ( ' } located next to

Mote: When a System is deleted, all the worlloads and partitions contained by that system will alzo be

Lo 25 HOSTALX (1 interval defined) a

- 3 Partition: HOSTALX, i5/05™ - WVSR4, LPAR Shared Proc
b [0 HOSTAIX VSR3IMO
“ ([ HOSTAIX WSR3MO

- @ Partition: FFMDRCO1, i5/0S™ - VSR4, LPAR Shared Proc
“ [ FFMDRCOL VSR3MO

- @ Fartition: APPDEVY, i5/05™ - W5R4, LPAR Shared Froc
[ APPDEV WSR3IMO

o @ Fartition: GMIDEY, i5/05™ - W5R4, LPAR Shared Froc
L 2 GMIDEV wSR3MD

o) FFMDRCOL {1 interval defined) *
~ @ APFDEV (1 interval defined) *
“ @ GMIDEY (1 interval defined) *

d Cancel

Cancel | [Heiol

)

@ Done

®

‘-J Unknawn Zone {Mixed)

Figure 5-6 Delete excess systems

5. Next you accept or change the default parameter values that WLE uses to determine the

upgrade for a system. Some options are:

OS version

DBCS support

Disk protection

Disk arm busy

Target processor utilization
Target 5250 utilization
Target LPAR CPU utilization
Disk full percent

Disk controller

Drive speed

Model family for upgrades

Chapter 5. System Planning Tool Version 2 and Workload Estimator
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Figure 5-7 shows most of these options. You can click at the bottom of the window to
change the options permanently or just use the changes during this analysis. Once
selected, you are presented with the details of the collected data.

] 1BM Systems Workload Estimator - Microsoft Internet Explorer

i Fle Edit View Favorites Tools  Help

@Back -9 E \ O search g Fovorites ) (

: acdress [&] nttp:

= U3

v-012.ibm.com/wle/EstimatorServiet M co

£ Links @1 IBM Business Transformation Homepage @1 IBM Internal Help Homepage @ IBM Standard Software Installer @'l Search the Web with Lycos 83 Windaws Marketplace : @ &

United States [select] Terms of use

[ e

s & solutions | Support & downloads | My account

2k G2MayDT wwwBiz IBM Systems Workload Estimator ;!

Why IEM Syst SyStem I User Optlons

BladeCenter
Base Caleulation Defaults
lection

Cluster servers.
‘ Most Recent (i5/05™ - WER4)

Home Products.

Mainframe

System is
OpenPower servers

Intel processor-based
servers

UNIX servers
Solutions
Storage
Support

Developers 25 gz 8205

i

Education

Literature

News and events

Related links
Warranty info
alphaworks
1BM Business Partners

Wote: Drag the top of esch green bar to adjust the values. (See

—:) 85 %

(811 Defauk (04 Feature #2750) [v]
Select which Eamilv to target the sizing against | 181 Detaut (515, 520, 525, 550, 570, 595) [ ]
Results Display L
S Drondoan [ system Model

[ system Rating

ChmHz

Ek:m—e; =

&] B Internet

Figure 5-7 User options
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6. The detail data of each partition is shown. This data can be modified to reflect a heavier
workload on CPU, interactive, memory, and disk. Figure 5-8 shows the fields that can be
changed. The data point reflects the current trend data on a graph. If the trend is negative,
the field shows a negative value. This can be a problem in the growth system that is
projected. You need to understand whether workload or disk are being removed.

IBM System Planning Tool

] New system plan - IBM System Planning Tool - Microsoft Internet Explorer

System plan: New system plan

Add System Based on Existing Workloads
Use the IBM Workload Estimator tool to create 3 system based on existing workloads.
The IBM Worldoad Estimator tool contains its own navigation. To complete system planning, finish planning workloads and select a system.
Click Cancal to raturn to the Systam Planning Tool. | Cancel '
IBM Systems Workload Estimator .!. [
[ oot Workload Definition
- HOSTAIX VSR3MO « FFMDRCO1 VSR3MO + GMIDEV VSR3MO
- HOSTAIX VSR3MO0 - APPDEV VSR3MO
- Options - Reset This Workload - Save This Workload - Edit Workload Name
- Modify Intervals
HOSTAIX V5R3MO Partition Mame: HOSTAIX
i5/05™ - V5R4
P11 Workload Definition LPAR Shared Proc
1. Svstem Information: Company Mame:
Serial: 10-00CDDOL
13 months of data available. Model: 570-8338/7749
Most recent entry:2007-01-01 | 2ordre! 7749
System CPU: 12.4 % of 15,550 CPW
5250 OLTF CPU: 0.0 % of 15,180 CPW
Humber o s 40
Operating i5/05™ - VSR4
Memory: 117,248 MB installed
Disk Group Info:
Busy , .. Used Total
Group [y wunits (SR L0R)
Group A 1 77 2,780 3,878
2. Will this workload be changed to use WebkFacing or HATS Suppart? O webFacing
O HaTS
(o™
3. Growth Information: e Memorv Growth Matehes:
2873 crwsMonth O
-EU 151,631 CPW/Month O
ELL [1se.505 fMonth O]
1465.575 MB{Month O (Grow
Independently)
_ Group _storage  IMFerred | pead Re2d  were Write B
< N E))
@ &, | 49 unnown Zone (Mixed)

Figure 5-8 Partition data

In our example, several PM for System i workloads have been imported and we have
processed WLE screens up through the last workload (HOSTAIX V5R3MO0) window. At the
bottom of this WLE window there are four buttons available (not shown in Figure 5-8):

Back

Advanced Growth Options
Detailed Data

Continue

You can click Continue to proceed to the estimator results window showing an immediate
solution and a growth solution.

Chapter 5. System Planning Tool Version 2 and Workload Estimator 157



Before doing that, however, we show you an example of WLE's Advanced Growth Options
window (Figure 5-9) and Detailed Data window (Figure 5-10 on page 159).

The data point reflects the current trend data on a graph. If the trend is negative the fields
show a negative value. This can be a problem in the growth system that is projected. You
need to understand whether workload or disk are being removed. You see the relationship
of the data in Figure 5-8 on page 157 and the data in Figure 5-9, which can help to make a
determination if the data needs to be changed. To return click Continue.

1BM System Planning Tool

System plan: New system plan

Add System Based on Existing Workloads

Use the IBM Workdoad Estimater tool to create a system based on existing werkloads.

The IBM Weorklead Estimater tool contains its own navigation. Te complete system plannina, finish planning werkleads and zelect a system.

Clicke Cancel to return te the System Planning Tool, | Cancel *

T Pttt ~
Workload Selection Workload Definition L‘
+ HOSTAILX W3R3MO = FFMDRCO1 W3R3MO = GMIDEV V3R3MOD
+ HOSTAIX WSRIMO - APPDEV WSR3MO
- Options - Reset This Workload - Save This Workload - Edit Workload Mame
- Modify Intervals
HOSTAIX VSRSMO Partition Mame: HOSTALX
i5/05™ - WSR4
l\dvanced Growth Options LPAR Shared Proc
Disk Storage
e [iata Points s | jnear Best FitLine wenen Projected Future Srowth
& s, Current Future Merory
1 _— Total Trend Growth Total  Matches
Pl Interactive CPU [eoer lmm fessr €
5 3447
\Tr’ . i Mon-Interactive CPU |2zea.se 151.€ 1s1.€ |esem.gz €
E_ 2= Total Systern CPU !:275.91 I;se.s 134.5 [2e0s.86 %
g #1347 Memory ]"""2"5 I”“' - Ilee“é' reﬁrdog\é%ndentw
E 17235
o Gioup & vl
12328
o o Disk Arms |72.547 2_287 D 2285 [111.5€7
4304 ) afge |:ass.s: |2:s.: z25.2 |5599.05
" Jar Feb War Apr Way Jun Ia Fug Sep Ot Wov Do dan
08 o7
H B B B B N B N NN N NN
Months To Grow: |12
Deselect A0 Drata

[v)
A Y [v)
@ x 'ﬁ Unknown Zone (Mixed)

Figure 5-9 Data graph
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7. You can also look at the detailed data to see the collected data days. You can change the
disk controller, disk protection, and disk speed on the collected data. If you change the
information you have to select to enable the change. Always use Return or Continue to
return to the previous window or to continue to the next window. Figure 5-10 shows the
window for the detailed collection periods.

Add System Based on Existing Workloads

Use the IBM Workdoad Estimater tool to create a system based on existing workloads.

The IBM Workload Estimater tool contains its own navigation. Te complete system planning, finish planning workloads and select a system.

Click Cancel to return te the System Planning Tool, | Cancel i

Detailed Data

HOSTAIX VER3MO P o Vane -

LPAR Shared Proc

Mote: In the table below, cells that have a grey background have been disabled using the Advanced

Growth Options on the previous page.

(D::frv— 5250 OLTP  Non-Interactive Dystem
rdndr;I CPW C CPW C Consumed
2006-01-01 1z.00 969.52 9581.52
2006-02-01 1.09 68.04 69.13
2006-03-01 0.13 28.36 28.55
2006-04-01 2.1% 37.76 39.95
2006-05-01 0.00 26.27 26.27
2006-06-01 0.582 36.21 37.03
2006-07-01 35.76 1,280.20 1,315.96
2006-058-01 17.10 1,697.95 1,715.09
2006-09-01 S6.41 1,514.27 2,010.68
2006-10-01 21.77 2,266.13 2,287.90
2006-11-01 24,88 2,062.62 2,087.50
2006-12-01 39.47 1,548.30 1,887.77
2007-01-01 6.07 1,922.13 1,928.20 L

Disk Group Information: Group A
104 Feature #2720

s | Mo Protection |+ || 15,000 RPM [+ | selsct Action

Date

- Attachment st Inferred Read Read Wit Write
yyyy Protection u °";(QGEB) Disk Arm I/0's [23% 10Size (M€ 10Size
rdndr;I Type e Consumed ps {bytes) ps {bytes)
I0A Feature #2780 1,744.16 L.71 MiA LTS MiA MiA
2006-01-01 Mo Protection
15,000 RPM
I0A Feature #2780 151.4%9 0.14 MiA MiA LTS MiA
2006-02-01 Mo Protection
15,000 RPM |
IC0A Feature #2780 156.29 0.07 NiA LY NiA MiA
2006-03-01 Mo Protection
15,000 RPM [+]
A 1 03] [v)
@ Done - ‘:ﬂ Unknown Zone (Mixed)
Figure 5-10 Detail partition data
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8. You can select the upgrade path for WLE to find the best fit for the upgrade
shows the selection options.

. Figure 5-11

&1 New system plan - IBM System Planning Tool - Microsoft Internet Explorer

Selected System

Choose Base System

An existing systemn has been chosen as one of the workloads. Please make a selection below.

If you chose one of the existing systems, then after all the processing requirements of the various
workloads have been calculated, the system =selection algorithms will attempt to give preference to the
selected system or a system on its upgrade path.

Workload Name System Model gf;fﬂmj
HOSTALX VSR3MO 570-8338/7749
PM 1 570-8338/7749
FFMDRCOL WVSR3MO 570-8338/7749
APPDEV V5R3MO 570-8338/7749
GMIDEV VSR3MO 570-8338/7749
Do not limit selection based on uparade path information from any existing

system. Size to any possible system.

Back

G

| cancel | [Helo]

)

€l

% ‘:ﬂ Unknown Zone (Mixed)

Figure 5-11 Select system for upgrade
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9.

If you click Back on this window you will go back to the detail data window for additional
changes. When you click Select, WLE selects a system for the immediate upgrade and
one for a growth upgrade. See Figure 5-12 for the selection. On this window you can
create a PDF report of the selected system, save the workloads, go back to change a
workload, or chose a different model for the upgrade.

& Printable Version

- Retired Sizing

@] New system plan - IBM System Planning Tool - Microsoft Internet Explorer
T T = 7

- Modify/\Visualize
System

- External Storage

(1) Call Me Now

Selected System

« Options

£

« Save all Worldoads

+ Recalculate

Mumber of Systems:
Processor CPW:
5250 OLTP CPW:
Cores:

CPU Utilization:
Cperating System:
Software Pricing Tier:
Memory (MB):

Dizk Drives (arms):
Capacity (GB):
Processor:
LPAR-able:

Immediate Solution

[ The 570-8338/7748 can handle |
| the defined workloads NOW.

Growth Solution

1@
9
804 -41x
7
B 1%
i [24x
¥ 4
30l 8%
& 3%
1
5]
| It can alse handle the specified !
\ growth. |

J Flan Immediate System

& FPlan Growth System

Model/Feature: |57-3—5333_.-'774a 18700718700 [v] |57-3—a333_-'77:_—:

1€700/1L€T00 :‘l

1
16,700 {for 4.0 cores)
16,700 (11%: utilized)
4 cores of 4-8
35%
refer to LPAR detail
P40
167,369 of 262,100
34 of §22
17,943 of 118,300
IBME® PowerS+
Yes, Dedicated or Shared

1
16,700 (for 4.0 cores)
16,700 {20% utilized)
4 cores of 4-8
59%
refer to LPAR detail
P40
187,286 of 262,100
30 of 822
32,210 of 118,300
IBME® PowerS+
es, Dedicated or Shared

<]

[v]

5

| cancel | [Helo]

(]

€

2

‘-J Unknown Zone (Mixed)

Figure 5-12 WLE selected system
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10.If you are satisfied with the result then chose either the immediate or growth model to

return to SPT V2. Figure 5-13 points out the selection options.

New system plan - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

System plan: New system plan

Add System Based on Existing Workloads

Use the IBM Workload Estimator kool to create a system based on existing workloads.

The IEM Workdoad Estimator tool contain

Click Canzel to rsturn to the System Planning Teel, | Cancel '

it= own navigation. To complete system planning, finish planning worldozds and select 3 system.

) Download PDF
& Printable Version

+ Retired Sizing

- Choose Base System - Edit Estimation Info
- Modify/Visualize - Options

System

- External Storage
(33 Call Me Mow

Selected System

- Change Growth Factors

- Save all Workloads

- Recalculate

Rorailable

GHIDEY VSR3HO
APPDEY VSR 3HD
FFHDRC®T VSR3IHG
PIi #1

B HOSTRIX VSR3HG

Model/]

Immediate Solution
i1

Growth Solution
i1

[ ¥he 570-8338/7748 can handle
| the defined workloads NOW.

It can also handle the specified

growth.

(‘ plan Immediate Svstem )

R Lestue, |5'-'D*6333/7746 15700/16700 Lﬂ

! d Plan Growth System )

570-3338/7748  14700/18700 [ﬂ

Mumber of Systems:
Processor CPW:
5250 OLTP CPW:
Cores:

CPU Utilization:
Operating System:
Software Pricing Tier:
Memory (MB):

Disk Drives {arms):
Capacity (GB):
Processor:
LPAR-able:

i
16,700 (for 4.0 cores)
16,700 (11% utilized)
4 cores of 4-8
35%
refer to LPAR detail

167,369 of 262,100
34 of 322
17,943 of 118,800
IBM® PowerS+
Yes, Dedicated or Shared

£i
16,700 (for 4.0 cores)
16,700 (20% utihzed)
4 cores of 4-8
59%
refer to LPAR detail
P40
187,286 of 262,100
30 of 322
32,210 of 118,800
IEM® PowerS+
Yes, Dedicated or Shared

[3]

@ javasaipt:pressButton(ImmCSDML,'0);

R | &9 unknown Zone (Mixed)

Figure 5-13 Chose immediate or growth system
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11.0nce you have made your selection, you are returned to System Planning Tool Version 2.
WLE has produced a system that needs to be completed. The selected system is
generated with the system partitions allocated, memory allocated, and the processor
allocations. The partition allocation and naming is shown in Figure 5-14.

] New system plan - IBM System Planning Tool - Microsoft Internet Explorer E]

IBM System Planning Tool

System plan: Mew system plan R Ml HOSTAIX (IBM eServer iS 9406-570) v

& Hardvare Networking 3 Storage @ Consoles Summary

Partitions
Partitions description

| @T:t;l partition memaory excesds svailable system memory by 512

Partition properties Processors & Mamory

Add Partitions

Number of partitions: 1 (36 available) |Add

Opersting system: | WSR4MO

Partitions (4 defined, 40 max)

Remove

Select  Name ID |Operating System

FFMDRCOL L
HOSTAIX 2
APRDEV 3
O [empev 4

[ok] [ apply | [ cancel | [ Report | [Helo |
Figure 5-14 WLE generated partition information

ooog

See Figure 5-15 for how the processors are allocated based on WLE analysis of the
workload of each partition.

€] System i - IBM System Planning Tool - Microsoft Internet Explorer u@m

IBM System Planning Tool

System plan: stermn i R EY Il HOSTAIX (IBM eServer iS 9406-570) %
MQ Hardwvare Networking @ Storage & Conscles Surnmary
Partitions

Partitions description

Partition properties Prn(essuls Memory

Processors Performance **

Physical processors: 8.00 Batch CPW: 21100 | Leenses

Active processors: 4.00  Interactive CPW: 21100 | i5/08 licenses required: 3
Unassigned processors:  1.50  Remaining batch CPW: 20664 | ATX licansas required: | 0
Shared processors: 2,50 Remaining interactive CPW: 0

Shared pool processors: .00 Recalculate

Pr. ors for Partitions
Processing units Sharing mode  Virtual processors Performance **

Name | 1D| Operating System|Shared Min | Desired | Max | Uncapped Weight Min Desired| Max | Interactive CPW| Interactive CPW nt| Batch CPW.
FFMDRCO1 1 VSR4MO 0.50 0.50 0.50 O 1 1 1 2087
HOSTAIX 2 VSR4MO 1.00 1.00 1.00 O 1 1 1 4175
APPDEV 3 VSR4MO 0.90 0.90 0.50 O 1 1 1 3757
GMIDEV 4 VSR4MO 0.10 0.10 0.10 O 1 1 1 417

** CPW calculations shown are approximations. For more accurate CPW values, the IBM Systems Workload Estimator (WLE) should be used.

[0k| | Apply || Cancel || gepart | Help |
Figure 5-15 WLE processor information
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12.Click the Memory tab for all of the partitions. Always verify that the memory allocations are
what you want. In Figure 5-16 you see the memory allocations by WLE in our example.

&7 System i - IBM System Planning Tool - Microsoft Internet Explorer g

IBM System Planning Tool

System plan: System i ISl HOSTAIX (IBM eServer iS 9406-570)

System 3 Hardviare Networking 3 Storage ¥ Consoles Surmmary v

Partitions
Partitions description

Partition proparties Processors

Memory
System memory (MB): 176128 %
168132
6400
1536

. [essiv]

Memory for Partitions

Memory (MB)
Name |ID| OperatingSystem| Min | Desired | Max

FFMDRCOL 1 W5R4MO 16640 16640| | 33280
HOSTAIX 2 VSR4M0 118272| | 118272 | 118272
APPDEV 3 V5R4MO 16640 16640| | 33280

GMIDEV 4 VSRaMO 16640 16640| | 22280

[0k| | Apply || Cancel || repart | | Help |
Figure 5-16 WLE generated memory allocation

You can always make adjustments in SPT for processor capacity as well as memory capacity.
The WLE output can be viewed as a good starting point for your full configuration under SPT.

You need to make further configuration specifications in SPT before the system configuration
can be ordered and later deployed when the system arrives from IBM manufacturing. This
includes completing configuration of items such as specifying the number of actual disk
controllers, disk drives attached to each controller, Ethernet hardware features, and card
locations for these features. You also need to select an i5/0S load source for any i5/0S
partition, a console type, any desired tape hardware, and so forth.

In this book we provide information about the range of SPT capabilities in Chapter 2, “System
Planning Tool (SPT) V2” on page 11.

When completing your configuration in SPT always save your own copy of the configuration
file used as input to the IBM Sales Configurator tool to verify the hardware configuration

received from IBM manufacturing. Also save the sysplan file itself to have it available to
deploy your LPAR configuration on that system.

5.1.1 Example of SPT V2 and WLE for new workload

In the second example we show the option to create new workloads in WLE. This time we
illustrate using a System p example.
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Once in WLE we take the option to create a new SPT V2 plan for a System p. Remember that
the only way to get to the WLE interface and to return to SPT V2 is to start in SPT V2.

Figure 5-17 shows the selection of the radio button for a new workload you would like to run.

The following windows show the steps to create a new System p with several new workloads.

£71BM System Planning Tool - Microsoft Internet Explorer E]@

IBM System Planning Tool

System plan: Unnamed System Plan

Create a New System Plan

Name your new system plan and choose what method to use to add the first system.

System Plan Properties

* Name: Mew system plan

Description:

Characters remaining: 256

First System

How would you like to create the first system?
O Create a new system (advanced)
QO Based on IBM-supplied sample systems
OEEEEd on existing performance data

® Based on new vorkloads 1 want to run

= Required field

Cancel ﬂ
Figure 5-17 SPT interface to WLE
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The steps are:

1. Once you leave System Planning Tool Version 2 and start a session in WLE, you are

presented with a System i option. To start a System p you need to select the option to
create a new System p system, as seen on Figure 5-18.

@ New system plan - IBM System Planning Tool - Microsoft Intéfnét .Ex.[.)l.()rer ' [;]
{BM System Planning Tool | .

System plan: New systemn plan

Add System Based on New Workloads

Use the IBM Workload Estimator tool to create a system based on new workloads.

The IBM Workload Estimator tool contains its own navigation. To complete system planning, finish planning workloads and select a system.

Click Cancel te return to the System Planning Tocl. | Cancel

IBM Systems Workload Estimator “i!
Workload Selection
- Mew System i estimation - Options - Tier: Add, Move, Delete
- Systemn: Add, Move, Delete
- Partition: Add, Move, Delete
- Workload: Add, Move, Delete

- Mew Svetem p ectimatiop + Restore Saved Estimation
- New System x estimation - Edit Estimation Info

Shown below is the structure of the current estimation. Use the options shown in the tabs above to
madify the structure of this estimation.

=Y MySolution

o B3 Tier =1 System i
: £ svstem 21 (1 interval defined)
3 Partition: Main 21, iS/05™ - VSR4, Mo LPAR

\d Continue

@ javascript:pressPreButtonCreate(CreateSeriespSeries', 97429);

GE \ﬁ Urknown Zone (Mixg
Figure 5-18 Change system type
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2. The first window has one system and one partition defined. If you want each of the new
workloads to be in a separate partition, then you need to add partitions, as seen in

Figure 5-19.

@ New system plan - IBM System Planning Tool - Microsoft Intérnef .Ex.p.lbrer

1BM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workload Estimator tool to create a system based on new workloads.

The IBM Weorkload Estimator tool contains its own navigation. To complete system planning, finish planning workloads and select a system.
Click Cancel to return te the System Planning Too

IBM Systems Workload Estimator ‘i!
Workload Selection
+ New System i estimation - Options - Tier: Add, Move, Delete
- System: Add, Move, Delete
- Partition: Add, Move, Delete
- Workload: Add, Move, Delete

+ Mew System p estimation - Restore Sawved Estimation
+ New System x estimation - Edit Estimation Info

Shown below is the structure of the current estimation. Use the options shown in the tabs above to
modify the structure of this estimation.

=Y MySolution
= 23 Iier =1 System p

£3 svstem 21 (1 interval defined)

(0 Partition: [Main #1, AIX SL™ - 5.3, No LPAR

d Continue

@ javascript:pressGotoButton (37429, 611);

C’E ‘:ﬁ Unknown Zone (Mixg
Figure 5-19 Add more partitions
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3. You may chose the type of each of the partitions that are added. This can be seen in

Figure 5-20. Make sure to click Go for each partition. After all the partitions are added click
Return.

@ New system plan - IBM System Planning Tool - Mlcrosoft InternetEprorer . [Z]

1BM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workload Estimator tool to create a system based on new workloads.
The IBM Workload Estimator tool contains its own navigation. To complete system planning, finish planning workloads and select a systemn.

Click Cancel to return to the System Planning Tocol. | Cancel i

IBM Systems Workload Est_imalor !“

\VWorkload Selection
IAdd Partition

Directions:

1. Locate the system to which the partition should be added.
2. Use the dropdown list to select the operating system of the partition.
3. Pressthe @ button to add the partition.

1= MySolution
w3 Tier #1 System p
b £ system #1 (1 interval defined)

o [ Partition: Main £1, ADX SL™ - 5.3, No LPAR

= (2 add Partition:| — [V v

l@d Return AL L™ 53

Linux PPC - SLES &

Linux PPC - SLES 10

Linux PPC - RedHat Enterprize Linux version 3
Linux PPC - RedHat Enterprize Linux version £
iS/05™ -WERY

iS/05™ - WER4

Ilizc - Swystem p

|
Figure 5-20 Select the type of partition

GE \ﬂ Unknown Zone (Mixg
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4. Define the partitions that need to be on the system. Figure 5-21 shows the partition
selection. Before you click Continue, workloads for each partition need to be defined.

1BM System Planning Tool

System plan: New system plan

rosoft Internet

Explorer

Add System Based on New Workloads

Use the IBM Workload Estimator tool to create a system based on new workloads.

The IBM Weorkload Estimator tool contains its own navigation. To complete sy

Click Cancel to return to the

Systermn Planning Teol, | C

stem planning, finish planning workleads and select a system.

K= MySolution

a3
; (2 Partition:
(1 Partition:
(1 Partition:
“ (O Partition:

d Continue

- 8 Tier =1 System p

=
IBM Systems Workload Estimator a‘
Workload Selection

+ Mew System i estimation - Options - Tier: Add,
« Mew System p estimation - Restore Saved Estimation
« New System x estimation - Edit Estimation Info

Shown below is the structure of the current estimation. Use the options shown in the tabs above to
modify the structure of this estimation.

stem =1 {1 interval defined)

Fain =1, AIX 5L™ - 5.3, LPAR Shared Proc
IMain £2, AIX 5L™ - 5.3, LPAR Shared Proc

ain =3, Linux PPC - SLES 10, LPAR Shared Proc

Main £4£, AIX 5L™ - 5.3, LPAR Shared Proc

- System: Add, Move, Delete
- Partition: Add, Move, Delete
- Workdoad:

Move, Delete

Add, Move, Delete

v]

€

C’E ‘:ﬂ Unknown Zone (Mixed)

Figure 5-21 Add partitions
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5. The next thing that has to be selected for each partition is a workload. The selection
options are seen on Figure 5-22. You must click Go for the selected workload to be
accepted. When all workloads are added to each partition, click Return.

1BM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workload Estimator tool to create a system based on new workloads.

The IBM Weorkload Estimator tool contains its own navigation. Toe complete system planning, finish planning workloads and select a system.

Click Cancel to return to the System Planning Tool. | Cancel i

IBM Systems Workload Est_imalor i‘

\VWorkload Selection
Add Workloads

Directions:
1. Locate the partition to which the worldoad should be added.
2. Use the dropdown list ta select the desired worldoad.
3. Pressthe ‘d button to add the workload.

Note: The worlkdoads shown in the drop down lists are dependent on the operating system of the
partition.

Note: Additional workloads that can be used with the Estimator are located at "IEM Sizing
Guides" (http://ibm.com/servers/sizing).

Note: You may alsoc bring in measured data from PM eServer as a
starting from the PM web site (Qtte:/pedf services ibm,com/prwe

kload for IBM System p™

= MySolution
= 3 Tier #1 System p
= &3 System £1 (1 interval defined)
[ Fartition: Main £1, AIX 5L™ - 5.3, LPAR Shared Proc

“ [ Add Workload| Select a Workioad [v 6o
Select a VWorkload

D Partiticn: Main ’%zf.Existing red Proc
“ (O add workload: SR ()
: Generic
- (C0 Partition: Main £3, [Web Serving (AL} LR Shared Proc
VisbSphers (ALULINUX) T
(2 Add workload [erermmromE—— I~ D

(3 Partition: Main £4, AIX SL™ - 5.3, LPAR Shared Proc
3 Add workload:| Select a Workload \vl d
d Return

€

C’E ‘:J Unknown Zone (Mixg

Figure 5-22 Select workload type
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6. After reviewing the required partitions and workloads, you are ready to start defining the
workloads parameters. Figure 5-23 shows the assigned partitions and the addition of your
workloads. Click Continue for the next window.

"New éys‘te‘m plah “IBM 'Systern Plan ni‘ng Tool - Microsoft Internet 'Bcﬁl'or'érm .

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workioad Estimator tool to create s system based on new vorkloads.

The IBM Worldead Estimator tool contains its own navigation. Te camplete system planning, finish planning workloads and select a system.

Click Cancel to raturn to the System Planning Tool, |_Cancel '

IBM Systems Workload Estimator. i‘

[P PRI workload Definition Help/Tutorials

+ Mew System i estimation + Options «Tier: Add, Move, Delete

- New System p estimation - Restore Saved Estimation - System: Add, Move, Delete

- New System x estimation - Edit Estimation Info - Partition: Add, Move, Delete
- Workload: Add, Move, Delete

Shawn below is the structure of the current ectimation. Use the options chown in the tabe above to
modify the structure of this estimation.

129 MySolution

3 Tier =1 Systemp
~ {23 Zvstem =1 (1 interval defined)

£ Partition: Main =1, AIX 5L™ - 5.3, LPAR Shared Proc
L0 file ]

- 3 Partition: I

5.3, LPAR Shared Proc
2 websoh 1
- 23 Partition: Main
Lo

Linux PPC - SLES 10, LPAR Shared Proc

. ALX 5L - 5.3, LPAR Shared Proc

O Geperic 21

- £ Partitio C Partiticn =1, Virtual I0 Server OS5 - 1.0, LPAR Shared Proc

e 3] VIO Workload £1
3 Partition:

(1 2edupdant VI Werkload =1

C Partiticn =2, Virtual I0 Server OS - 1.0, LPAR Shared Proc

{@d continue

| Cancel | |Help

E & | 99 unknown Zone (Mixed)
Figure 5-23 Add workload
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7. When you chose an AlX file server, the option to create the Virtual I/O Server is an
available selection. Figure 5-24 shows the selection options. Each of the following
workload definitions has options that you answer. These options are used to determine the
CPU, memory, disk, and system selection that the workload requires. In the following
examples the values entered do not reflect any specific workload. The value entered for a
sizing should reflect a through analysis of the application. Virtual I/O Server allows the
virtualization of the disk and networks for AIX and Linux. By making this selection WLE

generates a Virtual I/0O Server partition. The parameters for these partitions are defined in
System Planning Tool Version 2.

] New system plan - IBM System Planning Tool - Microsoft Internet Explorer E]

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the 1BM Workload Estimator tool to create a system based on new vorkloads.
The IBM Workdead Estimator tool contains its own navigation. Te complete system planning, finish planning werlkdoads and select a =

ystem.
Click Cancel to return to the System Planning Teol, |_Cancel '

IBM Systems Workload Estimator i!
Workload Selection QISR NEREL A

= FileSrv_AIX #1 * WebSvr_Linux #1 * VIO Workload #1
- Websphere #1 - Generic #1 - Redundant VIO
Workload #1
- Options - Reset This Workload - Save This Workload - Edit Workload Name
- Modify Intervals
. e — __ S ame: Naln &1
FileSrv_ALX #1 e s
File Serving (AIX) Workload Definition LPAR Shared Proc
1. In the busiest hours, how many clients are being served A
concurrently in your network filesystem?
2. What s the total size of all fles served from your file server? i gg
3. Enter the percentage of each fils servina clisnt tvpe. UM‘R
Light  Medium  Heavy
40 % 24% /Y%
4. Virtual 10
L. Select a Virtwal 10 Server to provide Yirtual Ethernet suppert: [\ Parition 21 .
L o

2. Select 5 Virtual 10 Server to provide kisual SCST support  [v10 Partiion #1 .

& Back i@ continue

[Carcet | o]

@ & 89 unknown Zone (Mixed)
Figure 5-24 AlX file serving and the building of a Virtual I/O Server partition
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8. The next four windows show the questions for sizing an AIX WebSphere® application.
The option to add this partition to a Virtual I/0O Server is one of the selectable option. The
examples in this selection are intended to show the options available, not show how to size
a WebSphere application. Figure 5-25, Figure 5-26 on page 174, Figure 5-27 on
page 175, and Figure 5-28 on page 176 show the question used for the sizing of a
WebSphere application server.

] Mew system plan - IBM System Planning Tool - Microsoft Internet Explorer Q

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workload Estimator tool to create a system based on new workloads.

The IBM Worklead Estimator tool contains its own navigation. Te complete system planning, finish planning worklioads and select a system.

Click Czncel to return to the System Flanning Tool. | Cancel

IBM Systems Workload Estimator i!
[ e, Workload Definition

+ FileSry_aDx #1 + WebSvr_Linux #1 - VIO Workload #1
- Websphere #1 - Generic #1 - Redundant VIO
Workload #1

- Optisns - Reset This Worklaad - Save This Workload - Edit Workload Name

- Madify Intervals

Partition Name: Main =2
Websphere #1 AIX 5L™ - 5.3
[WebSphere (X Linux) Workload Definition LPAR Shared Proc

\Workload Basics
Application Server
L. What wersion of Websphere will be used? Version 6
v Webspl [version &0 ]

A wisit is a group of transactions from a given user.

2. How many visits per hour are anticipated during the busiest hour of W
the day?
Security
3. Will websphere Security be used?

4. Virtual 10

L. Select a Virtual 1O Server to provide Wirtusl Ethernst supporti [v|0 Partition 21 '
2. select a Virtual 10 Server to provide Virtual SCSI support: VIO Partition #1 -

& Back @ Continue

Cancel | |Help

& | & Unknown Zone (Mixed)
Figure 5-25 Defining a AIX WebSphere partitions - window 1 of 4
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] New system plan - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workioad Estimator tool to create a system based on new workloads.

The IBM Workdoad Estimator tool contains its own navigatien. Te complate

Click Cancel to return to the System Planning Teol, |_Cancel '

system planning, finish planning workloads and zalect 2 systam.

IBM Systems Workload Estimator i!
T Tormere.  Workload Definition

= FileSrv_aiX #1 * WebSvr_Linux #£1 * VIO Workioad #1
- Websphere #1 - Generic #1 + Redundant VIO
Workload #1
- Options - Reset This Workload - Save This Workload - Edit Workload Name

- Modify Intervals

Fartition
Websphere #1 e e 5
\WebSphere (AIX/Linux) Workioad Definition LPAR Shared Proc

web

Configuration Options
In 3 typical visit, how many of the following operations will cccur?

ks [200
2 00
xecuted? 100

be used? m
@ Back {@d continue

| Cancel | |Help

@ Done &,

3 uninown Zone (Mixed)

Figure 5-26 Defining a AIX WebSphere partitions - window 2 of 4

174 IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning




&7 New system plan - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

System plan: Mew system plan

Add System Based on New Workloads

Use the IBM Workload Estimator kool ko create a system based on new workloads.
The IBM Workdead Estimator tool contains its own navigation. To complete system planning, finish planning werlkdoads and select a

Click Cancel to return te the System Planning Toel, |_Cancel .

IBM Systems Workload Estimator. .;‘
[ e, Worldoad Definition Help/Tutorials

* FileSrv_AIX #1 * WebSvr_Linux £1 * VIO Workload #1
- Websphere #1 - Generic #1 + Redundant VIO
Workload #1

+ Options - Reset This Workdoad - Save This Workload - Edit Workload Name

- Modify Intervals
I S
Websphere #1 e A i e s
WebSphere (AL Linux) Workload Definition LPAR $hared Proc
ejos

Configuration Options
In a typical visit, how many of the following operations will cccur?
ns accessed?

n= accessed?
accessed?

ccal Interfaces vsed?

W Back {@d Continue

| cancel | | Help

] pone

& | 99 unknown Zone (Mixed)

Figure 5-27 Defining a AIX WebSphere partitions - window 3 of 4
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¥l Héwsysfem pI‘an—I‘BM Sysfem Pi.anniligTob‘l “Microsoft Internet Bcplorérm T m—— — L._JLEI’_]W

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workioad Estimator tool to create s system based on new workloads.

The IBM Workdead Estimator tool contains its own navigation. Te complete system planning, finish planning workloads and select a system.

m Flanning Teol. | Cancel |
IBM Systems Workload Estimator !‘
[ porere . Workload Definition

Click Cancel to return to the 5

= FileSrv_ADX #1 » WebSvr_Linux #1 * VIO Workdoad £1
- Websphere #1 - Generic #1 * Redundant VIO
Waorkload #1
- Options - Reset This Workload - Save This Workload - Edit Workload Name

- Modify Intervals

Websphere #1 Partition NZ?;(E

SL™ - 5.3
|/VebSphere (AIX/Linux} Workload Definition LPAR Shared Proc
icomplexity

Configuration Options
1. Rate the zomplsxity of the Java Server Pages (J5Ps) used during

a typical Visit.
. Rate the complexity of the Javs Serviets used during a typical
visit.

[

3. Rate the complexitv of the EJB Session Beans used during a
typical visit.

4, Rate the complexity of the Message Driven Beans used during a
typical visit.

0t messaging mixture 0% } 100 %

Non-Persist Persist
0% 0%
b messaging mixture. ! (:|_mui
Point-to-Point Pub-Sub
0% 0%
@ Back (@ Continue
Gancel | [Help
@ Done &, | 89 unknown Zone (Mixed)

Figure 5-28 Defining a AIX WebSphere partitions - window 4 of 4
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9. The next partition is a Linux Web server, as seen when you defined the partitions and
workload in the window shown in Figure 5-23 on page 171. Again the option to add this
partition to the Virtual I/O Server is a selectable item. Figure 5-29 shows the options.

New system plan - IBM System Planning Tool - Microsoft Internet'Eprorer

IBM System Planning |

System plan: New emn plan

Add System Based on New Workloads
Use the 1BM Workload Estimator tool to create a system based on new workloads.

The IEM Workdoad Estimater kool centains its own navigation. To complete system planning, finish planning workleads and select a system.

Click Cancel to return to the System Planning Toel, _Cancel *

IBM Systems Workload Estimator \-!‘
TR  vorldoad Definition

* FileSrv_AIX #1 * WebSvr_Linux #1 VIO Workload #1
- Websphere #1 - Generic #1 - Redundant VIO
workload #1
- Options - Reset This Worldoad  « Save This Worldosd - Edit Worldoad Mame

- Modify Intervals

WebSVF LInUX #1 Partition Mame: Han =3

Linux PPC - SLES 10

\Web Serving (Linw) Workload Definition LPAR Shared Proc
1. How man -cts per second will be served during the busiest s

hours?
2. What percentage of the ohiects served are dypamic? e w
3. In general, how computationally expensive is the generation of your Ovow

dynamic content (if you answered 0% in the above question, answer .

for this question will be ignored)? @ medium

O High

4. What is the total size of all objects being served by your Web server? b as
5. Virtual 10

1. Select a Virtual I Server to provide Yirtual Fthe

=t support: [0 Partifion #1 ¥
2. Select a Virtual 1O Server to provide Yirtual SCST support: VIO Partition £1
W Back (@ continue

[ Cancel | [Help

] javascript:pressGotoButton (53628, 55);

Figure 5-29 Linux Web server

@& & unknown Zone (Mixed)
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10.For a generic AIX partition information is required to determine how much CPU is
required, memory, and disk usage. The CPU requirements are expressed in rPerf.
Memory is the amount for the partition and disk can be defined with capacity and number
of arms or by the amount of disk reads and writes. Figure 5-30 shows the questions.

] New system plan - IBM §y;stem Planning Tool - Microsoft Internet Explorer " i E] X

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the 1BM Workload Estimator tool to creste a system based on new workloads.
The I8M Workload Estimator tool contains its own navigation. Te complete system planning, finish planning werldoads and selact a system.

Click Cancel to return to the System Flanning Tool. |_Cancel !

IBM Systems Workload Estimator 59 )

COTRRERR, wkioad e

L Fi|ESN’AIX #1 X WEbSVr‘Linus( #1 * VIO Workload #1

- Websphere #1 - Generic #1 - Redundant VIO

Workload 21
- Options - Reset This Workload - Save This Warkdoad - Edit Workload Mame
- Modify Intervals
H Partition Mame: [an =<

Generic #1 e Loz
Generic Workload Definition LPAR $hared Proc
—_

3192

3. Convert the given Disk
Coniauration to matah the & Y2
disk options specified in Mo
User Options when sizing?

. Qisk Configuration: 5

4. Sz fonfigualiol Disk Group Mame |GroupA 4: Group A
Disk Attachment Type | I0A Feature #5736 .
Disk Drive Speed 15,000 RPH [w]

Storage Protection Wirrored

Add new Group 1ove this
<1 I 3
Cancel | | Help

@] javascript:pressGotoButton(65287,0);

Figure 5-30 Generic AlX workload

& € unknown Zone (Mixed)
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11.The question is asked if a redundant Virtual I/O Server is needed. In the Redpaper IBM
System p Advanced POWER Virtualization Best Practices, REDP-4194, we recommend a
redundant Virtual /0O Server for mirrored volumes and to allow a more robust use of

Multiple Path 1/0 connections. Figure 5-31 shows the selection options. After making your
selection click Continue.

i1 Mew system plan - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workload Estimator tool to create s system based on new workloads.

=

The IBM Workdead Estimator tool contains its own navigation. Te complete system planning, finish planning workloads and select a

system.
Click Caneel to return to the System Planning Tool. |_Cancel '

IBM Systems Workload Estimator i‘
Workdoad Selection Workload Definition

* VIO Workload #£1

* Redundant VI0
waorkload #1

= FileSrv_AIX #1

+ WebSvr_Linux #1
- Websphere #1

- Generic #1
- Options

- Reset This Workload - Save This Workload

Redundant VIO Workload #1

Workload Definition

- Edit Workload Name

Partition Mame: VIO Partition £2
Wirtual 10 Server OS - 1.0
LPAR Shared Proc

[Thic iz a Redundant Virtual I/0 workload. The CPU requirements are driven by the workdoad named
"I Workload 1",

W Back (@ continue

@ Done

Figure 5-31 Question for redundant Virtual I/O Server partitions

&, 89 unnown Zone (Mixed)
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12.You are then presented with a window showing the partitions that use the Virtual I/O

Server partitions. Click Continue.

New sy;stem |‘:»Ia‘n “IBM System Planning Tool - Microsoft Internet Bci)lofer

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Workload Estimator tool to create a system based on new workloads.

The IBM Worldead Estimator tool contains its own navigation. Te complete system planning, finish planning workloads and select a system.

Click Czneel to return to the System Planning Tool. |_Cancel '

IBM Systems Workload Estimator. ;‘
Workload Selection QISR NSRRI

- FileSrv_AIX #1 - WebSvr_Linux #1 - VIO Workload #1
- Websphere #1 - Generic #1 - Redundant VIO
workload #1
- Options - Reset This Workload - Save This Workload - Edit Workload Name
Partition Mame: JIO Fartition =1
VIO Workload #1 Virtual 10 Server OF - 1.0
\Workload Definition LPAR $hared Proc

[This Virtual 10 Server has been selected to provide suppert for some of the worlkdoads on this system.

ou may adjust the worldoad selecticns on this page. The highlighted worldoads in each list will be
handled by this Virtual 10 Server. You can select or deselect workdoads by ctri-clicking them in the list.
[To maintain the selections you have already made, click Continue.

=

Review the workioads for which this VIO Server will provide Yirtual Ett

FileSrv_AIX £1
Websphere #1
WebSvi_Linux #1
Generic #1

FileSrv_AIX #1
Websphere #1
WebSvr_Linux #1
Generic £1

]

Review the workioads for which this VIO Server will provide Yittual S¢S

w

Should this virtual server have a redundant server?

@ Back i@ Continue

| Cancel | [Help

@ Done

& | 89 unknown Zone (Mixed)

Figure 5-32 Virtual I/O Server supported partition from selected options
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13.WLE presents the selected system based on the workload analysis. Figure 5-33 shows
the selected system. From this window you create a PDF document, return back to
change a workload, chose to export the information for external storage, and save the
results of the analysis. If you select to see the external disk requirements you are
presented with the window shown in Figure 5-34 on page 182 to see the requirements.
You can select the immediate or growth result, which are circled in red, to return to System
Planning Tool Version 2.

£] New system plan - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads
Use the IBM Workload Estimator tool to create a system based on new vorkloads.
The I8M Workload Estimator tool cantains its own navigation. To complete system planning, finish planning werkloads and selact a system.
Click Cancal to return to the System Planning Tool. | Cancel
Selected System 2]
Attention
This estimation recommends one or more of the largest IBM servers. |
The workload(s) described in this estimation may require additional sizing work. For further sizing
analysis, you should contact your 16M representative or Business Partner. Additional support can be
found through the IEM Techline support crganization.
————
Immediate Solution Growth Solution
1D 1@
Available 90
VIO Workload #1 -
Redundant VIO lerk 8@ _4F%
M Generic #1 0] N
WebSve_Linux #1
Usbsphere #1 6
W FileSev AIX #1
a0 21%
ap
3@
-21%
20 P
10{M/537
ol 4
The p5-570-9117 can handle the—l It can also handle the specified
defined workloads NOW. growth.
d Plan Immediate System d Plan Growth Systam
Model/Feature: |p5—5"-)—311'1 74.85 2200 12-16 |w ;—_a' 0-3117 74.85 2200 12-16 lil
Number of Systems: 1 1
rPerf: 74.95 (for 12.0 cores) 80.20 (for 13.0 cores)
Cores: 12 cores of 12-16 13 cores of 12-16
CPU Utilization: S4% T4%
Operating System: refer to LPAR detail refer to LPAR detail
Memory (MB): 16,384 of 512,000 21,847 of 512,000
Disk Drives (arms): 1] 2)
25 of 264 34 of 264
= ity (GB): 3) .
) 3,579 of 82,838 5,353 of 82,838
LPAR-able: Yes, Dedicated or Shared ‘es, Dedicated or Shared
Processor: IBM® PowerS+ IBM®& Power3+
Clock Speed: 2200 MHz 2200 MHz
Special Notes [v]
<] . | 2
Cancel | | Help
&] Dene & & Unknown Zone (Mixed)

Figure 5-33 WLE selected system
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14.Since the Virtual I/O Server can use external storage, WLE calculates the amount of disk
needed. From this window you can download the information to go into DiskMagic.
Figure 5-34 shows the option. In this example we show no further processing under
DiskMagic, which is beyond the scope of this publication. Click Return to get to the
selection of the system to return to System Planning Tool Version 2.

£] New system plan - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

System plan: New system plan

Add System Based on New Workloads

Use the IBM Worklosd Estimator tool to create a system based on new workloads.

The 1M Workdoad Estimater tool centains its own navigation. To complete system planning, finish planning workleads and select a system.

Click Cancel to return to the System Planning Toel. |_Cancel j

IBM Systems Workload Estimator 'i‘

Selected System

External Storage Sizing Information

Directions:

® Select either the Immediate system or the Growth system to view the external dick storage
infarmation. Click "Download Mow" to download the information for use with external dick
storage sizing tools such as Disk Magic from IntelliMagic B.\.

s Note: One or more workloads in this estimation did not provide information on the number of
Disk Qperations per Second and/or disk throughput. This infermation is necessary to calculate
the overall requiremente for external storage. These worldoade did not supply the needed
infarmation: "Redundant V10 Waorkload #1". This information chould be taken into consideration.

Mare information can be found in the External Storage help text.

Select System for Downloading External

Storage Information

Which eystem:

External Storage Sizing Info

Read Ops Write Ops Read IO write IO
pe pe i

Workload Type r er size size

capacity expertCache
GB) (M) second  second  (bytes)  (bytes)
Redundant

VIO Workload open 7.1 n/A 20 15 15360 10,240
=1

V10 Workload

open 3571.4 /A 330 170 15,789 3,318

&d Download Now @) Return

[ Cancel | [Help

] pone
Figure 5-34 WLE show calculated information for a SAN

& € unknown Zone (Mixed)
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15. After returning from the storage window and the selection is made for the immediate or
growth system, the following window shows the result in SPT what WLE generated for the
desired workloads. Figure 5-35 shows the required system attributes for the desired
workloads.

] New system plan - IBM System Planning Tool - Microsoft Internet Explorer g

IBM System Planning Tool

System plan: Mew system plan Rl WLE System (IBM eServer pS 9117-570)

Partitinns € Hardvare Networking £ Storage Consoles Summary
System Attributes

Specify additional information about the new system.

* Hame: WLE System

Description:

Characters remaining: 256

Platform: System p
Machine type-medel: 8117-570
Mansgemant interfaca: HMC

Processor faatura: [e3za[v] [Brovae |
Processar nodes:

Model 9117-570 12/16vay 2.2 Gha (rPerf = 74.95/95.96)
*  System memeory (GB): 16.0

Humber of active processors: | 12 v

«Required fisld

(o] [2pply | [ Cancel | [ Report | [Help]
Figure 5-35 SPT V2 shows returned model selection

16.Click the Partition tab to see the selection of the assigned names that is generated from
WLE. You may change the name. The names could also be changed on WLE when you
added partitions. See Figure 5-36.

a New system plan - IBM System Planning Tool - Microsoft Internet Explorer [._]E]m
1BM System Planning Tool
System plan: Mew system plan EYEICH M WLE Systemn (IBM eServer p5 9117-570)
MQ Hardvare Networking 3 Storage Consoles Summary
Partitions

Partitions dascription

Partition properties Wiz a s Memory

Add Partitions
Number of partitions: | 1 (114 available) [Add]
Opersting system: | AIX_S3 [+]

Partitions (6 defined, 120 max)

[[Remove |

|select| mame | 1D | Operating System
[vio Partition] [ 1] [Virtual 1/0 Sarver [v]

O [vio partitior] [ 2| [virtual 1/0 Server[w
| O [Main =3 4 [unux[+]
| &

Main #2 5| | AIX_53 ;ﬂ

Figure 5-36 Partition definition
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17.Click the Processor tab to see the definition of each partition processor allocation. These

are the allocations from WLE and are shown on the window (Figure 5-33 on page 181) by
using the slide bar on the right of the window to see the partition information based on the
desired workload. Figure 5-37 allows you to change the allocation if more or less
processors are desired for a partition. The virtual processors are rounded up to the next
whole number, which is the recommended value. However, they may be increased to a
larger number after careful evaluation.

] New system plan - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

e

System plan: Mew system plan

Systern

£ Hardvars

System:

VILE Systam (IBM =Server p5 S117-570)

Networking . 63 Storage Consales Summary

Partitions

Partitions description

Processors
Physical proc

Unassigne
Sharad procs
Sharad pecl prec

Partition proparties Prol:ﬁsnrs R vemory

16.00

Licenses

i5/05 licenses requirad: 0
AIX ficenses required: 2

[Recaleutate |

Processors for Partitions.

Processing units T Sharing mode TVirtnal processors

Name

| D |Dparating System|Shared| Min

Desired

VIQ Partition #1 1
VIQ Partition #2 2
Main #1 3 AIX 53

Main #3

N

LINUX

Main #2

w

AIX_ 33

Main #4

@

AIX_53

Virtual 1/0 Server

Virtuz) I/0 Server

[ zao[ mael[ s

ERTI R 3.10

]
]
] = 1
]
]
]

EEEEE

[ok] [Apply | [ Cancel | [ Report | [Help

Figure 5-37 Processor definition

184

WLE takes the default action to set the partition’s sharing mode to capped (by not
checking the box under the Uncapped column. There are pros an cons to selecting a
partition to be capped or uncapped. Specifying capped means that the partition will not
automatically try to use more processor capacity (if available) during run time. If you do not
understand your system’s total operation for all active partitions, you should select capped.

However, if you know your operating environment is such that work in one active partition
decreases CPU utilization for significant periods while the workload in other active
partitions significantly increases, you should take advantage of the system’s capability to
assign processor power to a partition - based upon the sharing mode Weight relative value
among active partitions.

Further discussion of how performance is managed with uncapped partitions is beyond
the scope of this publication.
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18.Click the Memory tab to see the memory allocation set by WLE. Figure 5-38 shows the
allocation by partition. These allocations can be changed if you determine that allocations
should be changed or you want more memory added to the system.

&) New system plan - IBM System Planning Tool - Microsoft Internet Explorer g

1BM System Planning Tool

System plan: Mew plan R Ml WLE System (IBM eServer pS S117-570)

System £ Hardvars Networking £ Storage Consoles . Summary

Partitions
Partitions description

Partiticn preparties Processors m

Memory
Systern memory (MB): 18432
Configured memery (MB]: 16576
Hypervizor memary (MB): 1472
Unzssigned memory (MB): 384

Logical memory block size (MB):

Memory for Partitions

Memory (MB)
Name [1D[Operating System| Min | Desired [ Max

VIO Partition #1 1 Virtus) 1/0 Server 2752 3752 5504
VIO Partition #¥2 2 Virtual 1/0 Server 2752 2752|| 5504
Main =1 3 AIX 33 320 320 540
Main #3 4 LINUX 704 ?EI4. L 1408)|
Main =2 5 AIX_ 33 | iese| | isss|| 371z
Main #4 6 AIX_ 53 [eisz| [ s1sz|[ 1ezea

Figure 5-38 Memory definition
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19.Based up on the system recommended by WLE, a default layout of the system hardware
is placed under the Hardware tab. If additional adapters are required add them to the
hardware. Figure 5-39 shows the default hardware of the WLE recommended system.

] New system plan - IBM System ﬁlanning Tool - Microsoft Internet Explorer - L_JLD:’J
IBM System Planning Tool
System plan: Mew m plan System: VLE Systermn (IBM eServer pS S117-370)

Systemn Partitions m Neteorking £ Storage Consoles Summary

Place Hardware

Specify how you want the hardwara placed on your new systam.

5117_570-1-0 "\ 8117_570-2-0 5117_570-3-0
Display hardvars supperted by: [Virtusl /0 Server [v] | Waorle vith system/expansion units | & Hide yalidation me==ane ares
== mE ‘ Action | Location ‘ FfC | Partition |0rdarstatus| S/N Description | Comments
B Disk 10As . o .
B et P3-({D1:D3) Disk drive slot
Magnetic Madiz 104s = oas e Ao
LAN 108 P3-[D4:D6) Disk drive slot
/AN IOAS P )
Async 10As % pe-o1 2640 VIO Partition #1 - Virtual 1/0 Server [P1-T15] 1ew [v] [ | 1DE DVOROM L
HiPerf I0As
Systemn 10As F4-D2 DVDROM
T/RICP 104 S|
Graphic I0As FL-CL 10A |
Misc 10As b
HSL/RIO Adapters PL-c2 104 I
InfiniBand
Disk Drives .
CD/DVD P1-C9 RAID Enabler Feature
P1-T12 5708 VIO Partition =1 - virtual 1/O Server [v] Embadded DASD Controfler
P1-T15 EIDE | VIO Partition #1 - Virtual /0 Server [¥] Embedded 1D cantraller AIX/Linux
PL-T4 Euse [VIC Partition #1 - Virtus) 1/0 Server [v] Embaddad USB Centrollar
F1-T8 EETH | VIO Partition =1 - Virtual /O Server [v] Embedded 1 Gbps Ethernat (2 Ports)
F1-T14 5708 [VIC Partition #1 - Virtual 1/0 Server [v] Embedded DASD Controbler
PL-C3 10A
F1-C4 10A
P1-C3 104
P1-Cs oA

1 ¢ Validation messages (4 total)

@ V10 Partition #1 partition requires 3 minimum of one disk drive.
€ V10 Partition £2 partition requires a minimum of one disk 10A.
€ VIO Partition #2 partition requires a minimum of one disk drive.

) V10 Partition #2 partition requires a minimum of one LAN I0A or 3 minimum of one virtual LAH connection.

€] pone & | 9 Local intranet
Figure 5-39 Hardware definition
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20.WLE has defined the VLAN for you. Figure 5-40 shows the VLAN. For further explanation
see 4.3, “Define Virtual I/O Server in System Planning Tool Version 2” on page 106.

] New system plan - IBM System Planning Tool - Microsoft Internet Explorer - — [;

IBM System Planning Tool

System plan: Mew system plan RS Ml WLE System (IBM eServer pS S117-570)

System Partitions € Hardvare mo Storage Consoles Summary

System Networking
Spacify datails sbout the vitual local area nstworks (VLAR) for sach logical partition.

Main #4 (ALK 331

[Hide Datails_|

Details - VIO Partition #1 (Virtual I/0 Server)

Virtual Ethernet Adapters

. Physical Ethernet Adapters Shared Ethemet Adapters

Select|VLAN ID[Slot 10| | Edit virtus! Slots__|

o = 3
.D 3 4
|10 = 5

[l validation m. ges (0 total)
[oK] 200ty || Cancet | _Report | riein]
Figure 5-40 Virtual LAN definition

21.WLE provided partial definition for the storage of the Virtual /0O Server partition. If you
want to use a storage pool, you need only to add physical volumes or SAN volumes to
provide the backing devices for the assigned virtual storage. If you do not wish to use the
storage pools, simply delete the storage pool and configure the allocation of the physical
volumes or SAN volumes directly to the client partition as desired. Complete the
information for the SAN and volume definition. See 4.3, “Define Virtual I/O Server in
System Planning Tool Version 2” on page 106, for further explanation of the values.

€] New system plan - IBM System Planning Tool - Microsoft Internet Explorer g

System plan: Mew system plan EYEIC H WLE System (IBM eServer p5 9117-570) v

Systemn Partitions & Hardvare Netviorking mc:nsc\es Summary

System Storage

Specify details about the virtual 5C51 connections for each logical partition.

k. Disks Storage Pocls

| SRRt ition Install Source| Install Target

¥IQ Partition =1 (virtual 1/0 Server] Not assigned Mot assigned |

¥1Q Partition 2 (virtys) 1/C Server] Not assigned Mot assigned

Show Details ’

[ € validation messages (1 total)

@ Sstorages pool: "VIO_032Peol001" must contain one or more physical disk drives or SAH volumes.

(o] [ 2pply | [ cancel | [ Report | [Heln]
Figure 5-41 Storage definition
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Managing System Planning Tool
Version 2 installation

This appendix describes the steps necessary to download, install, start, end, and uninstall the
IBM System Planning Tool Version 2.

We also provide a specific note about setup that may be useful.
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Downloading the SPT installation files

Attention: File names, sizes, and patch levels are examples, and real ones will probably
be different than those found in this appendix.

The IBM System Planning Tool and documentation are available for download at:

http://www-304.1ibm.com/jct01004c/systems/support/tools/systemplanningtoo]l

Installing the SPT is a two-step process:

1. The first file to install contains the base software, including the necessary Java™ code. Its
name contains the word sefup.

The second file to install contains all of the cumulated updates to the base code. Its name
contains the word patch.

Both files must be downloaded. On the SPT Web site (see Figure A-1 and Figure A-2 on
page 191) scroll down to the Getting started section, and click each of the links to the files.

=

€] 1BM Systems Support: System Planning Tool - Microsoft Internet Explorer g@
: File Edit View Favorites Tools Help #’
. - A — n
: - ] | ] 22 Favori L) - - s
O Back > |£| |EL| (| 7 Search “3,_\{_’ Favorites {E‘ Ve = @ :‘
! Address @:] http: ffwwwe-304.ibm, com fjctd 1004 /systems fsupportftools /systemplanningtool / V] Go
: Links :E[IBM Business Transformation Homepage \QIBM Internal Help Homepage @ 1EM Standard Software Installer i
Country /region [select] | Terms of use |
Home Products Services & solutions Support & downloads My account
IBM System Planning Tool
Why IBM Systems for POWER processor-based systems
BladeCenter
Cluster servers
Mainframe
System i
ST IBM System Planning Tool
Systam x The next generation of the
e 1BM LPAR Yalidation Tool (LWwT).
Solutions
Storage 3 . i - 2
Support The IEM System Planning Tool (SPT) is the next generation of the I1BM LPAR Legend
] Validation Tool (LWT). It contains all of the function from the LWT and is o
-0 t ystems : S 4 - N -+ Denctes a main |
i = integrated with the IBM Systems Workload Estimator (WLE). System plans § mEin fink
Alerts generated by the SPT can be deployed on the system by the Hardware ¥ Denotes an importa
o = . " . . enotes an important
Develapers Management _Ccnsc:le_ (HMCJ_. Th_e SPT is a-;a|IaLj:Ie to assist the user in link that ic farther
system planning, design, validation and to provide a system wvalidation report e
Education that reflects the user’s system requirements while not exceeding system
N recomnmendations. The SPT is a PC based browser application designed to be | 4 panctes link to top o
L= run in a standalone environment. page or section
News and events
etting * Download a product
+ Educ
+ Blan and Design the Svstem Configuration & Denotes POF link —
Related finks an and Design the System Configuratior [s]
&] © Internet

Figure A-1 The SPT Web site
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http://www-304.ibm.com/jct01004c/systems/support/tools/systemplanningtool

File Edit  View Favorites Tools Help #

Qo - O E @ @épSearch *Favorites @@.& E-LJ3

Address @ https / fweww-304.ibm. com et 1004 /systems fsuppor tftoolsfsystemplanningtool f

i Links @ IBM Business Transformation Homepage a IBM Internal Help Homepage @ IBM Standard Software Installer

What's new — Last updated 10 April 2007

This update provides a significantly enhanced LPAR validation Taal, now
named System Planning Toaol (SPT). Highlights of the new SPT functionality
follow:

e Performance Monitor and Workload Estimator {WLE) integration to aid
in sizing workloads for your system

System plans enabling deployment using the HMC

Web Browser Interface

Interactive Report

Support for files created via LWT

Help system

+ Education Available!

Getting started

+ IBM System Planning Tool - Version 1.00.020 (56.5ME)
Note about install: Use this full version the ffrst time you instzll "IEM SFT".

+ IBM System Planning Tool Update - Vg
(4/10/2007)

Note about install: This is not the full version of the "IEM SPT" and requires
that "IEM SPT" Full version 1.00.000 or lzater be installed previously.

sion 1.00.120 (10ME)

+ Back to top

Web Lectures
System i: Configuring Logical Partitions with SPT (Demao)
System p: Cenfiguring Logical Partitions with SPT (Dema)
| . Internet

Figure A-2 Getting started section
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Each one will request you to accept the license in order to start the download, as shown in
Figure A-3. Scroll down the window and click | agree to download the file onto your PC.

@] http:/fwww-304.ibm.com - IBM - Legal Disclaimer - Microsoft Internet Explorer g@

= = : e S = T S e T = e =

~
Hotices and important informetion that IBM is required to provide to You with respect to the Excluded Components,
including instructions fo btaining source code for certein Excluded Components, mey be found in the WOTICES £ile

{g) that zccompanies the Program.

¥Your use of the Excluded Components is governed by the terms of the Agreement and not by any terms that may
conteined in the NOTICES 1. The terms conteined in the Zgreement zare cifered by IBM and ;
party. Future Program updates or fixpacks may contain additional Excluded Components. Such addi 1 Excluded
Components, and related notices and informetion, if any, will be listed in another NOTICES f£ile that =ccompanies
the Program updete or fixpack.

The following are Excluded Components:

1. InstallShield X.02

2. Akpeche Jekarte Commons Expressicn Language 1.0
3. Rpache Jakarta Tomcat JasperZ 1.0

4. Epache Jazkarte JS5P Standard Teg Library 1.1

5. Zpache Derby

&. IES S5DE 3.0.2

7. ICU4J 3.4

5. EML4T 4.2

9. Commons-Logging 1.0.4.

Program-unique Terms

¥You are responsible for the results obtained from the use of the Program. 2ny results of the Program are provided
RS IS

D/N: &C21-1090-

12114}
B/N: L-CEWT-&FARE

EH

agree

@_‘] Done 0 Internet
Figure A-3 Download license agreement

Terms of use Privacy

Save the downloaded files in a convenient folder on your computer, as shown in Figure A-4
and Figure A-5 on page 193.

File Download - Security Warning

Do you want to run or save this file?

E Mame: spt_setup_1.00.020.exe
Type: Application, 56.5 MB

From: wwww-304.ibm.com

Run [ Save ] I Cancel

patertialy ham your computer.  you do not trust the source, do not

|® ‘While files from the Intemet can be useful, this file type can
run or save this software. Wha

z the risk

Figure A-4 Save the downloaded files
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In our example, we use the temp folder.

Savein: |Eitemp Qo 13 = -

@ ) tests

¥

.r\%
My Documents
Wy Computer
File name: |spt_setup_1 00020 exe I Save L
My Metworde | Save as type: |J‘\pplication l_ Cancel ]

Figure A-5 Select a convenient folder

Make sure that the file sizes are correct after downloading. This confirms that the download
completed successfully.

File Edit Miew Favorites Tools Help

@Bad( - Q b @ ‘pSeardw E}—Folders iv

i Address |Ei Ci\temp

o
i s : Mame - | Size | Type | Date Modified |

File and Folder Tasks A Sytests File Folder 4/25/2007 6:32 PM
Eﬂ Mok Sl ml , sptjatch-l.[m. 120.exe 10,737KB  Application 4/25/2007 6;29 FM

t_setup_1.00.020.exe 57,888 KB ication 4/25/2007 6:30 PM
£ Publish this folder to the SRR ' 2t =

Web

[ share this folder

Other Places

agp Local Disk (C:)
£} My Documents
ﬁ Shared Documents
a My Computer

g My MNetwork Places

Figure A-6 The downloaded files
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Tip: If you want to receive a notice each time a new patch is available, scroll down to the
bottom of the Web page (see Figure A-1) to find the contact information section. You see a
link in the Receive notification paragraph to send a predefined e-mail to a dedicated
mailbox. This link is rchspt@us.ibm.com. Clicking this link from the Web site brings you
directly in your mail software and you just have to send the e-mail, as it is automatically
built with all necessary information.

Installing the System Planning Tool Version 2

Note: Depending on your PC general settings, at various steps during the installation
process, you may receive alerts from your firewall software. Use the related procedures to
allow any connection required by System Planning Tool Version 2.

Normal installation procedure

194

It is possible to install V2 over V1 or from scratch. In both cases the first file to run is
Spt_setup_xxxx.exe.

1. Double-click this file.
Three panels are successively displayed, for which no action is needed.
2. The Preparing JVM display appears (Figure A-7).

InstallShield Wizard

@ InstallShield® iz preparing the InstallShield “Wizard, which
L_ v will guide you through the rest of the process.
Pleaze wait...

Preparing Jawaltm] irtual Machine. ..

Figure A-7 Preparing JVM

IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning



3. The SPT splash window appears (Figure A-8).

IBM® System Planning Tool

Powered by Eclipse Technology

(«".
Licansad Matarial - Proparty of IBM Corp. & Copyright by IBM Corp. and other(s), 2001, 2007. -_"\ 3
All Righls Reserved. IBM and the IBM logo are registered trademarksof IBM Corp.; Java and e <
all Java-basad marks and logos ara trademarks or registared trademarks of Sun Microsyslams,
Inc.; and all terms are trademarks or registered trademarks in the United Siates, other ava
countries,or both. e

Figure A-8 The SPT splash window

4. The Initializing wizard message appears (Figure A-9).

Initializing wizard...

Figure A-9 The initializing wizard message

5. The wizard requests your first action, as shown in Figure A-10. Click Next.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard

=)ok

Welcome to the InstaliShield Wizard for
IEM System Planning Tool

anyour computer. To continue, choose Mext.

IBM Systerm Planning Tool
1Eh
hitpfiamanee ibim.com

The InstallShield Wizard will install the 1BM System Planning Tool release 2.07.114

InstallShizll

[ Mext = ] Cancel

Figure A-10 Start the installation process
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6. As shown in Figure A-11, you have to read the license agreement and accept the terms to
continue. Select | accept and click Next.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard -

Language: | English v

International License Agreement for Mon-Warranted Programs

Part1- General Terms

BY DOWMNLOADING, INSTALLING, COPYIMNG, ACCESSING, OR USING THE
PROGRAM YOU AGREE TO THE TERMS OF THIS AGREEMEMT. IF vOU ARE
ACCEPTING THESE TERMS OMN BEHALF OF ANOTHER PERSON OR A
COMPAMY OR OTHER LEGAL ENTITY, YOU REPRESEMNT AMD WARRANT
THAT YO HAVE FULL AUTHORITY TO BIND THAT PERSOM, COMPANY, OR
LEGAL EMTITY TO THESE TERMS. IF YOU DO MNOT AGREE TO THESE TERMSE,

L N LY O O O ) o Y e S o o o ) O N iy o o Y m Y Y

(@ {acceptthe terms of the license agreementi)
O ldo not accept the terms ofthe license agreement.

InstallSnizld

[ = Back L Mext = ] Cancel ]

Figure A-11 Accept the license agreement

If System Planning Tool Version 1 exists on your PC, the wizard tells you that it needs to
uninstall it before running the System Planning Tool Version 2 installation process. In our
example we have System Planning Tool Version 1 installed. Click Next to accept the
uninstall process (see Figure A-13 on page 197), as shown in Figure A-12.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard ™=

The IEM Systern Flanning Taal is already installed on this system at a different
release. f you continue, the product will be uninstalled. YWwhen the uninstall is
camplete, then the wizard will continue with the installation of release 2.07.114.

Installed directany: CiProgram FilesUBMIEM System Planning Toal
Installed release:; 1.00.120

IrnstallSnizld

[ = Back U Mewt = | Cancel

Figure A-12 Confirm System Planning Tool Version 1 uninstallation
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Uninstalling IBM System Planning Tool. Please wait.

InstallEnizld

Figure A-13 System Planning Tool Version 1 uninstallation in progress

7. With or without the uninstall process, the next window presents the location in which the

new files are to be installed. We suggest that you accept the default folder, and then click
Next to continue, as shown in Figure A-14.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard ==

Click Mest to install "IBM System Planning Tool" ta this directory, ar click Browse to
install to a different directory.

Directary Name:
CAPragram FilesiEMUBKM System Planning Taal

Browse

InstallSnizlld

= Back [ Mext = ] [ Cancel
—_—

Figure A-14 Installation folder
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8. The next step is to select an available IP port number on your PC for the System Planning
Tool Version 2 daemon to listen on (see “Setting up the System Planning Tool Version 2”

on page 208 for more details). At this time, you can accept the proposed value and click
Next to continue, as shown in Figure A-15.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard -

The IBM Systern Flanning Tool requires an available paort. The following port
number is currently available. Choose Mextto accept this port number, or enter
a different port number for the IBM System Planning Tool to use.

Port Mumber:
G001

InstallSnizld

[ = Back [ Mext = ] Cancel ]

Figure A-15 IP port setting wizard

9. The last window requesting an action summarizes the folder installation and the installed
features and their size. Click Install, as shown in Figure A-16, to confirm the installation
procedure.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard )

Please read the summary information helow.

IBM Systern Flanning Taal will he installed in the fallowing location:
CAProgram FilesUBRMIEM System Planning Toal
with the fallowing features:

Base
Samples

for a total size:
824 MB

InstallSnizld

[ = Back [ Install ] Cancel

Figure A-16 Installation confirmation
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During the installation process, you will see the various files being extracted and copied
into the installation folder, as shown in Figure A-17.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard ™ =

Installing IBM System Planning Tool. Please wait...

CAProgram FilesUBw ACantrolSemlet.class

1% |

InstallSnizld

Cancel

Figure A-17 Extracting and copying files

10.When the System Planning Tool Version 2 base code has been installed (see
Figure A-18), you need to apply the patch. Therefore, uncheck the Start the IBM System
box and click Finish to end this first step, the install of System Planning Tool Version 2
base code.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard ™ =

Please read the summary information helow.

Installation of IEM Systern Planning Toal has completed successfully. If SPT does
not start successfully, see the SPT Getting Started Guide availahle at:

hitpeffaeine- 304 b . comdfeti? 004 eisystermsfsupporttoolsrsystemplanningtoolf

CD Startthe IBM Systern Planning Tool when the installation wizard exitsé)

IrnstallSnizld

Figure A-18 Installation is finished

Now you have to install the patch file.

Appendix A. Managing System Planning Tool Version 2 installation ~ 199



Important: This is an operation that you may have to perform several times, as patches
are produced on a regular basis. If you do not subscribe to the information letter, you may
need to manually check the download Web page several times a month.

The steps are:

1. Go back to your download directory (see Figure A-6 on page 193), temp in our example,
and double-click the patch file, spt_patch_xxxx.exe.

The process is generally the same as that described for the setup file installation. You will
see the same first three panels that do not require any input (see Figure A-7 on page 194,
Figure A-8 on page 195, and Figure A-9 on page 195). The next display requires you to
activate the real installation procedure, as shown in Figure A-19. You can verify the patch
level in the text. Click Next to start.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard =

Welcome to the InstallShield Wizard for
IBEM System Planning Tool

The InstallShield Wizard will insta( fikpack 2.07_ 114 for the [BM System Flanning

Tool onyour camputer. To continue, choose Mext.

IBM Systerm Planning Tool
=111
hitpiamanee ibim.com

InstallSnizld

[ et = ] cancel

Figure A-19 Start the patch installation
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2. The last window summarizes the installed features and their size and the installation
folder, as shown in Figure A-20. Click Install.

i IBM System Planning Tool 2.07.114 - InstallShield Wizard g

Please read the summary information helow.

IEM Systern Flanning Taal will he installed in the fallowing location:
CAProgram FilesUBMIEM System Planning Toal
with the fallowing features:

Base
Samples

for a total size:
13 MB

InstallSnizld

[ = Back L Install ] Cancel ]

Figure A-20 Confirm the patch installation

3. The same progress bar as for the setup file is displayed when extracting and copying the
files (see Figure A-17 on page 199). The same final display leaves the choice to
immediately start System Planning Tool Version 2 when clicking Finish, as you can see in
the Figure A-21.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard -

Please read the summary information helow.

Installation of IEM Systern Planning Toal has completed successfully. If SPT does
not start successfully, see the SPT Getting Started Guide availahle at:

hitpeffaeine- 304 b . comdfeti? 004 eisystermsfsupporttoolsrsystemplanningtoolf

Start the 1BM Svystern Planning Taal when the installation wizard exits,

IrnstallSnizld

Figure A-21 Patch installation is finished
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Wrong installation procedure

If you run the patch first (file name spt_patch_xxx.exe), depending on whether the previous

release is installed, you will get the following warnings, and the better solution is to cancel the

installation to start it again with the correct file (the setup file):

» [f'V1is already installed, the SPT splash window and initialization wizard message are
displayed, and then the installation process halts, as shown in Figure A-22.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard kel

This patch cannot be installed unless the IBM Systern FPlanning Tool iz installad at
version 2.

Install location: CAProgram FilesMBMUBM System Planning Taool
Installed release: 1.00.120

InstallSnizld

Cancel

Figure A-22 Unable to install patch

» If V1 is not installed, the wizard warns you that suitable JVM files are missing (see
Figure A-23, where you have no choice but to click OK) and requests you to specify a
location where it may find what it needs (see Figure A-24 on page 203). The best way is to

cancel here.

InstaliShield Wizard

A suitable VM could not be found. Please select a JvM by selecting its java.exe file.

Figure A-23 JVM cannot be found
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eren
Look in: | £ My Documents ﬂ £ E-
\ [C31EM
4 3 LMy eBooks
My Recent @Mv Music
Documents E‘M‘H Pictures
7 [C5)My PSP Files
- LMy PSP Files
Desktop [C5) My Received Files
- @hnlida\;s.ors
___j E htmitags.lwp
. QIBM.ﬁ'ueme
W Tacmate [£] LotusInstall.log
_ j $7 menus.lup
53
My Computer
";‘] File name: | j Open
2
My Network Files of type: |’.a;f.e ﬂ ’
Flaces [ Open a2 read-only

Figure A-24 Location to look for the JVM files

Browser cache special considerations

As you have seen when using SPT in Chapter 2, “System Planning Tool (SPT) V2” on

page 11, in reality it is a server-like application running on your PC, to which you connect with
a browser. Any browser has caching capabilities. It means that some of the HTML pages or
JavaScript™ files used during previous SPT sessions may be stored in the cache directory of
the browser and used in place of new installed ones.

If it happens, and it is rather unpredictable, you may receive errors or warnings, or experience
incoherent behavior of SPT.

Note: The best way to avoid these problems is to clear the cache data of the browser after
installing a new version or new patch of SPT.
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Here are two examples of ways to clear cache data for the most common browsers.
» For Internet Explorer® 6 (IE)

a. When using IE, to clear the cache data, select Tools — Internet options and make
sure that the General tab is active. Then, as shown in Figure A-25, click Delete files.

Internet Options

General |Securit:.' Privacy | Content | Connections || Programs | Advanced

Home page
% *You can change which page to use for your home page.

Address: hitp:/fw3.ibm. com|

[ Use Cumrent ] [ lge Default l [ Use Blank

Temporary Intemet files

- Pages you view on the Intemet are stored in a special folder
@ Y for quick viewing later.

[Dele*te Cookies... l([ Dielete Files... l ﬂ Settings... l

History ’

The History folder contains links to pages you've visited, for
quick access to recently viewed pages.

Days to keep pages in history: 20 'C—] Clear Histony ’

l Colors... ] [ Fonts... ] l Languages. .. ] [Accgssibil'rt:.'...]

[ ok || cancel |

Figure A-25 Access to IE cache options

b. To confirm, as shown in Figure A-26, select Delete all offline content and click OK.

Delete Files

'-\. Delete all files in the Temporary Internet Files

!

‘fou can also delete all your offiine content stored
locally,

[ OK Dl Cancel l

Figure A-26 Confirm delete cache data with IE
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» For Mozilla Firefox (FF) (at least up to 2.0.0.3 release)

When using FF, to clear cache data, select Tools — Clear Private Data. Then, as shown
in Figure A-27, uncheck all but the Cache boxes and click Clear Private Data Now.

& Clear Private Data g [

Clear the following items naow:

|:| Browsing History

[] Download Histary

[] saved Form and Search History
Cache

[] cookies

[] saved Passwords

[]: authenticated Sessions

qclear Private Data Mow D[ Cancel

Figure A-27 Clear cache data with FF

Starting the System Planning Tool Version 2

You have three ways to start the System Planning Tool Version 2:

» As shown in Figure A-28, double-click the IBM System Planning Tool icon that was
created during the installation procedure.

» ¥

“'Eﬂl'i'l'l men s R ECyoebir

MY INS TWOT K Sl
[P|3Ces NaWIga tor]

AT D0 LU [Aterme
Eroressional) ERDIOCET]

Figure A-28 Double-click the IBM System Planning Tool icon
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» As shown in Figure A-29, look for the command to start in the programs menu. Click
Start — All programs — IBM System Planning Tool — System Planning Tool.

llf] IBM Personal Communications 4
I/ 1BM Recordhow! v
M IBM System Planning Tool
llf] Infoprint Select

4 | By settinas

"= System Planning Tool

llﬂ InterVideo WinDVD 4 & Uninstall
I/ 1sCI Tools v
llﬂ TS50 FrameMaker Toolkit »

Figure A-29 System Planning Tool Version 2 start command

It takes a few seconds for the initialization to complete until you get the browser window
displayed in Figure A-30.

€] 1IBM System Planning Tool - Microsoft Internet Explorer E]ED
: File Edit WView Favorites Tools Help p”
£ ; : 5 W _ . %

@Back > \ﬂ \ELI (| > ! Search ¢ Favorites 67 T = .‘o)

i Address @:}http:_-"_-'locallmst:-SlJlJ 1fsptffaces/pagefcommon/spt. jsp V| d 50

: Links ﬁj IBM Business Transformation Homepage :g‘] 1EM Internal Help Homepage @ IBM Standard Software Installer > '@ -

IBM System Planning Tool

The System Planning Tool helps you plan the configuration of a
partitioned system. You can place your hardware order based an
this system plan. You can also use this system plan to automate the
creation of logical partitions on the system.

Click Launch to start the System Planning Toaol.

07.114

Version 2

&] Done %J Local intranet

Figure A-30 The System Planning Tool Version 2 starting window
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Also, notice the icon in the system tray, as shown Figure A-31. As long as this icon exists,
it means that the System Planning Tool Version 2 is active, even if any previously
connected browser window is closed.

5:42 M
% & Thursday
@ 4/28/2007
Figure A-31 The activity icon

» Right-click the system tray icon and select Open, as shown in Figure A-32.

Open

Help
About

Exit
@ = FozaaM
"=, &  Friday
@ 4/27/2007

Figure A-32 Open SPT using the system tray icon

The daemon of System Planning Tool Version 2 fails to start if the IP port number it should
use is already open by another software. In this case, you receive an alert, as shown in
Figure A-33. Click Cancel, set up another IP port number (see “Setting up the System
Planning Tool Version 2” on page 208), and retry the procedure.

Error %

T'j Received error 10054, trying to connect to the SPT server, Check the SPT port setting and ensure it is not in use or blocked by a firewall,

For more details, see:
http: ffwnw-304. ibm. com fct0 1004 feystems support tools fsystemplanningtool

Retry Cancel |

Figure A-33 Error when starting SPT

Ending the System Planning Tool Version 2

Right-click the system tray icon and select Exit, as shown in Figure A-34.

Open

Help
About

e
Tl M

E’ &  Friday

(& 4/27/2007

Figure A-34 Ending SPT
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Setting up the System Planning Tool Version 2

There is only one parameter that needs to be setup to run System Planning Tool Version 2. It
is the IP port number used by the daemon to listen on. Any browser window related to the tool
will connect to the daemon (using localhost IP name) to that particular port.

During installation time, an available port above the well-known ones (up to 1023) is selected
by the wizard.
This port may be suitable all the time. But, you may have other software on your PC that also

uses this particular port. If System Planning Tool Version 2 is active, this other software may
fail to start. On the other hand, if this other software is running when you try to start SPT, this

one will fail.

To set up this port, run Start — All programs — IBM System Planning Tool — Settings, as
shown in Figure A-35.

I IBMiSeries Access for Windows — »

dfl IBM Personal Communications 4

I 18M Recordhow! 3

R IBM System Planning Tool

dﬂ Infoprint Select 3 _E System Planning Toaol
I/ Intervideo WinDVD 2 & Uninstall

Figure A-35 Start SPT setup

As shown in Figure A-36, you can type the port you want and click OK. Note that the
availability of the IP port number is not checked at this point.

BaBm System Planning Tool

Change Server Port Mumber

Port Mumber (1-65534) ; | 6001

CK{_ Cancel ‘

i

Figure A-36 SPT IP port number setting

The next information window (see Figure A-37) just clarifies that the new IP port number
takes affect the next time System Planning Tool Version 2 starts. Click OK.

Info

-
1) Please restart the IBM System Planning Tool for changes to take affect.
-

[ oy |

Figure A-37 Information about the IP port number

Tip: High IP port numbers are rarely used, so you may want to set up numbers like 65534,
65533, and so on.
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Uninstalling the System Planning Tool Version 2

Prior to uninstall the System Planning Tool Version 2, make sure that it does not run (check
“Ending the System Planning Tool Version 2” on page 207 if necessary). Then click Start —
All Programs — IBM System Planning Tool — Uninstall, as shown in Figure A-38.

IBM Recordhiow! ’

IBM System Planning Tool Settings
Infoprint Select
Intervideo WinCDVD
1SCI Tools

TS0 FrameMaker Toolkit r
Jasc Software 3

Figure A-38 Uninstall command

The SPT splash window, then the Initializing wizard message appear, as shown in
Figure A-39 and Figure A-40.

IBM® System Planning Tool

Powered by Eclipse Technology (/
Licansad Matarial - Property of IBM Corp. & Copyright by 1BM Corp. and other(s), 2001, 2007. r-u‘__i_ >
All Rights Reserved. IBM and the IBM logo are registered trademarksof IBM Corp.; Java and P
all Java-basad marks and logos are trademarks or registared trademarks of Sun Microsyslems,

Inc.; and all terms are trademarks or registered rademarks in the United States, other Iava

COMPATIBLE

couniries,or both.

Figure A-39 The SPT splash window

Initializing wizard...

Figure A-40 The initializing wizard message
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At this time, on the first uninstall wizard, you can still cancel the uninstall by clicking Cancel,
as you can see in Figure A-41. Click Next to continue the procedure.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard ™ [=!

IBM System Planning Tool Uninstall Wizard

The InstallShield Wizard will uninstall the |[EM Systern Flanning Tool from your
system.

To continue, choose Mest.

InstallSnizld

L Mext = ] [ Cancel ]

Figure A-41 First uninstall wizard panel

The Confirm uninstall panel shows you which features will be uninstalled and which folder is
involved in the procedure. See Figure A-42. Click Uninstall to continue the procedure.

& IBM System Planning Tool 2.07.114 - InstaliShield Wizard ™ [=]) <

Flease read the summary information helow.

IBM Systern Planning Taal will he uninstalled from the following location:
CAProgram FilesUBRMIEM System Planning Toal
with the fallowing features:

Base
Samples

InstallEnizld

[ = Back [ Lninstall ] Cancel

Figure A-42 Confirm uninstall panel
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Until the end of the procedure, the work in progress panel is displayed, as shown in
Figure A-43.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard ke

Uninstalling IBM System Planning Tool...

InstallSnizld

Cancel

Figure A-43 Uninstall in progress

You are now presented with the final panel (Figure A-44) to confirm the removal of the System

Planning Tool Version 2. Click Finish to exit the wizard.

& IBM System Planning Tool 2.07.114 - InstallShield Wizard =

Flease read the summary information helow.
The InstallShield Wizard has successfully uninstalled IEM Systern Flanning Taal.
Choose Finish to exit the wizard.

InstallSnizld

Figure A-44 Uninstall complete
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this book.

IBM Redbooks

For information about ordering these publications, see “How to get Redbooks” on page 215.
Note that some of the documents referenced here may be available in softcopy only.

>

>

Hardware Management Console V7 Handbook, SG24-7491

Advanced POWER Virtualization on IBM System p5: Introduction and Configuration,
SG24-7940

Advanced POWER Virtualization on IBM System p Virtual I/O Server Deployment
Examples, REDP-4224

Integrated Virtualization Manager on IBM System p5, REDP-4061
IBM System i Overview: Models 515, 525, 570, 595 and More, REDP-5052

PCI and PCI-X Placement Rules for IBM System i5, eServer i5, and iSeries servers with
i5/0S V5R4 and V5R3, REDP-4011

IBM System p Advanced POWER Virtualization Best Practices, REDP-4194x
HACMP 5.3, Dynamic LPAR, and Virtualization, REDP-4027

Logical Partitions on System i5: A Guide to Planning and Configuring LPAR with HMC on
System i, SG24-8000

LPAR Simpilification Tools Handbook, SG24-7231

WebSphere Message Broker V6, Best Practices Guide: Bullet Proofing Message Flows,
REDP-4043

Other publications

These publications are also relevant as further information sources:

>

>

»

System p and System i Site and Hardware Planning Guide SA76-0091

IBM System p Overview, SA76-0087

System p Logical Partitioning Guide

This PDF focuses on managing POWER5 and POWERG6 technology systems.
System i and System p Partitioning for AIX with an HMC

This PDF focuses on managing POWER5 and POWERSG technology systems.
System i and System p Partitioning for i5/0S with an HMC

This PDF focuses on managing POWERS5 and POWERS6 technology systems.
System i and System p Partitioning for Linux with an HMC

This PDF focuses on managing POWER5 and POWERG6 technology systems.
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» System p Partitioning with the Integrated Virtualization Manager

This PDF focuses on managing POWER5 and POWERSG technology systems.
» System i and System p Using the Virtual I/O Server

This PDF focuses on managing POWER5 and POWERG6 technology systems.

» System p Installation and Configuration Guide for the Hardware Management Console
Version 7 Release 3.1.0 Maintenance Level 0, SA76-0084

This PDF focuses on managing POWER5 and POWERSG technology systems.

» System p Operations Guide for the Hardware Management Console and Managed
Systems Version 7 Release 3.1.0, SA76-0085

This PDF focuses on managing POWER5 and POWERSG technology systems.
» System i and System p Managing the Hardware Management Console (HMC)
This PDF focuses on managing POWERS5 technology systems.

Online resources

214

These Web sites are also relevant as further information sources:
» IBM Systems Hardware Information Center
This Web site is focused primarily on POWERS5 technology hardware on System i and

System p. Pre-POWERS5 technology hardware can be found at the respective pSeries and

iSeries informations centers listed later in this list.
POWERS®6 technology hardware information can be found as described later in this list.
http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/index.jsp

» iSeries Information Center - System i Information Center

This Web site is focused primarily on pre-POWERS5 technology hardware on System i and
all i5/0S-based software documentation (V5R2, V5R3, V5R4). This includes i5/0S-based

software that runs on POWERS and POWERG technology configurations.
http://publib.boulder.ibm.com/iseries/
» pSeries Information Center - System p Information Center

This Web site is focused primarily on pre-POWERS5 technology hardware on System p and

all AlX-based software documentation. This includes AlX-based software that runs on
POWERS and POWERSG technology configurations.

http://publibl6.boulder.ibm.com/pseries/index.htm
» |IBM Systems Support Web site for System p

This support Web site offers a wide range of tools and resources, including hardware and
software maintenance (for example, Fix Central capabilities) and technical documentation.
For accessing POWER®G6 hardware information, this site provides the most effective links to

available documents such the System p Overview (POWERS6), and HMC documentation
specific to Version 7 Release 3.1.0.

We recommend going to this Web site first to find the PDF documents listed in this
publication under “Online resources” on page 214.

This site also has links to the other information centers listed here.

http://www.ibm.com/systems/support/p

IBM System i and System p System Planning and Deployment: Simplifying Logical Partitioning


http://publib.boulder.ibm.com/infocenter/eserver/v1r3s/index.jsp
http://publib.boulder.ibm.com/iseries/
http://publib16.boulder.ibm.com/pseries/index.htm
http://www.ibm.com/systems/support/i

Click the Product documentation link to access documentation grouped under several
categories (libraries), such as:

— Systems Support Site: POWERG6 specific documentation
— Systems Information Center:

* Hardware - POWER6 and POWERS and Hardware Management Console
e Software - AIX 5L V5.3, i5/0S V5R4, Linux on System p

— pSeries and AlX Information Center

e Hardware - POWER4, RS6000, Hardware Management Console
e Software - AIX 5L V5.2, V5.1, AIX 4.3

» IBM Systems Support Web site for System i

This support Web site offers a wide range of tools and resources, including hardware and
software maintenance (for example, Fix Central capabilities) and technical documentation.
For accessing POWERSG hardware information, this site provides the most effective links to
available documents such the System i Overview (POWERSG), and HMIC documentation
specific to Version 7 Release 3.1.0.

We recommend going to this Web site first to find the PDF documents listed in this
publication under “Online resources” on page 214.

This site also has links to the other information centers listed here.

http://www.ibm.com/systems/support/i

How to get Redbooks

You can search for, view, or download Redbooks, Redpapers, Technotes, draft publications
and Additional materials, as well as order hardcopy Redbooks, at this Web site:

ibm.com/redbooks

Help from IBM

IBM Support and downloads:

ibm.com/support

IBM Global Services:

ibm.com/services

IBM Prerequisites Web site. This site provides compatibility information for hardware features.
This tool helps you to plan a successful system upgrade by providing you with the prerequisite
information for features you currently have or plan to add to your system:

http://www-912.ibm.com/e_dir/eServerPrereq.nsf/
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deploying a partitioned environment on IBM System i and IBM
System p configurations.

The objective is to help you order and IBM deliver a hardware
configuration and get that configuration up and running your
planned partition configurations with good performance in as
short a time as possible.

This book and the tools and processes involved represent the next
step in expediting this entire process, while still requiring sound
knowledge of IBM System i and System p hardware processor
and I/O capabilities for success.

SG24-7487-00 ISBN 0738488771

W
@

Redhooks.

INTERNATIONAL
TECHNICAL
SUPPORT
ORGANIZATION

BUILDING TECHNICAL
INFORMATION BASED ON
PRACTICAL EXPERIENCE

IBM Redbooks are developed
by the IBM International
Technical Support
Organization. Experts from
IBM, Customers and Partners
from around the world create
timely technical information
based on realistic scenarios.
Specific recommendations
are provided to help you

implement IT solutions more
effectively in your
environment.

For more information:
ibm.com/redbooks



http://www.redbooks.ibm.com/ 
http://www.redbooks.ibm.com/ 
http://www.redbooks.ibm.com/ 

	Go to the current abstract on ibm.com/redbooks
	Front cover
	Contents
	Notices
	Trademarks

	Preface
	The team that wrote this book
	Become a published author
	Comments welcome

	Chapter 1. System planning and deploying logical partitions overview
	1.1 System planning and deployment for logical partitions overview
	1.2 The LPAR planning process
	1.3 Gathering requirements
	1.4 Planning partitions and allocating hardware
	1.5 Ordering the system
	1.6 System plans on the HMC
	1.7 Virtual I/O Servers
	1.8 Virtual LAN and virtual SCSI definition enhancements

	Chapter 2. System Planning Tool (SPT) V2
	2.1 Overview of the System Planning Tool V2
	2.2 Downloading SPT
	2.3 What is new in SPT V2
	2.3.1 Version 2 new items
	2.3.2 Version 1 new items

	2.4 System Planning Tool basics
	2.4.1 The reconnect option

	2.5 Creating a new system plan
	2.5.1 Selecting the system platform and type/model
	2.5.2 Working with system attributes
	2.5.3 Defining system partitions
	2.5.4 Configuring memory

	2.6 Work with planned systems
	2.6.1 Placing hardware with the System Planning Tool
	2.6.2 Adding an expansion unit to the design
	2.6.3 Copying expansion units
	2.6.4 Hardware tab
	2.6.5 Networking tab
	2.6.6 Storage tab
	2.6.7 Defining load source
	2.6.8 Consoles tab

	2.7 System Plan Viewer
	2.7.1 Printing the System Plan Viewer

	2.8 System plan completion
	2.8.1 Save sysplan
	2.8.2 Export sysplan
	2.8.3 Sysplan for deployment


	Chapter 3. System plans and the hardware management console
	3.1 System plans
	3.2 Using the HMC graphical user interface
	3.2.1 Importing a system plan to the HMC
	3.2.2 Exporting a system plan from the HMC
	3.2.3 Creating a system plan on the HMC
	3.2.4 Viewing a system plan on the HMC
	3.2.5 Removing system plan on the HMC

	3.3 System plans deployment
	3.3.1 Deployment validation process
	3.3.2 Deploy a system plan using the graphical wizard
	3.3.3 System plans management using restricted shell (CLI)


	Chapter 4. Virtual I/O Server
	4.1 Advance Power Virtualization capabilities summary
	4.2 Virtual I/O Server requirements
	4.3 Define Virtual I/O Server in System Planning Tool Version 2
	4.3.1 Major steps to define a Virtual I/O Server
	4.3.2 Set up partitions
	4.3.3 Set up processors
	4.3.4 Set up memory
	4.3.5 Set up hardware
	4.3.6 Networking
	4.3.7 Storage

	4.4 Deployment of Virtual I/O Server on HMC
	4.4.1 Starting deployment of system plan containing a Virtual I/O Server partition

	4.5 Deployment on Integrated Virtualization Manager (IVM)

	Chapter 5. System Planning Tool Version 2 and Workload Estimator
	5.1 Sample use of SPT V2 and WLE from performance data
	5.1.1 Example of SPT V2 and WLE for new workload


	Appendix A. Managing System Planning Tool Version 2 installation
	Downloading the SPT installation files
	Installing the System Planning Tool Version 2
	Normal installation procedure
	Wrong installation procedure

	Browser cache special considerations
	Starting the System Planning Tool Version 2
	Ending the System Planning Tool Version 2
	Setting up the System Planning Tool Version 2
	Uninstalling the System Planning Tool Version 2

	Related publications
	IBM Redbooks
	Other publications
	Online resources
	How to get Redbooks
	Help from IBM

	Index
	Back cover


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


