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Preface

IBM® i integration with BladeCenter® and System x™ allows businesses to operate
heterogeneous environments that include Intel®-compatible servers running VMware® ESX
Server in addition to core business applications on the IBM i platform. VMware ESX Server is
the host server for abstracting processor, memory, storage and networking resources of a
physical server into multiple virtual machines. The ESX Server is part of the VMware
Infrastructure.

Implementing VMware Infrastructure 3 with System i® integration with BladeCenter and
System x brings together the strengths of System i along with the benefits that VMware
Infrastructure 3 brings to the BladeCenter and System x.

This IBM Redbooks® publication presents some of the reasons for considering implementing
VMware Infrastructure 3 through System i integration with BladeCenter and System x and
guides you through the following important topics:

» Planning and installation VMware Infrastructure 3 via System i integration with
BladeCenter and System x

» Summary of VMware Infrastructure 3 advanced capabilities
» Backup and recovery

» Managing integrated ESC server

» Administration and management of a VMware infrastructure

» Migration
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Introduction

Implementing VMware Infrastructure 3 with System i integration with BladeCenter and
System x brings together the strengths of System i along with the benefits that VMware
Infrastructure 3 brings to the BladeCenter and System x. This chapter presents some of the
reasons for considering implementing VMware Infrastructure 3 through System i integration
with BladeCenter and System x and guides you through planning, installation, backup and
recovery, and the administration and management of a VMware infrastructure.

Note: VMware Server (formerly known as VMware GSX) is not covered in this book.
VMware Server is a different virtualization product that installs on top of a host operating
system (either Windows or Linux) and has been supported on System i integration with
BladeCenter and System x for several years now. VMware Server would be the
virtualization product to look at for smaller virtualization environments with a small number
of physical servers and no desire to take advantage of the advanced VMware features like
VMotion®, high availability, or distributed resource scheduling. VMware Infrastructure 3 is
not supported on the older integration technologies of Integrated xSeries Server (1XS) and
Integrated xSeries Adapter (IXA), so VMware Server would be the product to consider in

this situation also.

© Copyright IBM Corp. 2008. All rights reserved.



1.1 System i integration overview

This section discusses general topics of System i integration.

1.1.1 What is System i integration with BladeCenter and System x

System i integration with BladeCenter and System x is one of a number of infrastructure
simplification technologies employed in System i. It provides a method of unifying your
BladeCenter and System x servers and your i5/0S environment.

Note: Throughout this book, the terms x86 server and x86-based server are used. In the

context of this book, these terms refer to BladeCenter blade servers or System x servers.
This terminology does not imply that non-IBM servers can participate in System i

integration.

1.1.2 System i integration benefits

System i integration with BladeCenter and System x provides you with a number of unique
benefits over what a non-integrated server does. These benefits include:

>

>

Reliability: Use more reliable System i storage instead of x86-based storage.

Protection: Take advantage of System i data protection schemes such as data striping,
RAID 5, RAID 6, and mirroring.

Performance: Data is spread across multiple System i disks, preventing bottlenecks on a
particular drive.

Flexibility: Add disk storage on-the-fly.
Disaster recovery: Back up as part of i5/0S backup, and recover with i5/0OS recovery.

User management: When the VMware environment is implemented entirely with System i
integrated servers, i5/0S users can be enrolled on the VirtualCenter server.

1.1.3 System i integration components overview

System i integration with BladeCenter and System x consists of a number of components:

»

>

System i with i5/0S and integration prerequisite software

iISCSI Host Bus Adapter (HBA) for System i hardware the enables the SCSI over Ethernet
connectivity

System i storage provides virtual disks for the integrated server

x86 servers either BladeCenter with one or more supported blade servers installed or
supported System x servers with no disks installed

iISCSI HBA for x86 server expansion card for blade server or adapter card for System x
connects to iISCSI network

Service processor hardware for x86 a management module (management module or
Advanced Management Module) for a BladeCenter or a Remote Supervisor Adapter
SlimLine or Baseboard Management Controller for System x

Gigabit Ethernet switch BladeCenter switch module or external switch

Cabling to connect the network either copper or fiber Ethernet depending on switches and
adapters

2 VMware VI3 on BladeCenter and System x Integrated with System i



1.2 VMware Infrastructure 3 overview

This section provides an overview of VMware Infrastructure 3.

1.2.1 VMware Infrastructure 3 benefits

VMware Infrastructure 3 is a suite of virtualization products that can help you realize a
number of benefits:

>

Native architecture: The VMware ESX Server installs directly on the x86 hardware, giving
virtual machines near native performance characteristics.

Resource virtualization: Virtualizes processor, memory, network, and storage so they can
be used where most needed, increasing overall utilization.

Server consolidation: Higher utilization of server resources reduces the need for additional
hardware.

Scalability: Virtual machines can scale up to 64 GB of virtual memory onto large servers
with up to 128 GB of physical memory.

Performance: A number of considerations:

— Page sharing reduces the number of physical memory accesses.
— Memory over-commitment to increase utilization.

— Memory ballooning to prevent starvation.

Portability: Workloads implemented as virtual machines can be easily moved between
physical x86 servers.

Rapid deployment: Repository of virtual appliances that implement many popular
workloads

Operating system flexibility: Supports a broader range of operating systems than System i
integration with BladeCenter and System x does natively.

1.2.2 VMware Infrastructure 3 components overview

VMware Infrastructure 3 includes the following components, which are identified in the
topology shown in Figure 1-1 on page 4:

>

VMware ESX Server: Virtualization layer that runs on the x86 hardware virtualizing
processor, memory, storage, and networking resources.

VirtualCenter Server: The centralized management point for configuring, provisioning, and
managing the virtualized environment.

VMware Infrastructure Client: The Windows-based primary interface for remote
connection to VirtualCenter Server or ESX Servers.

VMware Infrastructure Web Access: Web browser based interface to VirtualCenter Server
or ESX Servers that supports management and virtual console access for virtual
machines.

VMware Virtual Machine File System (VMFS): VMware’s high-performance file system for
virtual machines.

VMware Virtual Symmetric Multi-Processing (Virtual SMP®): Enables a virtual machine to
use several physical processors simultaneously.

VMware VMotion: Enables migration of running virtual machines from one physical ESX
Server to another with no interruption.
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» VMware High Availability (HA): Enables virtual machines running on a physical ESX

Server that fails to automatically restart on another ESX Server.

» VMware Distributed Resource Scheduler (DRS): Based on VMotion technology, enables

automatic balancing of virtual machine workloads across a group of ESX Servers.

» VMware Consolidated Backup (Consolidated Backup): Provides agent-free backup of

virtual machines.

1.3 VMware Infrastructure 3on System i topology

4

When you implement VMware Infrastructure 3 with System i integration with BladeCenter and
System x, the System i is more or less acting as a self-managing Storage Area Network with
regard to VMware. In other words, all the storage for the VMware Infrastructure 3 environment
physically resides on the System i.

Referring to Figure 1-1, you see that the VMware infrastructure actually runs on the physical
x86 hardware. Figure 1-1 shows a BladeCenter. The VMware components shown are
described above. The x86 servers are connected to the System i over a private gigabit
Ethernet network. The switch shown in the figure would in most cases be an integrated switch
for a BladeCenter, but is shown externally to emphasize the network components. The iSCSI
HBAs in the BladeCenters are not explicitly shown, but they would be connected internally to
an I/0O bay, from which the network connections are made. Several iISCSI HBAs are shown in
the System i, indicating the multiple HBAs required to support a BladeCenter fully populated
with blade servers. These are shown connecting to the private network.

VMware Infrastructure System i

BladeCenter ‘

Network

Figure 1-1 VMware Infrastructure 3 on System i integration with BladeCenter and System x
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Not shown are the network connections from each x86 server’s service processor hardware
and from the System i to the external (non-private) network. These out-of-band connections
control the power on the x86 hardware.

1.4 Why implement VMware Infrastructure 3 on System i
integrated servers

In addition to the benefits already mentioned in 1.1.2, “System i integration benefits” on
page 2, and 1.2.1, “VMware Infrastructure 3 benefits” on page 3, there are some other
considerations for implementing VMware Infrastructure 3 on System i integrated servers.
First, consider that VMware customers have reported a short-term return on investment
(RQI), and couple this with a ROl on System i integration of about six months (three years
ROI of 258%).

Another consideration is that many customers that implement VMware Infrastructure 3
require a storage area network to deliver the storage that they need. With this System i
implementation, you, in fact, have a SAN, without the a lot of the costs of a SAN. You
essentially let the SAN manage itself, by managing your System i.

All this adds up to a strong case for considering VMware Infrastructure 3 on System i
integration with BladeCenter and System x.

1 see IDC white paper at http://www.ibm.com/servers/eserver/iseries/idcroi
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Planning and sizing

This chapter describes the planning and sizing for a VMware Infrastructure 3 on System i
integration with BladeCenter and System x.
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2.1 Hardware and software prerequisites

In this chapter we list the hardware and software prerequisites for a VMware Infrastructure 3
installation on System i integration with BladeCenter and System x.

2.1.1 Hardware prerequisites

You can use any supported System i (POWER5™, POWER5+™, or POWER6™ based) with
iISCSl-attached integrated servers for a VMware Infrastructure 3 installation.

On the System i side we need an iSCSI host bus adapter (iSCSI HBA). The iSCSI HBAs are
available with a copper/RJ45 port (System i feature 5783) or with a fiber port (System i
feature 5784).

The complete list of supported iISCSI HBAs and System i models is available at:

http://www.ibm.com/systems/i/advantages/integratedserver/iscsi/#support

Supported System x are rack-mounted systems like x3550, x3650, x3850, and x3950 with
PCI-X iSCSI HBAs P/N 30R5201 (1 copper port) or P/N 30R5501 (1 fiber port).

We recommend installing a Remote Supervisor Adapter Il (RSA Il) in System x coming only
with a Baseboard Management Controller (BMC).

The recommended BladeCenter Chassis is the BladeCenter E (8677). BladeCenter H (8852)
is also supported, but the high-speed networking option cannot be used for iISCSI integrated
servers because the expansion card slot is already occupied by the iISCSI HBA.

Currently, all available BladeCenter x86 blade servers are supported (HS21, LS21, LS41).
For the iISCSI connection in these systems we need the Qlogic iSCSI expansion card for IBM
BladeCenter (StFF Adapter P/N 32R1923).

For the complete list of supported System x and BladeCenter systems go to:

http://www.ibm.com/systems/i/advantages/integratedserver/iscsi/servermodels/

Note: We recommend a dedicated network for the iSCSI connection because the data
traffic is not encrypted. For smaller environments using a single BladeCenter chassis you
can use the internal switch modules connecting them directly to the System i iISCSI HBAs.
In environments using System x or more than one BladeCenter chassis we recommend
using dedicated network switches or VLANS.

More information about network switch requirements and configuration considerations is
available at:

http://www.ibm.com/systems/i/advantages/integratedserver/iscsi/switches.html

2.1.2 Software prerequisites

The software requirements for VMware Infrastructure 3 on System i integration with
BladeCenter and System x are basically the same as Linux iSCSI integrated servers. To
enable shared storage support on System i you need to be at i5/0OS level V6R1 or later. For
VMware ESX support you also need to install the licensed program product IBM Extended
Integrated Server Support for i5/0S (5761-LSV).
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You can find the complete list in the Information Center document System i integration with
BladeCenter and System x iSCSI-attached System x and blade systems.

You also need to install the required i5/0S PTFs documented at:
http://www.ibm.com/systems/i/advantages/integratedserver/ptfs.htm]

Note: If you want to use System i Navigator to configure shared storage you have to use
V6R1MO or later.

On BladeCenter or System x we need to use VMware ESX 3.0.1 or later. The corresponding
VMware VirtualCenter version is 2.0.1 or later.

Software requirements for VMware VirtualCenter are Windows 2000 Server or Windows
Server® 2003 with a Microsoft® SQL Server® or Oracle® database. A list of the supported
database software versions is available in the VMware Installation and Upgrade Guide,
available at:

http://www.vmware.com/support/pubs/vi_pubs.html

2.2 What your HW configuration will be

This section shows the main differences between BladeCenter and System x related to
VMware Infrastructure 3 on System i integration with BladeCenter and System x.

2.2.1 BladeCenter to System x comparison

In a BladeCenter up to 14 blade servers share a common chassis that provides power,
cooling, and network and storage connectivity. BladeCenter E needs only seven rack units
(7U) for these 14 servers. BladeCenter H needs 9U because of the additional high-speed
network switch bays.

Note: With iSCSI integrated blade servers you cannot take advantage of high-speed
networking options available with BladeCenter H because the expansion card slot is
already occupied by the iISCSI HBA.

Table 2-1 shows a quick comparison of the main feature differences between BladeCenter
and System x in a VMware Infrastructure 3 implementation on System i integration with
BladeCenter and System x.

Table 2-1 Main feature differences between BladeCenter and System x

Feature BladeCenter System x
Power cabling Simple. Only four power More complex. Each System x
connectors (two on needs one or two power cables.

BladeCenter H) for up to 14
blade servers.

Power efficiency Better than System x. Only four | Not as efficient as blade
power supplies and two fans for | servers, dedicated power
up to 14 blade servers. supplies, and fans in each

System x.
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Feature

BladeCenter

System x

Cooling requirements

Lower than comparable System
X environments.

Higher than comparable
BladeCenter environments.

Network cabling

Simple. Only uplink
connections for integrated
network switches.

More complex. Each network
card must be connected
individually.

Ethernet connections

Restricted. Only two Ethernet
connections available per blade
server.

Expandable. Additional network
cards can be installed.

Additional option cards

Not possible. The option card
socket is used by iSCSI HBA
card.

Possible. Additional option
cards can be installed.

Service processor object on
i5/0S

Only one SRVPRC object per
BladeCenter for up to 14 blade
servers.

One SRVPRC object for each
System x.

2.2.2 Networking scenarios

In blade servers we only have two Ethernet ports available. For our standard configuration we
implement a simple networking concept using the first Ethernet port for the VMware Console
OS and for the vmkernel network. The second Ethernet port provides network connectivity for
the virtual machines running on the blade servers. Figure 2-1 shows that simple networking
scenario.

BladeCenter

Management
Module

[

Ethernet Network

l |

[
Console

Switch Module 1

46 vmkernel/console network )

T T

Switch Module 2

System i

Ethernet Card

—{

virtual machine network-

I

iSCSI

Switch Module 3

direct connection

Switch Module 4

BladeServer

iSCSI Target HBAs

Figure 2-1 Simple networking concept for blade servers

10

VMware VI3 on BladeCenter and System x Integrated with System i




If network port redundancy is required you need to team both Ethernet ports together and set
up different VLANSs for console/vmkernel networking and for the virtual machine network. This

scenario is shown in Figure 2-2.

Additional VLANs can be defined when more than one dedicated network is required for the

virtual machines.

BladeCenter

Management
Module

Trunk connection with separate
VLANs for vmkernel/console
and virtual machines

[

[
Console

Switch Module 1

Ethernet Network

Switch Module 2

U

\
vmkernel/console VLAN

virtual machine VLAN

Switch Module 3
iSCSI

| 1
{ |

System i

Ethernet Card

Switch Module 4

direct connection

BladeServer

iSCSI Target HBAs

Figure 2-2 Teaming network adapters with VLAN for blade servers
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Some networking environments require dedicated network interface cards for different virtual
machines. To satisfy this requirement you need to use System x servers, which provide
additional expansion slots for network cards. Figure 2-3 shows an example network scenario
for such an environment.

System x

vmkernel
Console

System i
m Ethernet Network m
RSA Ethernet Card

ot (0 vmkernel/console network

O virtual machine network-
I

dedicated Ethernet Switch
or VLAN for iSCSI

dedicated Ethernet Switch
or VLAN for iSCSI M

iSCSI Target HBAs

Figure 2-3 Network scenario with dedicated NICs in System x

2.2.3 Virtualization guidelines

Candidates for virtualization are smaller Windows or Linux servers like systems already
running on older, less powerful hardware. With current hardware and VMware Infrastructure 3
you can consolidate many of these servers onto one blade server or System x, optimizing the
hardware utilization.

For systems with high performance requirements like big database servers, we recommend
using dedicated servers without the virtualization overhead.

The typical size of a virtual server is 1-2 CPUs and 1-2 GB RAM. Servers requiring more
than two CPUs and more than 4 GB RAM perform best on dedicated hardware because they
can take advantage of all system resources.

2.3 Sizing

This chapter shows the main sizing rules for a VMware VI3 in an iSCSI integrated server
environment.
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2.3.1 BladeCenter and System x sizing

The number of virtual machines that you can deploy on a VMware ESX Server depends
mainly on memory and CPU requirements.

A rule of thumb is that you can run 3-5 VMs per CPU core (2—4 for the first CPU core
because VMware ESX also needs some CPU resources), which results in a number from
11-19 VMs on a system with two dual-core CPUs. This rule is based on VMs running
Windows 2000 Server with low to medium CPU utilization. For Windows 2003 Server these
numbers are lower because of the higher resource requirements.

The main limiting factor is the memory requirement for the virtual machines. Here you can just
add the memory amount needed for each VM. Currently, in most cases a blade server with
four memory sockets will be configured with 8 GB RAM because the 4 GB memory modules
are still too expensive. A blade server with eight memory sockets (HS21 XM, LS21) will have
16 GB RAM.

If you define typical Windows Server 2003 virtual machines with 2 GB RAM each, you can run
up to three VMs on a blade server with 8 GB RAM and up to seven VMs on a eight socket
server with 16 GB RAM. (You need to reserve 512 MB—1 GB RAM for VMware ESX).
Therefore, you will not reach the VM per CPU core limit in such an environment.

You can optimize memory usage when you define the virtual machines with 1.8—-1.9 GB RAM.
Then you can put four VMs with 1.8 GB RAM each on a 8 GB blade server (4*1.8+0.5=7.7
GB) or eight VMs with 1.9 GB RAM each on a 16 GB blade server (8*1.9+0.5 =

15.7 GB)

When you define Windows 2000 Server or Linux virtual machines that need only about 1 GB
RAM per VM you can double the number of VMs per integrated server.

Summary: The number of VMs per server = (installed RAM - 0.5 GB) / (RAM per VM).

Or, if the VMs on a server have different memory requirements, installed RAM >= sum of
VM memory + 0.5 GB for VMware ESX.

If you plan to implement VMware High Availability you need to size your ESX Servers with
enough spare capacity for the virtual machine takeover in case of a server failure. For
example, with three ESX Servers each running four VMs, you need to size each server for six
VMs (see also 4.3, “WVMware High Availability (HA)” on page 97).

2.3.2 System i storage sizing

The amount of storage needed for a VMware Infrastructure 3 on the System i integration with
BladeCenter and System x environment varies with the number of integrated servers used
and the number of virtual machines implemented.

We recommend keeping the default storage sizes for VMware ESX integrated servers. The
storage space for the system drive for each ESX Server is created with a size of 15 GB. The
size of the storage space for the installation drive is 1 GB.

The storage space needed for each VMware ESX integrated server is 15 GB + 1 GB.

The storage space needed for the virtual machines depends on the disk requirements of the
server running inside the virtual machine. We recommend a 20 GB virtual disk for the system
drive of a Windows Server 2003 virtual machine and a separate virtual disk for the data drive.
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To simplify backup and restore on System i we recommend a single storage space for each
virtual machine containing all virtual disks of that VM. This storage space must be sized with
an additional 5—10% of space for VMware configuration, log files, and other temporary files. If
snapshots are used, the additional free space should be 20-30%. (VMware Consolidated
Backup also uses snapshots during backups.)

» Storage space size for a VM without snapshot usage: size of system drive + size of data
drives + 5-10% free space

» Storage space size for a VM with snapshot usage: size of system drive + size of data
drives + 20—-30% free space

Note: You also need to size of the data drives to satisfy future growth because the storage
spaces cannot be increased without shutting down the servers.

We also recommend defining one storage space of 200 GB-500 GB as a main storage
location for virtual machine templates, operating system installation sources, and temporary
VM storage space.
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Installation

This chapter covers the tasks required to install and configure a VMware Infrastructure 3
environment using System i integrated servers. The environment described here is a
multiple-server environment, set up as a basic configuration to use the VMware advanced
features such as VMware VMotion, VMware High Availability (HA), and VMware Distributed
Resource Scheduler (DRS). More complex configurations can be built by referring to the
documentation provided by VMware.

© Copyright IBM Corp. 2008. All rights reserved.
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3.1 Installing VMware VirtualCenter

VMware VirtualCenter must be installed as a part of a multiple ESX Server environment to
enable the VMware advanced features of VMotion, HA, and DRS. VirtualCenter provides a
single point of control for all of the servers.

3.1.1 Configuring the VirtualCenter database

VMware VirtualCenter Server requires a database to maintain data about servers that it
manages. Currently, VirtualCenter supports Oracle or Microsoft SQL Server for production
environments. Refer to the VMware Installation and Upgrade Guide, found at the following
Web site, for supported database versions:

http://www.vmware.com/support/pubs/vi_pubs.htm]

Note: VMware does not support the Microsoft MSDE database for production, but it can be
used for demonstration or testing purposes. VirtualCenter contains a bundled version of
MSDE, and it can be installed during the VirtualCenter installation process.

The production database needs to be installed and configured to work with VirtualCenter.
Refer to the VMware Installation and Upgrade Guide for instructions on how to configure the
different databases.

Note: The VirtualCenter database can be installed on the same server as VirtualCenter,
but you will need to take into account any additional hardware requirements. The VMware
Installation and Upgrade Guide can help with this.

3.1.2 Setting up the license server

The VMware Infrastructure 3 environment supporting the VMware advanced features
(VMotion, HA, DRS) requires the use of a license server to administer the VMware licenses.
We strongly recommend that the license server is installed with and resides on the same
physical server as VirtualCenter.

Note: A separate license server can be used, if desired. The license server installation
code resides on the same CD as the VirtualCenter install. The hardware and software
requirements for the license server and the installation procedure can be found in the
VMware Installation and Upgrade Guide.

The installation of a separate license server must be done prior to starting the
VirtualCenter installation. You will need this server’s host name or static IP address for use
during the VirtualCenter installation.

You will need a license file for the license server to serve. Refer to the VMware [nstallation
and Upgrade Guide for information about obtaining a license file. This license file must be
accessible to the Windows server on which the license server will reside.
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3.1.3 VirtualCenter software installation

The VMware VirtualCenter Server software is packaged on a CD. The CD image can be
downloaded from the VMware products Web page or can be obtained on CD directly from
VMware.

You will need a Windows server, in addition to any you plan to install the ESX Server on, for
VirtualCenter and the license server to reside on. Refer to the VMware Installation and
Upgrade Guide for detailed hardware and software requirements for this server.

Note: We recommend that the Windows server that VirtualCenter resides on also be a
System i integrated server to preserve the benefits of an integrated server throughout the
VMware Infrastructure 3 implementation. We further recommend that this integrated server
is iISCSl-attached, for future flexibility. Otherwise, an Integrated xSeries Server (IXS) or an
xSeries or System x attached using an Integrated xSeries Adapter (IXA) can be used.

Before installing VirtualCenter Server, you must first assign a static IP address and a
corresponding host name to the Windows server that you will be using. The Windows server
name should exactly match the host name and should properly resolve from all of the ESX
Server hosts to be managed.

You should have your database properly configured for VirtualCenter Server use, along with
your license file (or the host name or IP address of an existing license server) before
beginning to install the VirtualCenter Server. Refer to the VMware Installation and Upgrade
Guide, found at:

http://www.vmware.com/support/pubs/vi_pubs.html

Use the installation steps there along with the following steps:

1. Sign on to the Windows host server with administrator authority and insert the
VirtualCenter Server installation CD. Wait for the VirtualCenter Installer window (as shown
in Figure 3-1) to appear. If the window does not appear, navigate to the CD contents and
double-click the autorun.exe icon.

[Zd¥Mware VirtualCenter Installer [_ (O] x|

VirtualCenter 2.0

Virtual Infrastructure for the Enterprise

Choose an item to install:
AirtualCenter Management Server ;
Wirtual Infrastructure Clent
Licernse Server

Explore the media

Figure 3-1 VMware VirtualCenter Installer window
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2. Click VirtualCenter Management Server to start the install.

3. You might be prompted to install Microsoft .NET Framework on your server. Click Yes to
proceed with the installation, if prompted.

4. On the Welcome window shown in Figure 3-2, verify that a VirtualCenter Server install is
occurring and click Next.

ualCenter Server 2.0

Welcome to the installation wizard for
Yilwrare VirtualCenter Server 2.0

The installation wizard will install ¥iware YirtualCenter Server
2.0 on this computer. To continue, click Next.

VirtualCenter 2
Virtual Infrastructure for the Enterprise

This program is prokected by copyright: law and international
treaties,

Build wersion: 2.0.2.61426

§ Cancel |

Figure 3-2 VMware VirtualCenter Installer Welcome window

5. Figure 3-3 shows the License Agreement window. Read the end user license agreement,
select | accept the terms of the license agreement, and click Next.

i‘._% ¥Mware YirtualCenter Server 2.0 x|

License Agreement

Please read the Following license agreement carefully,

VMWARE MASTER END USER LICENSE AGREEMENT il

NOTICE: BEY DOWNLOADING AND INSTALLING, COPYING OR
OTHEREWISE USING THE 30FTWARE, YOU AGREE TO BEE EQOUND
BY THE TERME OF THIZ EULA. IF YOU DO NOT AGREE TO THE
TERMZ OF THIZ EULA, YOU MAY NOT DOWNLOAD, INSTALL,
COPY OR USE THE S0OFTWARE, AND YOU MAY RETURN THE
UMUZED S0OFTWARE TO THE VENDOR FROM WHICH YOU
ACQUIRED IT WITHIN THIRTY (30) DAYS AND REQUEST &
REFUND OF THE LICENSE FEE. IF ANY, ALREADY PAID UPON =]

* T accept the terms in the license agreemment:

T do mok accept the terms in the license agreement

InstallShield

< Back | Mext = I Cancel

Figure 3-3 VMware VirtualCenter Installer License Agreement window
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6. Type the user name and company name and click Next, as shown in Figure 3-4.

ii;‘!&'" ¥Mware ¥irtualCenter Server 2.0
Customer Information [J l

Please enter wour information.

User Marne:

Qrganization:
IEM

InstallShield —
< Back | Mext = I Cancel _I

Figure 3-4 VMware VirtualCenter Installer Customer Information window

7. The Destination Folder window is shown in Figure 3-5. The default destination folder can
be accepted or you can navigate to the desired install folder by clicking Change. When the

desired folder has been selected, click Next.

iiél- ¥Mware YirtualCenter Server 2.0

Destination Folder
Select the Folder inwhich ko install the Yiware YirtualCenter Server,

Install ¥Mware YirkualCenker Server 2.0 ko
ZA\Program Files\Whware! vidware VirkualZenter 2,00 Change... |

1stallshield
Cancel

< Back

Figure 3-5 VMware VirtualCenter Installer Destination Folder window

Chapter 3. Installation 19



8. In Figure 3-6, you indicate what type of install you want to do. In most cases, a Typical
install will be the appropriate choice. If you need control over all the details of the install,
the Custom option can be selected. After you have selected the setup type, click Next.

i‘é’- ¥Mware ¥irtualCenter Server 2.0 E
Setup Type
Choose the setup bvpe that best suits vour needs,

Please select a setup bvpe,

Install wrware wWirtualZenker Server components, Installs both
WirtualCenter Management Server and Yirtual Infrastructure Web
Access service,

{~ Custom

Zhoose which program Features wou want installed and where they
will be installed, Recommended for advanced users,

InstallShield

< Back ] Mext = | Cancel |

Figure 3-6 VMware VirtualCenter Installer Setup Type window

9. As shown in Figure 3-7, you must select Use an existing database server for your
production environment. This database should be the one that you configured in 3.1.1,
“Configuring the VirtualCenter database” on page 16.

iiél- ¥YMware YirtualCenter Server 2.0

¥Mware ¥irtualCenter Database

Choose from defaulkfcustam VirkualCenter database server.

Wiware WirtualCenter Server works in tandem with a database server, Ik currently supports
M3DE, Microsaft SQL Server and Oracle,

‘fou can choose to use an existing server or have the setup automatically install a dedicated
MSLE instance and configure the YMmare YirtualCenter Server ko use it,

" Install and use a dedicated MSDE server instance (ITSOWZK3\MSDE_WC)

{* Lse an existing database server:

Ir Shield

< Back | Mext = I Cancel

Figure 3-7 VirtualCenter Installer Database window

Note: You should only use the MSDE option if you are installing for test or
demonstration purposes.
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The database setup steps that follow assume that an existing database will be used. Click
Next when a selection has been made.

10.Type the appropriate information into the window shown in Figure 3-8:
a. Type the data source name for the database.

b. Type the user name and password for the data source name. With some database and
Windows OS version combinations, the user name and password might not be
required. Click Next.

iiél- ¥Mware YirtualCenter Server 2.0

Database Information

Enter additional database configuration information,

Enter the Data Source Mame (D3N For the YMware irtualZenker database, To set up a DSN
click the ODEC D3N Setup buttaon.

|\-'Mware VirtualCenker QDEC DSM Setup

Enter the username that wou entered in the ODBC Data Source Administrator,

|.0.|:Iministrator

Enter the passward For this database connection.

Immmmmmmm|

Installshield —_

< Back J Mext = I Cancel _I

Figure 3-8 VirtualCenter Installer Database Information window

11.Figure 3-9 presents you with a choice as to how you want to set up your license server.

The steps following assume that the license server will be installed on the same server as
VirtualCenter, which is the recommended location.

ii;a ¥Mware VirtualCenter Server 2.0

License server

Configures the YirtualCenter Server product licensing. @

Proper licensing is required ta run the Viware YirtualCenter Server, The license can be
retrieved from a Yiware License Server running on this compuker or another computer,

< Install a local YMware License Server and configure YMware YirtualCenter
Server ko use it

" Configure YMware YirtualCenter Server b use an existing license server

InstallShield

< Back | Cancel |

Figure 3-9 VirtualCenter Installer License Server Location window
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Configures the YirkualCenker Server for server based licensing. @

Note: For information about how to configure VirtualCenter for a license server on a
separate server, refer to the VMware Installation and Upgrade Guide. The license
server must have been installed prior to starting the VirtualCenter installation.

To continue with the license server installed with VirtualCenter, select Install a local
license server and configure VMware VirtualCenter Server to use it and click Next.

12.0n the window shown in Figure 3-10, type the path for the license file that was described
earlier in 3.1.2, “Setting up the license server” on page 16. You can also use the Browse
button to navigate to this file. Click Next to select this license file.

iiél- ¥Mware YirtualCenter Server 2.0

Licensing Info

Use the Browse button ko locate and select the license file to be served, The license server
address will be 2F000@lacalhost,

WMwareSoftwarelic Browse |

InstallShield

< Back I| Mext = | Cancel

Figure 3-10 VirtualCenter Installer License Information window

Note: If you should need to add additional licenses at a later time, you will need to add
the new license file to the directory structure on the license sever machine. The default
directory on the license server is C:\Program Files\VMware\VMware License
Server\Licenses. You can add the new license file to this directory and restart the
license server using the license server tools on the Windows license server host. This
will pick up the additional licenses.
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13.The next window, shown in Figure 3-11, is used to set up the VMware Software
Development Kit (SDK). We recommend that the default settings are accepted unless you
have a specific reason to change them. So, in this case, just click Next to continue.

i‘é’- ¥Mware ¥irtualCenter Server 2.0 E

¥Mware ¥irtualCenter Web Service
Enter the connection information For the VirkualCenter Web Service,

WMware Virtual Infrastruckure Web Service https port:
Whlware Wirtual Infrastruckure Yeb Service htkp port:

Whlware VirtualCenter diagnostics port (TCPIIP):

o [=1] [=1] .
[R%} o [a%]

WMware VirbualCenter port (TCPIP): 0
Whlware WirtualCenter heartbeat port (UDP: o0z

[~ Maintain backward compatibility with YirtualCenter 1.2 Web Service

InstallShield

< Back ] Mext = | Cancel |

Figure 3-11 VirtualCenter Installer SDK Web Service window

14.The next window configures the VirtualCenter Web server, which provides a subset of the
VirtualCenter functionality through a Web browser interface. As shown in Figure 3-12, this
is provided by the Apache Tomcat service. You must specify the TCP/IP port on which
Apache Tomcat will communicate. In most cases, the default will work. There are also
check boxes for whether you want to start the service each time that Windows starts on
this server and to start the service on completion of the install. We recommend that you
click both check boxes, as shown in Figure 3-12, to start the Web server now and on each
startup, so it is available for use. Click Next when the desired selections have been made.

ii‘% ¥Muware YirtualCenter Server 2.0

¥Mware ¥irtualCenter Web Server
Enter configuration infarmation For the YirtualCenter Web Server

Apache Tormcat will run on park; IEDEE-

The YMware YirtualCenter Web Server is powered by Apache Tomcat, The Apache Tomcat
service can be configured For automatic or manual skark, Setup can also start the service
for wou, Please consider all the security implications before choosing this,

¥ Set the Apache Tomcat service For automatic skarkup

¥ Start the Apache Tomcat service!

InstallShield

< Back | Mext = I Cancel

Figure 3-12 VirtualCenter Installer Web Server window
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15.The window shown in Figure 3-13 is your last chance to redo any of the selections made in
the previous windows. Click Back on this and any other windows to back through the
install process. When you are ready to proceed with the install, click Install.

i‘é’- ¥Mware ¥irtualCenter Server 2.0 E
Ready to Install the Program
The wizard is ready to begin installation,

Click Install ko begin the installation,

IF wou wank to review or chanage any of your installation settings, click Back. Click Cancel ko
exit the wizard.

InstallShield

< Back Cancel

Figure 3-13 VirtualCenter Installer Ready to Install window

16.A progress window similar to the one shown in Figure 3-14 will appear, and continue to
update until the install completes.

iiél- ¥YMware YirtualCenter Server 2.0
Installing ¥Mware ¥irtualCenter Server 2.0 @
The program Features wou selecked are being installed,

Please wait while the installation wizard installs ¥Mware YirtualCenter Server
2.0, This may take several minutes,

Skatus:

Copying new files

allshield

Figure 3-14 VirtualCenter Installer Progress window
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17.When the install completes, the window shown in Figure 3-15 is displayed. Click Finish to
end the installer.

ii._% ¥Mware YirtualCenter Server 2.0 [ %]

Installation Completed

Whware VirtualZenter Server 2,0 has been installed
successfully, Click Finish bo exit the wizard,

VirtualCenter 2

Virtual Infrastructure for the Enterprise

\

Figure 3-15 VirtualCenter Installer Completion window

3.2 VMware Infrastructure Client installation

VMware Infrastructure Client (VI Client) is the primary interface to VirtualCenter Server and
also to ESX Servers individually. The Web Access interface, which is installed with both
VlirtualCenter and ESX Server provides limited functionality. VI Client is required to perform
the advanced features (VMotion, HA, and DRS).

VI Client can be installed from either the VirtualCenter Server CD or by downloading from an
installed VirtualCenter Server or ESX Server host. VI Client can be installed on virtually any
Windows machine with connectivity to the VirtualCenter Server or ESX Server hosts that it
will connect to.
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3.2.1 VMware Infrastructure Client install from CD

To start the install using the VirtualCenter Server CD:

1. Sign on to the Windows host server with administrator authority and insert the
VirtualCenter Server installation CD. Wait for the VirtualCenter Installer window (as shown
in Figure 3-16) to appear. If the window does not appear, navigate to the CD contents and
double-click the autorun.exe icon.

[% ¥Mware ¥irtualCenter Installer [_ (O] x|

) vmware

]
VirtualCenter 2.0 r(';

Virtual Infrastructure for the Enterprise

Choose an item to install:
irtualCenter Management Server
Wirtual Infrastructure Client
Licernse Server

Explore the media

Figure 3-16 VirtualCenter Installer window

2. Click Virtual Infrastructure Client to begin the installation.

3.2.2 VMware Infrastructure Client install from download

To download and start the install from a VirtualCenter Server or ESX Server host:

1. Sign on to the Windows host server with administrator authority and point a Web browser
to the host name or IP address of the installed VirtualCenter Server or ESX Server host.
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2. A window similar to Figure 3-17 will appear. (This is actually the VirtualCenter version. The
ESX Server version will look similar.) Click Download the VMware Infrastructure Client.

The download will start. Save the file to a Windows hard drive as VMware-viclient.exe.

VMware VirtualCenter 2

Welcome

Getting Started

To access and manage your VMware Infrastructure, you must
download and install the VMware Infrastructure Client on a
computer running Microsoft Windows 2000 or later. After running
the installer, start the client and log in to this server.

* Download the WMware Infrastructure Client
* Download the Quick Start Guide

For Administrators

VMware Infrastructure Web Access
VMware Infrastructure Web Access
streamlines remote desktop deployment
by allowing you to organize and share
virtual machines using ordinary web
browser URLs.

Leg in to Web Access

For Developers

VMware Infrastructure SDK

The WMware Infrastructure SDK package
contains interface definitions, detailed
documentation and sample code to help
you write your own management
programes.

Download the SDK

Browse objects managed by
VirtualCenter

6,944 699; patents pending.

WMware, Inc. in the United States and/or other jurizdictions.

© 1998-2007 WMware, Inc. All rights reserved. Protected by one or more of U.S. Patent Nos. 6,397,242, 6,496,847,
6,704,925, 6,711,672, 6,725,289, 6,735,601, 6,785,886, 6,789,156, 6,795,966, 6,880,022, 6,961,941, 6,961,806 and

WMware, the WMware "boxes” logo and design, Wirtual SMP and WMotion are registered trademarks or trademarks of

All other marks and names mentioned herein may be trademarks of their respective companies.

Figure 3-17 VirtualCenter Web Access initial window

3. When the download has completed, navigate to the VMware-viclient.exe file and

double-click it to start the install.
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3.2.3 Completing the VMware Infrastructure Client installation

The VMware Infrastructure Client installation proceeds the same from this point on for both
install methods.

1. The VI Client installer at this point will prompt to install Microsoft .NET Framework 1.1 on
the Windows machine if it is not already installed. If this prompt appears, click Yes to
continue.

2. On the Welcome window (Figure 3-18), click Next to begin installing the VMware
Infrastructure Client.

fiz ¥Mware ¥irtual Infrastructure Client 2.0

Welcome to the installation wizard for
Yhilware Yirtual Infrastructure Client 2.0

The installakion wizard will inskall Wrware Wirkual Infraskructure
Client 2.0 on your computer, To conkinue, click Mext,

Virtual
Infrastructure
- _— I \_\- %
o f --\
— WARMIMG: This program is protected by copyright law and
’ international treaties,
- i
— |

Build wersion: 2.0.2. 61426 Cancel

Figure 3-18 VI Client Installer Welcome window

3. Figure 3-19 displays the VMware end user license agreement. After you have read the
agreement, select | accept the terms in the license agreement and click Next.

iiél- ¥Mware Yirtual Infrastructure Client 2.0

License Agreement

Please read the Following license agreement carefully,

VMWARE MASTER END USER LICENSE AGREEMENT ﬂ

NOTICE: EY DOWNLOADING AND IN3TALLING, COPYING OR
OTHEEWIGZE URING THE 20FTWARE, YOU AGREE TO BE BEOUND
BY THE TERMSE OF THIZ EULA. IF YOU DO NOT AGREE TO THE
TEEM= OF THIS EULA, YOU LAY NOT DOWNLOAD, INSTALL,
COPY OR USE THE SOFTWARE, AND YOU MAY RETURN THE
UMUZED S0FTWARE TO THE VENDOR FROM WHICH YOU
ACOQUIRED IT WITHIN THIRTY (30) DAYS AND REQUEST &
REFUND OF THE LICENSE FEE. IF ANY, ALREADY PAID UPON =]

% T accept the terms in the license agreement!

™ I do not accept the terms in the license agreement

Installshield

< Back | Mext = I Cancel

Figure 3-19 VI Client Installer License Agreement window
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4. On the Customer Information window (shown in Figure 3-20) type your name and
company name and click Next.

i‘é’- ¥Mware ¥irtual Infrastructure Client 2.0 [ ]

Customer Information

Flease enter vour information, l J

User Marne:

Qrganization:
IEM

InstallShield

< Back J Mext = ‘ Cancel |

Figure 3-20 VI Client Installer Customer Information window

5. The Destination Folder window is shown in Figure 3-21. The default destination folder can
be accepted or you can navigate to the desired install folder by clicking Change. When the
desired folder has been selected, click Next.

iiél- ¥Mware Yirtual Infrastructure Client 2.0

Destination Folder

Select the Folder in which ko install the Virtual Infrastrocture Client,

Install YrMware Yirkual Infrastruckure Client 2.0 b

C:\Program Files\YMwarelMware Virbual Infrastructure Client 2,00 Change... |

allshield

< Back Cancel

Figure 3-21 VI Client Installer Destination Folder window
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6. The window shown in Figure 3-22 is your last chance to redo any of the selections made in
the previous windows. Click Back on this and any other windows to back up through the
install process. When you are ready to proceed with the install, click Install.

jis ¥Mware ¥irtual Infrastructure Client 2.0 E
Ready to Install the Program
The wizard is ready to begin installation,

Click Install ko begin the installation,

IF wou wank to review or chanage any of your installation settings, click Back. Click Cancel ko
exit the wizard.

InstallShield

< Back Cancel |

Figure 3-22 VI Client Installer Ready to Install window

7. A progress window similar to the one shown in Figure 3-23 appears, and continues to
update until the install completes.

iiél- ¥Mware Yirtual Infrastructure Client 2.0

Installing ¥Mware ¥irtual Infrastructure Client 2.0

The program Features wou selecked are being installed,

[ Please wait while the installation wizard installs ¥Mware Yirtual
u Infrastructure Client 2.0, This may take seweral minukes,

Skatus:

Registering COM+ Components
ENEEENERNENERENEOEENEEENENENEEEEEEEEE

allshield

Figure 3-23 VI Client Installer Progress window
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8. When the install completes, the window shown in Figure 3-24 is displayed. Click Finish to
end the installer.

i‘é’- ¥Mware ¥irtual Infrastructure Client 2.0 [ ]

Installation Completed

Whware Virtual Infrastructure Clisnt 2.0 has been installed
successfully, Click Finish bo exit the wizard,

Virtual
Infrastructure
Client

Figure 3-24 Virtual Infrastructure Client installation completion message

3.3 VMware ESX Server installation

The VMware ESX Server is installed on all blade servers and System x servers desired to be
ESX Servers. This server hardware must meet the requirements specified in 2.1.1, “Hardware
prerequisites” on page 8.

The hardware is assumed to be properly set up for attachment to System i through iSCSI
prior to starting the installation steps that follow. Follow the steps on the iISCSI readme first
Web page at:

http://www.ibm.com/systems/i/advantages/integratedserver/ptfs.html/iscsi/readme

This procedure picks up from Start the installation from the i5/0S console step under the
Operating system installation section of the readme. It is assumed that all steps prior to this
one have been completed. This includes the physical installation of all required hardware and
software to support the basic iISCSI connection.

Note: The i5/0S objects that support the iISCSI connection must be created prior to
starting the ESX Server installation. This includes creating the required Network Server
Host Adapter descriptions (NWSH) for the iSCSI HBAs in the System i. It also includes
creating the remote system configuration objects describing the x86 hardware, service
processor configuration objects that describe the service processor connection in the x86
hardware and Connection Security configuration objects.

In addition, be sure to connect the network adapter that you plan to use for the ESX service
console to the network before beginning the install, so the adapter can be correctly
configured by the installation process.
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Note: The windows and installation steps that follow are based on VMware ESX Server
3.0.2. This section describes the steps to set up a single server as a VMware ESX Server
host. To set up a multiple-server environment, simply repeat the steps for each server that
you plan to install.

3.3.1 Install media options

The install media for VMware ESX Server is dowloadable or available on CD from VMware.
Prior to starting the install, the install media should be inserted into the optical drive of the
BladeCenter or System x. On a BladeCenter, be sure to assign the media tray to the blade
server to which you are installing.

You can use the remote control capability of the Advanced Management Module in a
BladeCenter or the Remote Supervisor Adapter Il in a System x along with the downloaded
CD image to avoid the necessity of physically accessing the server’s optical drive. You must
have the CD image accessible to the computer that you connect to the Remote Supervisor
Adapter Il or Advanced Management Module (these are referred to as the service processor
hardware). The steps to do this are:

1. Point your Web browser to the host name or IP address of the service processor hardware
(Figure 3-25).

Note: This should be the same host name or address that you set in the service
processor network server configuration i5/0OS object that you should have configured
previously. You can also obtain this information from the iSCS/ Network Planning
Worksheets, items XSP2 and XSP4, respectively.

@ —_—

Connect to 9.5.92.61

2

15“ )

Local System

User name: € UsERID e
Password: sasssane

Remember my password

[ OK H Cancel ]

Figure 3-25 Sign on to management module Web browser
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2. Type the user name and password for the service processor hardware (Figure 3-26).

9.5.92.61 - Welcome - Microsoft Internet Explorer

File Edit View Favorites Tools Help

OBack - J IiLI IELI ;‘J /.-\JSEal'Eh ‘i_‘l‘\}:/FavmritEs @3 - :\7 - _J

: Address ‘@ http:f/9.5.92.61/private fwelcome. ssi v‘ &3
: Links @‘] IT Help Central Qj 1BM Internal Help Homepage Qj I0P SRCs @‘] NWS @‘] One Stop @ ¥R2 Qj AirWEB - Trondent Development Corp. :_,Lf CRM Call Center

23

BladeCenter, H Advanced Management Module

Welcome USERID.
Opening web session to 9.5.92.61

Last login: Monday Movember 19 2007 14:03 from 9.5.92 241 (Web)

Your session will expire with inactivity, and once timed out, the web page will be closed. Select the desired timeout parameter below and click "Continue” to start
your session.

Inactive session timeout value: | 20 minutes
1 minute
5 minutes
10 minutes
15 minutes

Note: To ensure security and dno timeout __|cts, always end your sessions using the "Log Off" option in the navigation frame of the main window.

@Copyright IBM Corporation 2006-2007. All rights reserved

#&] Done & Internet

Figure 3-26  Web browser select time-out
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3. Select a time-out value for this session on the pull-down (Figure 3-27).

9.5.92.61 BladeCenter Management Module - Microsoft Internet Explorer g@@

File Edit View Favorites Tools Help ;ﬂ'
 Address |8 hitp://9.5.92.61/private fmain.ssi h a £
: Links g‘] IT Help Central ﬂj 1BM Internal Help Homepage ﬂj I0P SRCs g‘] NWS g‘] One Stop ﬂj ¥R2 ﬂj AirWEB - Trondent Development Corp. Z“ CRM Call Center 2
Z
BladeCenter, H Advanced Management Module £
£
”~ ~
2]
System Status Summary
& One or more maonitored parameters are abnormal.
Warnings and System Events
r Manageme  Event log full
Hardware VPD
The following links can be used to view the status of different components.
Blades
YO Modules
IManagement Modules
Power Modules
Update Fan-packs
Configuration
LAN Blowers
or LAR
1/ Module Ta Front Panel
Configuration
Firmware Update Blades @
~ MM Control
ral Settings Click the icon in the Status column to view detailed information about each blade.
gin Profiles
ool T T Owner™ — I . Local Control BEM
Serial Po ay | Status ame wr cKVI T
S F”:n Kvm | M Compatibility Pwr [KvM | MT*
0O
- 1 [ ] SN#ZI1R6G58F25R On OK On X X X
2 [ ] SN#ZJ1R6GEEF1AG | On oK QOn X X
3 [ ] SN#ZJ1R6G5ECILH On OK On X X X
4 [ ] SN#ZIMR6GSEFIWY | On X OK Qn X X X
Configuration Mgmt 5 ® SNEZJIREGEAF1L4 Off oK On X X X
inn i
nfiguration Wizard 5 No blade present
start MM
y T No blade present -
< ¥ < ¥
#] Remote Control & Internet

Figure 3-27 Web browser main menu
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4. Click Remote Control under the Blade Tasks category for BladeCenter (or Tasks for
System x) in the navigation pane on the far left of the window (Figure 3-28).

A 9.5.92.61 BladeCenter Management Module - Microsoft Internet Explorer Q@E|
File Edit View Favorites Tools Help ;:'
OBack M= | Iﬂ IELI _l\J /. ) 5earch ‘:;_:(Favmrites T i -

ess & hitp:/f9.5.92.61fprivate main ssi v Beo
: Links @_‘] IT Help Central @j 1BM Internal Help Homepage @j I0P SRCs @j NWS /g] One Stop @j XR2 @j AirWEB - Trondent Development Corp. 4 | CRM Call Center b
Z
BladeCenter, H Advanced Management Module £
7
”~ ~
Bay 1: SN#YK1
i Remote Control Status @
Firmware status:  Active
KVM owner: Bladed - SN#ZJ1R6G5E8F1WY since 11/19/2007 14:48:15
Media tray owner: Mo blade selected.
Console redirect: Mo session in progress.
Refresh
Remote Cantral Start Remote Control @
Firmware Update
Configuration Click "Start Remote Control” to control a blade remotely. A new window will appear that provides access to the Remote
Console and Remote Disk functionality. On this window, you will have full keyboard and mouse control of the blade which
. currently owns the KVM. You will also be able to change KV and media tray ownership.
~1/0 Module Ta
. Note: An Internet connection is required to download the Java Runtime Environment (JRE) if the Java 1.4.2 Plug-in is not
Configuration already installed. For best results, use Sun JRE 1.4.2_08 or higher.
Firmware Update
~MM Control Start Remate Control
by
Remote Control Settings o
Enable local KVM switching
Enable local media tray switching
Secunty . o
Firmware Update Enable remote media tray switching
Configuration Mgmt [#] Allow multiple concurrent remote video sessions per blade
Configuration Wizard
Concurrent KV Configuration
w

< ¥ Save i

€] @ Internet

Figure 3-28 Web browser start remote control

5. Click Start Remote Control (or Start Remote Control in single-user mode).
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6. A new Web browser window now opens (Figure 3-29).

) http://9.5.92.61 - 9.5.92.61 - Remate Control - Mozilla Firefox: IBM Edition

+ Remote Disk
+ | Mount Remote Media To: | Chassis Madia Tray Owner w | Refresh Lists

Media Tray Mone
Selected Resources

Available Resources

Upload Image ko AMM...(66.11 MB avaiable)
CD-ROM (E:) =3 [ Refrashlists @

[] Write Protect

¥ Remote Console

KvM |None - ‘ Refrash KM List]

Applet com.ibm.asm.remotedisk. RemoteDisk started

Figure 3-29 Remote control select image
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7. Highlight Select image... (or Select file...) in the upper part of the window and click the >>
button. This displays an open file dialog window (Figure 3-30).

My Recent
Dacuments

Desktop

My Docurnents

My Computer
T g

My Metwork
Places

v 2 EE

(T brem_dd_nic_10.4c.2-cd_anyos_i386.is0
(T ubcd411 iso

& upgrade-esx-3.0.2-61618.is0
(T WMware-vC-2.0.2-61426.is0

File name: upgrade-esx-3.0.2-61618.is0

)

Files of type: |Disk Images

w | Cancel

Figure 3-30 Open file dialog window

Chapter 3. Installation

37



8. Navigate to the VMware ESX Server install media image and click the Open button
(Figure 3-31).

) http://9.5.92.61 - 9.5.92.61 - Remate Control - Mozilla Firefox: IBM Edition

+ Remote Disk

Media Tray Mone + | Mount Remote Media To: | Chassis Madia Tray Owner w | Refresh Lists
Available Resources Selected Resources
Upload Image ko AMM...(66.11 MB available) V:\nobackivI3_install_isolupgrade-esx-3.0.2-61618.is0

= (Toe] @

Mnt Al | [[] Writs Protect

¥ Remote Console
K\M|None v‘ Refrash KM List] | alibrate |P[eferer|ces Ctr\! Alt ! Tab! F1 ! nsert! Eaps Loc:k! !Num Lock! Ecroll Loc:K! &

Applet com.ibm.asm.remotekvm.VncViewer started

Figure 3-31 Remote control mount drive

9. Highlight the file name in the box near the center of the upper portion of the window and
click the Mount Drive button. On a BladeCenter, make sure that the media tray is
assigned to the blade that you are working with. Use the Media Tray pull-down to do this.
The image is now mounted and ready for the installation process.

Note: The lower portion of the window shown above can be used as a console for the
x86 hardware. For a BladeCenter, you would have to select the blade server to display
using the pull-down for KVM. Click in the console display to enter keystrokes into the
console. Press Alt to break the keyboard away from console input.

3.3.2 VMware ESX Server software installation steps

To install:
1. On an i5/0S command line type the following:

INSLNXSVR NWSD(nwsdname) LNXSVRDST(*ESX3) RSTDEVRSC(*ALL) STGPTH(nwshname)
VRTETHPTH( (*VRTETHPTH nwshname)) RMTNWSCFG(rmtsysname) SPNWSCCFG(srvprcname)
CNNNWSCFG (cnnsecname) IPSECERULE (*NONE)
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See Table 3-1.

Table 3-1 INSLNXSVR command variable definitions

Variable Description
nwsdname The name of the network server description being created
nwshname The NWSH object corresponding to the System i HBA

rmtsysname The remote system configuration object describing the x86 host server

srvprcname The service processor configuration object describing the service processor in
the host server

cnnsecname The connection security configuration object created for this server

Note: The RSTDEVRSC parameter setting of *ALL restricts the use of the System i
removable media devices. We recommend this since use of the devices with ESX is not
supported.

Note: The SVRSTGSIZE parameter allows you to set a size for the two virtual disks
i5/0S will create as part of the installation process: the install source drive, in the ESX
environment, /dev/sdb; and the system drive or /dev/sda. This parameter was not
specified above, which accepts the default of letting i5/0S calculate the storage
required. This currently yields a 1 GB install source drive and a 15 GB system drive. We
recommend that these defaults are accepted.

2. When the storage spaces for the ESX Server have been created, i5/0S prompts us, as
shown in Figure 3-32.

Display Program Messages

Job 0044F75/SRICHNER/QPADEYOOOC started on 1106707 at 10:41:42 in subsystem
Please insert *ESX3 install media into ESX local optical device (C G).

Type reply, press Enter.
Reply . . . q

F3=Exit F12=Cancel

Figure 3-32 INSLNXSVR program message

Note: At this point, the ESX installation media or installation image must be mounted
on the blade or System x server.
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Type g and press Enter. The install will continue on the ESX Server console.

3. The install type selection window shown in Figure 3-33 appears. A text mode install can be
started by typing esx text and pressing Enter. The install method documented here is the
graphical install, which can be started by just pressing enter or doing nothing and letting
the window time out.

(5 vmware

ESX Server 3

Virtual Infrastructure for the Enterprise

— To install or wpgrade UHware E5X Server in graphical mode,
press the {EHTER> key.

— To install or upgrade UHware ES5¥ Server inkfext node , type:
esx text {ENTER>.
boot: _

Figure 3-33 VMware ESX Server installer initial window

4. The media test window shown in Figure 3-34 is displayed next. You can check your media
for errors by tabbing to the Test button and pressing Enter. The media test can be
bypassed by tabbing to Skip and pressing Enter.

| CD Found |

CD Media Test

If you dowmloaded this as an IS0 image, we recommend you test
the media before installatiom.

If you are installing from a product CD, you may skip this test.

Figure 3-34 VMware ESX Server media test window
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5. Click Next on the Installer welcome window shown in Figure 3-35 to start the install
process.

Welcome to the ESX Server 3 Installer
Release 3.0.2 Update 1

This wizard will guide you through the installation of ESX Server 3.

To continue, click Next.

ESX Server 3

Virtual Infrastructure for the Enterprise

‘x Cancel ‘

Figure 3-35 VMware ESX Server installer welcome window
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6. Select the keyboard type (Figure 3-36) and click Next.

ESX Server 3 e

% Select Keyboard
What type of keyboard do you want to use for this system?

| Keyboard | E‘

Russian (win)
Slovakian

Slovenian

Spanish

Speakup

Speakup {laptop)
Swedish

Swiss French

Swiss French (latinl)
Swiss German
Swiss German (latinl)
Turkish

Ukrainian

United Kingdom

U.S. International

‘q Back ‘ |La Next ‘ ‘x gancel|

Figure 3-36 VMware ESX Server installer select keyboard window
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7. The installer attempts to detect the mouse, and the detected type will be highlighted as

shown in Figure 3-37. Verify that this is correct and select the correct type if not. Click
Next to continue.

ESX Server 3 o
Mouse Configuration
Select the appropriate mouse for the system.

|Model
2 Button Mouse (P5/2)

|E

2 Button Mouse (serial)
2 Button Mouse (USB)
3 Button Mouse (P5/2)
3 Button Mouse (serial)
Wheel Mouse (PS/2)
Wheel Mouse (USBE)

[ Genius

[> Kensington

b Logtech

Serial Mouse Port

S0 (COML under DOS)

yS1 (COMZ under DOS)
yS2 (COM3 under DOS)
53 (COM4 under DOS)

[] Emulate 3 buttons

‘ Q Back ‘ |La Next ‘ ‘ 3 Cancel |
Figure 3-37 VMware ESX Server installer mouse configuration window
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8. Figure 3-38 displays the VMware end user license agreement. After you have read the
agreement, select | accept the terms in the license agreement and click Next.

ESX Server 3 o
o End User License Agreement
To continue with the installation, please read and accept the end user license agreement.

VMWARE MASTER END USER LICENSE AGREEMENT - U '

NOTICE: BY DOWNLOADING AND INSTALLING, COPYING OR OTHERWISE USING THE SOFTWARE, YOU AGREE TO BE I
BEOUND BY THE TERMS OF THIS EULA. |IF YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MAY NOT
DOWNLOAD, INSTALL, COPY OR USE THE SOFTWARE, AND YOU MAY RETURN THE UNUSED SOFTWARE TO THE
VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30) DAYS AND REQUEST A REFUND OF THE LICENSE FEE,

IF ANY, ALREADY PAID UPON SHOWING PROOF OF PAYMENT. "YOU" MEANS THE NATURAL PERSON OR THE

ENTITY THAT IS AGREEING TO BE BOUND BY THIS EULA, THEIR EMPLOYEES AND THIRD PARTY CONTRACTORS

THAT PROVIDE SERVICES TO YOU. YOU SHALL BE LIABLE FOR ANY FAILURE BY SUCH EMPLOYEES AND THIRD

PARTY CONTRACTORS TO COMPLY WITH THE TERMS OF THIS AGREEMENT.

1. DEFINITIONS

1.1 "Designated Administrative Access” means that access to the standard user interfaces of a given instance of the Software
(designated in this section) that you may grant to a designated third party for which you have provided advance written notice to
VMware that you are providing outsourced services and for whose dedicated benefit you have licensed such instance of the
Software. Designated Administrative Access is applicable only where you are 1) an IT outsourcing company that is providing
outsourced IT services to a client company and 2} applicable only to the following Software: ESX Server, VMware Server and
VirtualCenter.

1.2 "GPL Software" means GPL software licensed to you under the GNU General Public License as published by the Free
Software Foundation (GPL). A copy of the GPL is included on the media on which you received the Software or included in the
files you downloaded, if you acquired the Software by electronic download. ) -

| accept the terms of the license agreement

‘Q Back | |La Next | ‘X gancel‘

Figure 3-38 VMware ESX Server installer end user license agreement window
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9. Verify that the Partitoning Options window (Figure 3-39) has Recommended selected.
Also, make sure that the sda disk is selected as the install drive. Click Next.

ESX Server 3 y

= Partitioning Options

‘.__U The wizard can set up initial system partitions for you, or you can create them yourself.

How do you want to partition the disks for this system?

@ Recommended

If you are not familiar with ESX Server, we will select the best partitioning options for you.

Install ESX Server on: SCSI Disk sda: IBM VDASD ESX1 - 15006 MB | ¥

I:HKeep virtual machines and the VMFS (virtual machine file system) that contains them.?

) Advanced
You must create all the system paritions on the disks for this system.

‘Q Back ‘ ‘La Next ‘ ‘X gancel‘

Figure 3-39 VMware ESX Server installer partitioning options window

Note: Be sure not to modify the partition on the /dev/sdb drive or the server might not
boot.

10.The partitioning warning shown in Figure 3-40 is displayed. Click Yes.

The partiticn table on device sda was unreadable. To create
new partitions it must be initialized, causing the loss of ALL
DATA on this drive.

This operation will override any previous installation choices
about which drives to ignore.

Would you like to initialize this drive, erasing ALL DATA?

o Yes

Figure 3-40 Partitioning warning dialog box
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11.Review the partitioning summary, as shown in Figure 3-41. Click Next.

ESX Server 3 .

= Partition Disks

p These are the default partitions that we recommend. You do not need to change anything on this page.
To continue, click Next.

To create a partition by specifying its size, click New.
To create a partition by specifying exact start and end cylinders, select free space and click Edit.

System partitions:

Device Mount Pointl Type |F0rmat|5ize [MB)l Start | End | Rad
~ Hard Drives
= jdev/sda
jdev/sdal /boot ext3 of 100 1 100
Jdev/sda2 ! ext3 Ny 5000 101 5100
Jdev/sda3 vmfs3 Ny 7262 5101 12362
= jdev/sdas Extended 2644 12363 15006
Jdev/sdas swap vy 544 12363 12906
jdev/sdaé  jvar/log ext3 o 2000 12907 14906
Jdev/sda7 vmkcore vy 100 14907 15006
~ jdev/sdb
/dev/sdbl vfat 1020 1 130 |£|

| New || Edit || Delete || Reset |

‘X Cancel ‘

‘Q Back | |La Next

Figure 3-41 VMware ESX Server installer partitioning summary window
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12.You should not alter any of the advanced options shown in Figure 3-42, so click Next to
continue.

ESX Server 3 “

@ Advanced Options
] These advanced options usually do not need to be changed.

[] Edit default bootloader configuration

ESX Boot Specification

How will the ESX Server boot?

® From a drive {install on the MER of the drive): | SCSI Disk sda: IBM VDASD ESX1 - 15006 ME | ¥

This is the standard option. Make sure your BIOS settings are correct for the drive you select.
() From a partition

Use this option, for example, if you are using a Boot Menu tool, or if you have the option to
run special diagnostic software that runs in a separate partition.

Boot Options
If you wish to add default options to boot up, enter them here:

General kermnel parameters:

‘ Q Back ‘ |La Next ‘ ‘ 3 Cancel |
Figure 3-42 VMware ESX Server installer advanced options window
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13.The networking options are configured in Figure 3-43.

a.

-~ o®o a0 o

J @

Select the network adapter to use in the Device pull-down.

Select the Use the following network information button to set a static address.
Enter the assigned IP address for the ESX service console.

Enter the subnet mask.

Enter the gateway address.

Enter the primary DNS address.

Enter the secondary DNS address.

Enter the fully qualified host name.

Leave the VLAN ID field blank.

Uncheck the Create a default network for virtual machines box. The virtual machine
network will be configured later on a different network adapter. Click Next.

ESX Server 3 | p N li

ﬁ Network Configuration
Select and configure the network interface card that is used for console communication.

Network Interface Card

Device: | 5:1:0 - tg3 - NetXtreme BCM5704S Gigabit Ethernet| ¥

Network Address and Host Name
() Set automatically using DHCP

@) Use the following network information:

Gateway 9 L[5 .92 L1
Primary DNS 9 L1000 L 100 | 244
Secondary DNS |9 .10 . . 200 244
Host name: itsovmwo03.rchland.ibm.com Enter a fully qualified host name (e.g. host.vmware.com)
VLAN Settings
VLAN 1D (Leave blank if you are unsure whether your network requires a VLAN ID)

IP Address 9 .5 .92 |74
Subnet mask 255 /255 [ /255 |0

|:|C reate a default network for virtual machines§

‘Q Back ‘ ‘LJ Next ‘ ‘x gancel|

Figure 3-43 VMware ESX Server installer network configuration window
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14.The time zone can be selected in one of three ways:

a. Using the Map tab (Figure 3-44), click a point on the map. The Selected time zone field
displays the time zone that you selected. Select System clock uses UTC if
appropriate. Click Next.

ESX Server 3 .

Time Zone Selection
Set the time zone for the server by clicking on the map. selecting a location or selecting

the UTC offset from GMT.

Map | Location |UTC Offset

Antarctica/Rothera - Rothera Station, Adelaide Island

Selected time zone: America/Chicago - Central Time

] System clock uses UTC.

‘Q Back | ‘La Next | ‘X gancel‘

Figure 3-44 VMware ESX Server installer map time zone selection window

Chapter 3. Installation 49



b. Using the Location tab (Figure 3-45), move up and down in the list of locations using
the arrow keys until the correct location is selected. Select System clock uses UTC if
appropriate. Click Next.

ESX Server 3 .

Time Zone Selection
Set the time zone for the server by clicking on the map, selecting a location or selecting

the UTC offset from GMT.

Map | Location | UTC Offset

|L0cati0n |Descr1'pticn EE
America/Campo_Grande Mato Grosso do Sul

America/Cancun Central Time - Quintana Roo

America/Caracas |:|
America/Cayenne

America/Cayman

America/Chihuahua Mountain Time - Chihuahua

America/Costa_Rica

America/Cuiaba Mato Grosso

America/Curacao

Ameﬁ_ca,.’Danm_ark_sh._a_vn B _ east coast, north of S_core_s.bysund_______ B
[+] [2]

Selected time zone: America/Chicago - Central Time

[] System clock uses UTC

‘Q Back | ‘La Next | ‘X gancel‘

Figure 3-45 VMware ESX Server installer location time zone selection window
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c. Using the UTC Offset tab (Figure 3-46), move up and down in the list using the arrow
keys until the correct UTC offset is selected. Select System clock uses UTC if
appropriate. Click Next.

ESX Server 3 .

Time Zone Selection
Set the time zone for the server by clicking on the map, selecting a location or selecting

the UTC offset from GMT.

Map |Location UTC Offset

e - - — -
UTC-13

uTC-12

UTC-11

UTC-10

UTC-09

UTC-08 WS Pacific

UTC-07 US Mountain

UTC-05 US Eastern

UTC-04

ureos I | £
[] Use daylight saving time (US only)

Selected time zone: America/Chicago - Central Time

[ System clock uses UTC

‘Q Back ‘ ‘La Next ‘ ‘x gancel|

Figure 3-46 VMware ESX Server installer UTC offset time zone selection window
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15.Enter the desired root password (Figure 3-47) and confirm it by entering it again. Be sure
to keep track of the password that you enter. Click Next.

ESX Server 3 .

N Set Root Password
= Set the root (administrator) password for the VMware ESX Server.

—

Root Password:

Confirm:

Passwords must be at least 6 characters.

ety

. _

‘Q Back |

‘ La Next |

‘X Cancel ‘

Figure 3-47 VMware ESX Server installer set root password window
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16.The window shown in Figure 3-48 is your last chance to redo any of the selections made in
the previous windows. Click Back on this window and any other windows to back through
the install process. When you are ready to proceed with the install, click Next.

ESX Server 3 .

Summary:

Lanjuége:
English

Keyboard:
U.5. English

Mouse:

Partition Disks:
sdal exts3
sda2 ext3
sda3  wvmfs3

sdas swap
sdaé ext3
sda7 vmkcore

Boot Loader Record:
Master Boot Record of sda

99M
5000M
7262M
543M
1999M
99M

Console Network Device:

Generic - 3 Button Mouse (USB)

/boot

/

None
None
J/var/log
None

About to Install
The wizard is ready to install the VMware ESX Server. Please review the summary of your selected installation options.

[2]

_ wswifQ: tg3 - NetXtreme BCMS7045 Gigabit Ethernet
To install VMware ESX Server 3, click Next.
‘ Q Back | | La Next | ‘ 3 Cancel ‘
Figure 3-48 VMware ESX Server installer about to install window
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17.A progress window similar to the one shown in Figure 3-49 appears, and continues to
update until the install completes.

ESX Server 3 .

Installing Packages
Please wait while the installation wizard installs YMware ESX Server 3. This may take a few minutes.

Status: 75% Complete
Installing rpm-libs

]

To stop the installation, click Cancel

Back ‘ ‘% Next ‘ ‘x gancel|

Figure 3-49 VMware ESX Server installer progress window
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18.The window shown in Figure 3-50 is displayed when the install completes. Note the ESX
service console address displayed on this window. Click Finish to complete the install and
start rebooting the server.

ESX Server 3 Installer Complete
To reboot this system and start the ESX Server, click
Finish.

To manage this ESX server after rebooting, use any
browser to open the URL:

ESX Server 3 [

Virtual Infrastructure for the Enterprise

59 Einish

‘@ Back | ‘% Cancel

Figure 3-50 VMware ESX Server installer completion window

3.3.3 Post-installation required actions

A post-install utility is provided that must be run before the installation is complete. This utility
enables the ESX Server to properly shut down when the Network Server Description (NWSD)
is shut down. This does not include shutting down any running virtual machines at the time of
the NWSD shutdown, so you must manually shut down any active virtual machines before
shutting down the NWSD. The steps to run the utility are:

1. Atthe VMware ESX Server service console, press Alt+F1 and sign on as root.
2. Type the following command and press Enter:
mkdir /mnt/ibmlsv
3. Type the following command and press Enter:
mount /dev/sdbl /mnt/ibmlsv
4. Type the following command and press Enter:
/mnt/ibmlsv/install/ibmsetup.sh address
@here address is the IP address or host name of your System i partition.
5. Press Alt+F11 to return to the service console address window.
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3.4 Establishing the virtual infrastructure

After all the individual ESX Server hosts have been installed, you can begin to build the
infrastructure necessary to support the advanced features of VMware Infrastructure 3. As
mentioned previously, VirtualCenter is a required component when implementing the
advanced features.

3.4.1 Building the basic infrastructure

A multiple ESX Server virtual infrastructure is managed by VirtualCenter Server and consists
of a number of hierarchical objects:

» A root folder is created by default for every VlirtualCenter Server and is at the top of the
hierarchy. Other folders can be created throughout the hierarchy to group objects, if
desired. In the infrastructure implemented here, no additional folders will be added.

» A data center, which contains clusters, ESX Servers, and their virtual machines. We will
create a single data center in this infrastructure.

» A cluster is required to enable VMware HA and VMware DRS. It is a grouping of ESX
Servers and their virtual machines. We will create a single cluster in this infrastructure,
under which all the ESX Server hosts previously created will reside.

» Ahostis the installed ESX Server system. After the basic hierarchy has been established,
the hosts will be added in 3.4.2, “Adding the ESX Servers to the infrastructure” on
page 63. Virtual machines will be configured when the remainder of the infrastructure is
complete.
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Begin the process by starting the VMware Infrastructure Client you installed in 3.2, “VMware
Infrastructure Client installation” on page 25. On the signon window, the server will be the
host name or IP address of the VirtualCenter that you installed in 3.1, “Installing VMware
VirtualCenter” on page 16. The user name and password will be a Windows user name and
password for the machine on which the VirtualCenter Server was installed.

1. Look at far left pane of the first window, as shown in Figure 3-51. Notice the single root
folder named Hosts & Clusters. To create a data center below the root folder, right-click the
root folder and select New Datacenter on the menu. This will create the data center with
the default name of New Datacenter. You should change the name to something more
meaningful.

@itsovmwﬂ}! - Virtual Infrastructure Client E]@
File Edit View Inventory Administration Help
TE I 7 g il o
Inventory Scheduled Tasks Ewvents Admin Maps
« » ¢ B

@ sy _IHE"-.- Folder

MNew Datacenter  Cirl+D

Add Alarm. ..

Add Permission. ..

9 Tasks @ Alarms

Cirl+F
Virtual Machines | Hosts | Tasks & Events | Alarms | Permissions | Maps,
Hosts Virtual Machines

Administrator ﬂ

Figure 3-51 Add

new data center to inventory
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2. Right-click the data center that you just created and select New Cluster (Figure 3-52).
This starts the new cluster wizard. The settings established with the wizard can also be
changed at a later point in time, so the initial settings are not extremely important.

Note: If you are not planning to use either VMware HA or VMware DRS, you do not
need to add a cluster.

&) itsovmw02 - Virtual Infrastructure Client [._Hglm
File Edit View Inventory Administraton Help
52E Vi g F o
Inventory Scheduled Tasks Events Admin Maps
+
@« » @
= 2 Hosts & Clusters e
itsow
New Folder Ctrl+F (B EN, Hosls | Tasks & Events | Alaoms | Permissions | Maps
New Cluster... Cirl+L
Add Host... Cirl+H [% Name. State. Host or Guest OS5 contains: ~
add Alarm... | State | status | Host | Host CPU-MHz| HostMem - MB | Guest Mem - % | Notes
Add Permissian...
Remove
Rename
[+] 1l ] =]
g Tesks @ Alarms | |&dministrator A

Figure 3-52 Add new cluster to data center
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a. Enter a name for the cluster and click the check box for either VMware HA or VMware
DRS, or both, to enable the cluster for those features (Figure 3-53). You must select at
least one of these features when creating a cluster. Click Next to continue.

@ New Cluster Wizard E]@

Cluster Features
What features do you want to enable for this cluster?

;Iuster F_E:atures Name

itsocluster

Cluster Features

Select the features you would like to use with this cluster. At least one option mustbe
selected in order to create the cluster.

W WMware HA

WMware HA allows VirtualCenter to automatically migrate and restart virtual
machines when a host fails.

v VMware DRS

WMware DRS enables VirtualCenter to manage hosts as anagaregate pool of resources.
Cluster resources can be carved up into smallerresource pools for users, groups, and vi
machines.

‘WMware DRS also enables VirtualCenter to manage the assignment of virtual machines t
hosts automatically, suggesting placement when virtual machines are powered an, and
migrating running virtual machines to balance load and enforce resource allocation polici

Help | < Back | Mext = Cancel

Figure 3-53 New cluster wizard features select window
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b. Select the automation level for VMware DRS (Figure 3-54) if you enabled it on the

previous window. You can choose between Manual, Partially automated, and Fully
automated.

Note: The level of automation you choose should be based on the confidence you
have in DRS. We recommend that you begin with Manual or no automation until you
have some experience with DRS. At this level, DRS will make recommendations on
where to place virtual machines at start up and over time to load balance. You can
manually migrate the virtual machines as recommended. When you have
confidence in how your DRS environment is working, you can increase the
automation level.

The text on the window describes the automation level. If you choose Fully automated,
notice that there is also a slider that designates the migration threshold. Click Next
after you have made your choice.

@ Mew Cluster Wizard

=/

VMware DRS

What level of automation do you want this dluster to use?

Clu atures

VMware DRS

Automation level

" Manual
VirtualCenterwill suggest migration recommendations for virtual machines.

Partially automated

irtual machines will be automatically placed onto hosts at power on and
WirtualCenter will suggest migration recommendations for virtual machines.

&+ Fully automated

irtual machines will be automatically placed onto hosts when powered on, and will
be automatically migrated to attain bestuse of resources.

Migrationthreshold: Conservative —J— Aggressive

Apply recommendations with three or more stars.
WirtualCenter will apply recommendations that promise at least good improvement to
the cluster's load balance.

Help |

< Back | MNext = I

Cancel |

N

Figure 3-54 New cluster wizard - VMware DRS configure
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c. Configure the high availability options as shown in Figure 3-55 if you enabled VMware
HA previously. Select the number of host failures the cluster should allow by clicking
the up/down arrow next to the number. Also, select an admission control policy.

Note: The Host Failures field above refers to the number of ESX Servers that you
want HA to provide failover capacity for. Admission control allows you to set whether
a failed ESX Server’s virtual machines should be restarted if they fail HA’s
availability constraints. To begin with, we recommend that you set this for one host
failure and select Do not start virtual machines if they violate availability
constraints. Refer to the VMware document Resource Management Guide for an
in-depth discussion about HA configuration. The configuration values can be
changed later, if you determine that you need a different setting.

Click Next.

@ Mew Cluster Wizard

g
g

VMware HA
What high availability options do you want this cluster to use?

Host Failures

Specify the total number of host failures that the clustershould allow. This value should
reflect the amount of spare capacity you want to ensure for this cluster.

Number of host failures allowed:

=

Admission Control

* Do notstart virtual machines if they violate availability constraints

" Allow virtual machines to be started even if they violate availability constraints

Help | < Back | Next = Cancel |

A

Figure 3-55 New cluster wizard - configure HA
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d. Review the configuration option for the enabled features (Figure 3-56). Click Finish to
complete the wizard. The new cluster will appear under the data center.

@ New Cluster Wizard E]@

Ready to Complete
Review the aptions you've selected for this cluster and click Finish to complete

Cluster Peatures The cluster will be created with the following options:

VMware DRS -
T L 8 Cluster name: itsocluster
VMware HA
Ready to Complete Viware DRS: Enabled
DRS automation level: Fully Automated

DRS migration threshold: Apply recommendations with three or mare stars.

WMware HA: Enabled
Host failures allowed: 1
Admission control: Da not start virtual machines if they violate availability constraints

Help | < Back | Finish I Cancel |

Figure 3-56 New cluster wizard VMware HA configure

The basic infrastructure has now been created.
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3.4.2 Adding the ESX Servers to the infrastructure

We now add the ESX Server hosts to the infrastructure. This procedure should be repeated
for each ESX Server host that has been installed. The procedure starts from the VMware
Infrastructure Client displaying the VirtualCenter inventory window.

1. Right-click the cluster and select New Host, as shown in Figure 3-57. This starts the add

host wizard.

@ itsovmw02 - Virtual Infrastructure Client

Fie Edit View Inventory Administration Help

al . Vi o al &o

Inventory Scheduled Tasks Events Admin Maps

@« » I & &

[=] E Hosts &Clusters
= itsovmw

itsocluster

Resource Allocation | Performance ' Tasks & Events. Alarms | Pemmissions | Maps

VMware HA

ﬁ itsocl =t Hosts ' Migrations
‘Add Host...
Mew Virtual Machine.. " NCirl+M
MNew Resource Poal...  Cirl+0 Enabled
Add Alarm... Enabled
Add Permission...
urces: 0 GHz
Edit Settings. .. 0B
Remove
Rename - 0
= o
Number of Virtual Machines: 0
Total Migrations: 0

Admission Control: Do not allow constraint violations

Current Failover Capacity: 0 hosts
Configured Failover Capacity: 1 host
VMware DRS

Automation Level: Fully Automated
Migration Recommendations: 0

Migration Threshold: Apply recommendations with three or
more stars.

Commands

DRS Resource Distribution

B Wew virtual Machine
B AddHost

6 New Resource Pool
&Y Edit Settings

B cpu [ memory

=
1

number of hosts

0-10 | 10-20"20-20 " 30-40 4050 '50-60" 60-70 " 70-20 9030 90-100

Utilization Percent

number of hosts

0-10 T 10-20"20-20 1 30-40 4050 ' 50-60" 60-70 " 70-20 9090 90-100+

Percent of Entitled Resources Delivered

=)

1 Tasks @ Alarms |

‘Administrator A

Figure 3-57 VMware Infrastructure Client displaying VirtualCenter inventory
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2. Refer to Figure 3-58. Type the host name or IP address assigned to the ESX Server. The
host name should be resolvable through the DNS. Also, enter the user name and
password for the ESX Server. This would be the root user and password, since it is the
only user currently defined for the ESX Server.

() Add Host Wizard -Jotd

specify Connection Settings
Type in the information used to connect to this host.

Connection Settings TrireoieT

Enter the name or IP address of the host to add to VirtualCenter.

Hostname:  [itsoymwo3

Authorization

Enter the Administrator account information for the host. Virtual
Infrastructure Client will use this information to connect to the hest and
establish a permanent account for its operations.

Username: |n:n:|t

Fassward: |-"--1

Help | < Back | Mext = I Cancel

Figure 3-58 Add host wizard connection settings
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3. The VirtualCenter Server attempts to contact the host and displays a window with
information that it retrieved from the host (Figure 3-59). Review this information to verify
that this is the correct host and click Next to continue.

() Add Host Wizard = otd

Host Information
Review the product infarmation for the specified host.

fConnection Setfings You have chosen to add the following hostto VirtualCenter:
Name: itsovmwi3
Vendor: IEM
Maodel: IEM BladeCenter H520 -[884341U]-
Version: WMware E=X Server 3.0.2 build-61618

Virtual Machinas:

<] I =]
Help | < Back Next = | Cancel I

Figure 3-59 Add host wizard host information

44
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4. In the window shown in Figure 3-60, you are presented with the option of where to locate
the resources associated with this ESX Server. We will put all the resources in the clusters
root pool, so make sure that the option beginning Put all this host’s virtual... is selected.
Click Next to continue.

() Add Host Wizard M=}

Choose the Destination Resource Pool
Choose where to place this host's virtual machines in the resource poaol hierarchy.

Connection Settings

Host Summary

Choose Resource Pool ‘What would you like to do with the virtual machines and resource pools for
A this host?

Virtual Machine Resources

= Put all of this hosts virtual machines in the cluster's root resource
pool. Resource pools currently present on the host will be deleted.

Create a new resoure pool for this host's virtual machines and
" resource pools. This preserves the host's current resource pool
hierarchy.

Name: |

Help | < Back | Next = I Cancel

Figure 3-60 Add host wizard resource pool configuration
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5. The configuration of the new host is now complete, as shown in Figure 3-61. Review the
summary information and click Finish to add the host to the cluster.

() Add Host Wizard =Jotd

Ready to Complete
Review the aptions you've selected and click Finish to add the hast.

Connection Settings

Host Summary Please review this summary before finishing the wizard.
Choose Resource Pool Fioet " 0
ost: itsovmw
Ready to Complete Version: VMware ESY Server 3.0.2 build-61613
Datastores: storagel

Resources Destination:  itsocluster

Help | < Back | Finish I Cancel

Figure 3-61 Add host wizard ready to complete
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6. Figure 3-62 shows the VirtualCenter inventory after the host has been added to the
cluster. Notice that a VMware HA configuration error is being reported, since we have not
fully configured for HA as yet.

@ itsovmw02 - Virtual Infrastructure Client g@
File Edit View Inventory Administration Help
(S 7 g il o
Imventary Scheduled Tasks Ewvents Admin Maps

4 » T & &

= ¥ Hosts &Clusters

- [y itsovmw
JTL Ffy | itsocluster [ Yirtual Machines | Hosts | Migrations | Resource Allocation | Performance | Tasks & Events | Alarms . Permissionsh,|\ Maps
R itsovmwi3 Fd

Configuration Issues

Insufficient resources to satisfy HA failoverlevel on cluster itsoduster in itsowmmw
Unable tocontact a primary HA agentin clusteritsoclusterin itsovmw

General VMware HA 7
WMware DRS: Enabled Admission Control: Do not allow constraint violations
WMware HA: Enabled
Current Failover Capacity: 0 hosts
Total CPU Resources: 7 GHz Configured Failover Capacity: 1 host
Total Memory: 1024 MB _
VMware DRS
Number of Hosts: 1
Total Processors: 2 Automation Level: Fully Automated
Migration Recommendations: 0 E
Number of Virtual Machines: o Migration Threshold: Apply recommendations with three or
Total Migrations: o more stars.
Commands DRS Resource Distribution
E_T New Virtuzal Machine [ cpu [ memory
1
Er AddHost
& New Resourcz Poo

@Y Edit Settings

number of hosts

0-10 T 10-20"20-20 13040 4050 '50-60" 60-70 " 70-20 9090 90-100

Utilization Percent

| I .

Administrator 4|

ser of hosts

¥ Tasks @ Alarms
Figure 3-62 VMware Infrastructure Client displaying VirtualCenter inventory post-add

3.4.3 Adding multipath I/O to the ESX Servers for redundancy

Perform the steps in this section if you would like to add storage paths to the ESX Servers.
These redundant paths require additional hardware over and above that required for a basic

configuration, but provides an additional method of ensuring high availability on the individual
ESX Server.

Note: Configuring additional HBAs in the x86 hardware will affect the reconfiguration that
you will need to do to activate a hot-spare server. You will need to consider this before
adding multipath I/O to your environment.

To achieve complete redundancy, you will need a completely separate path from the x86
hardware back to the System i. This will require at least one additional iISCSI HBA in the
System i partition, and at least one additional HBA in the blade server (or System x). This
HBA might already be installed if the original HBA used was one port of a dual port adapter,
as is the case with a blade server. Also, an additional switch is required. On a BladeCenter, if
you are already using a switch in I/O bay 3, you will need a switch in 1/O bay 4 for multipath.
On System x, a separate external gigabit switch would be required. You will need to cable the
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System i HBA and your System x HBA to the external switch. On a BladeCenter, you need to
cable the System i HBA to the integrated switch. The blade HBA connection is internal to the
BladeCenter.

Note: Refer to the iSCSI Network Planning Worksheets that you should have filled out
prior to doing the basic iISCSI hardware installation for the parameter values that you will
need to configure the additional iISCSI HBAs required for multipath 1/O. If the worksheet
was not previously completed for the additional hardware, you should do that now.

This procedure assumes that the additional System i HBA already has a corresponding
Network Server Host (NWSH) adapter created. Repeat these steps for each ESX Server to
which you wish to add multipath. The procedure starts out using System i Navigator:

1. Shut down the integrated server running ESX Server.
a. Expand Integrated Server Administration.
b. Click Servers.

c. Right-click the server name and select Shut Down from the list (Figure 3-63).

=

@ System i Navigator
File Edit View Help

© £ @ QI @ 4 minutes old
| Environment: My Connections | Rchass5b: Servers
#/-{(B: Management Central (AtsiSp3) A|server  |Staws  [Doman  [Desopton [
=] H My Connections ﬁ Esx tiog ESX server on blade 1
+ | asi2 B Esxbld2 Explore ES¥ server on blade 2
= i -"-\tSi5.D3 B Esxbld3 Open ESX server on blade 3
+- fi CU”?'E ) B ttsowzks Create Shorteut NS03 server for VirtualCenter
+ I Csoiserr.rochny.ibm.com Customize this View 3
+- | Ebcs7oi2
= | Rchasssb

+ % Basic Operations

= Work Management LSty
+ g Configuration and Service Shut Down and Restart...
e

Metwork
= ﬁ Integrated Server Administration Sl
= Servers

+ E Esx
+- B Esxbld2
+ B Esxbld3 Mew Disk...
< B Itsow2k3 Add Link...
+ @ Domains
# All Virtual Disks
+ % iSCSI Connections
+] Security
+-{§® Users and Groups
+- gy Databases —
+|-oF, File Systems

Properties

ol o N
ﬂFa, 650 B Egintegrated Server Administration tasks
Add a connection FE Start all integrated and virtual servers 28 Link a virtual disk to a server

“Ompor E Shut down all integrated and virtual servers B Run command on all Windows servers
@ Create new virtual disk for a server 4 ? Help for related tasks

Shuts down the server.

Figure 3-63 System i Navigator showing integrated server shutdown
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d. Confirm the shutdown request by clicking the Shut Down button, as shown in
Figure 3-64.

&

2 Confirm Shut Down - Rchas6é5b

Semvers to shut down:

Status
Starting...

Comain

Kl | 2
To shut down the selected servers and end all applications onthose serers,
click Shut Dawn.

[ Forced vary off

Cancel Help

Figure 3-64 Confirm shutdown window

2. Set up the second storage path on the integrated server and create the multi-path group.
a. Expand Integrated Server Administration.
b. Click Servers.
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c. Right-click the server name and select Properties from the list, as shown in

Figure 3-65.

System i Navigator
File Edit View Help

PO e

& @B

ntegrated Server Administration tasks
B Start all integrated and virtual servers
Shut down all integrated and virtual servers
@ Create new virtual disk for a server 4

Displays the properties of the selected items.

0 minutes old
| Environment: My Connections | Rchass5h: Servers
+ (I} Management Central {Atsi5p3) | | Server Status Domain Description
=] H My Connections ﬁ Esx cer on blade 1
+ -l .-'-\sj.Z B Esxbld2 5| Explore r on blade 2
| AtsiSp3 B Esxbida sl Open r on blade 3
+ s ; B 1tsowzka g Create Shortout ver for VirtualCenter
+- | Csoiserr.rochny.ibm.com Customize this View v
+- | Ebcs7oi2
= | Rchasssb Start
+ % Basic Operations Start with options...
+- B Work Management
+ g Configuration and Service
+ Metwork
= ﬁ Integrated Server Administration Status
= Servers
+ E Esx
+- B Esxbld2
+- B Esxbld3 Mew Disk...
- B Ttsow2k3 Add Link...
@ Domains
i All Virtual Disks
+ “ iSCSI Connections
+-88 Security
1 G Uars and Groups ESS A
+- iy Databases J
+-o2 Fi
- e srens v

% Link & virtual disk to a server
Run command on all Windows servers
2 Help for related tasks

Figure 3-65 System i Navigator integrated server properties selection

d. Click the Storage Paths tab.
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e. If there are not two storage paths present in the table (shown in Figure 3-66):

i. Click the Add button.

&

' Esx Properties - Rchas65b

! |

Multi-path group: Mane

Multi-path group [GM: MHone

Cefault path forvirtual disks: |1 (NhEE3906) ~
1 (MhEE3306) ~

Removable media path:

General ] Svstem ] Software
tessages iSCSl Storage Paths ] TCRIP | Wirtual Ethernet
Paths used to access storage devices:
Resource ISCS] Qualified Add
Resource | Status Mame {IGMN)
Mone iqn.1924-02 com.ibn Froperties

Froperies

AL

Cancel

[ o |

Help |'?‘

Figure 3-66 Integrated server storage paths window

ii. Select the NWSH to use for the storage path (Figure 3-67). This will be a different
one from the one that the already defined storage path uses. Click OK.

& —_— ——

' Esx Storage Path 2\Properties - Rchas65b

Metwork server host adapter;  |MhBE38000 = Properties
F3500g

Resource: =

Resource status:
iISCEl qualified name (GMN); Mone

o]

Figure 3-67 Storage path 2 properties

Cancel ‘ Help |7‘

f. Click the Properties button for the multi-path group, located below the storage paths
table.
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g. Select the defined storage paths as members of the multi-path group and click OK to
create the multipath group (Figure 3-68).

r B

> Esx Multi-Path Group Properties - Rchas65b E

Select members of the multi-path group:

[o]34 | Cancel | Help ‘7|

Figure 3-68 Multi-path group properties

h. Select the multi-path group as the default storage path and click OK to save the
changes (Figure 3-69).

@

3 Esx Properties - Rchas65b

General | Svstermn ] Softmare
Messages iSCSl Storage Paths l TCPAP | wirtual Ethernet
Faths usedto access starage devices:
M EH Resource ISCEl Qualified A
Path | Mame Resource | Status Marme {an)
1 MNhBB3906 Mone ign.1924-02.com.jpn ~ Froperiies
Nhe6390. [Nome o ] fNone |

Remaye

Move Up

4 - 10

Multi-path group: 1 (NhBBE3906), 2 (NhEE3300dg)

| [k

Properies

Multi-path group (G MHone

Cefault path forvirtual disks: |1 (WMhBE3506)

Removable media path: Multi-nath graup A

1 (NhEE30E)
2 (NhEE39000)

]

Ok Cancel Help |'?‘

Figure 3-69 Selecting default storage path

3. Verify that the integrated servers disks are all linked through the default path (which is now
the multi-path group just created).

a. Expand the integrated server's name.
b. Click Linked Virtual Disks.

Chapter 3. Installation 73



c. Look at the Storage Path column (Figure 3-70). Verify that the path is Default. If not, the
disk will need to be unlinked and relinked.

File Edit View Help

| ga

@ B

0 minutes old

| Environment: My Connections

[ Rechasssb: Linked Virtual Disks

Server: Esx

Virtual Disk

+ (I} Management Central (Atsi5p3) -

i
4
4
4
4

i
ll Add a connection

@ Install additional companents

Link Type Sequence Position | Storage Path Capacity | % Used | Description

Default 14.7GB 0% ESX Linux sda
Default 1GB 0% ESX Linux sdb
Default 10 GB 0% Data disk for Fi

My Connections
i asi2
i Atsisp3
i comis
| csoiserr.rochny.ibm.com
il Ebcs7oiz
i Rechasssb
+ % Basic Operations
+-Eg Work Management
+ g Configuration and Service
Metwork
= ﬁ Integrated Server Administration
= Servers
= E Esx
o
+- B Esxbld2 B
+- B Esxbld3
< B Itsow2k3
@ Domains
i All irtual Disks
= “ i5CSI Connections
g Metwork Server Host Adapters
Remote Systems
ﬁ Service Processors
)

Fammectian Cam it

@Esx 1
@Esxz
@Esxdisk3

Dynamic 1
Dynamic 2
Dynamic 7

£

ntegrated Server Administration tasks
# Start all integrated and virtual servers
Shut down all integrated and virtual servers
@ Create new virtual disk for a server

% Link & virtual disk to a server
Bi Fun command on all Windows servers
» 2 Help for related tasks

1-3of 3 ohjects

Figure 3-70 Linked disks window
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Note: Figure 3-70 shows the remove link/add link procedure being run against a
disk with the default path for demonstration purposes only. A disk with the default
path would not need to have this procedure performed.
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System i Navigator

Right-click the integrated server and select Remove Link, as shown in Figure 3-71.

File Edit View Help

By ] & | SO

3 minutes old

| Environment: My Connections

| Rchas6sb: Linked Virtual Disks ~ Server: Esx

+ (I} Management Central (Atsi5p3)

Virtual Disk

Link Type

-

Seguence Position

Storage Path

Capacity| % Used | Description

= H My Connections
& Asj2
Atsi5p3
Comis
Csoiserr.rochny.ibm.com
Ebc570i2
Rchas6sb
% Basic Operations
E8 Work Management
g Configuration and Service
Metwork
ﬁ Integrated Server Administration
= Servers
= E Esx
) Linked Virtual Disks
+- B Esxbld2
+- B Esxbld3
< B Itsow2k3
@ Domains
i All Virtual Disks
= “ i5CSI Connections
g Metwork Server Host Adapters
Remote Systems
2

Service Processors
-y 1y Tasks - Rchas65h
ll Add a connection

Famanctian Cam i
@ Install additional companents

@Esxl

Dynamic 1
Dynamic 2

Default
Default
Default

14.7GB
1GB

£

F-[F-[H
[ - T )

Mew Based On...

|«
|l

ntegrated Server Administration, tasks
B Start all integrated and virtual servers [
Shut down all integrated and virtual servers 7
2 Create new virtual disk for a server

Link & virtual disk to a server

Run command on all Windows servers
b D Help for related tasks

Removes the link from the disk to the server.

0%
0%
0%

ESX Linux sda
ES¥ Linux sdb
Data disk for Fi| |

|

Figure 3-71 Select remove link for a disk

ii. Click Remove (Figure 3-72).

@

*L Remove Link from Server - Rchas65b E@E

Yirtual disk name: Esxdiskl
Description:

Data disk for File Server

Remave links fram servers:

Server Server Status

Shut down

[ Compress link sequence

Remave |

Figure 3-72 Remove link from server dialog box

Cancel |

Help ‘7|

iii. Click All Virtual Disks under Integrated Server Administration.
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iv. Right-click the disk and select Add Link, as shown in Figure 3-73.

#. System i Navigator
File Edit View Help

By | 24 X @ 0 minutes old
| Environment: My Connections | Rchasssb: Al Virtual Disks
+ (I} Management Central {Atsi5p3) # | | Virtual Disk Capacity | % Used | Server Description
=l My Connections ) Esxbld21 14.7GB 0% Esxbld2 ESXBLD2 Linux sda
+f e €PEsxbld22 1GB 0% Esxbld2 ESXBLD2 Linux sdb
| HIEETS €PEsubld31 14.7GB 0% Esxbld3 ESXBLD3 Linux sda
2 E e i €PEsxbld32 1GB 0% Esxbld3 ESXBLD3 Linux sdb
: B ;js:?;;ir;o o cam ¥ Esxdig oo Data disk for File Server
[ Rehassso P Esx1l m 0% Esx ESX Linux sda
-85 Basic Operations P Esx2 0% Esx ESX Linux sdb
+ @ Wark Management @Itmw: Mew Based On... 0% Itsow2k3 Windows server ITSOW2K3 - System Drive
5 g Configuration and Service P Itsow!] o 0% Itsow2k3 Windows server ITSOW2K3 - Install Drive
+ Metwork Seie
= ﬁ Integrated Server Administration Properties
= Servers
= E Esx
2 Linked Virtual Disks
+ B Esxbld2 N
+ B Esxbld3
< B Itsow2k3
+ @ Domains
# All Virtual Disks
= “ i5CSI Connections
g Metwork Server Host Adapters
Remote Systems
Service Processors
ki G it bd
I -y 1y Tasks - Rchastsh ntegrated Server Administration tasks

28 Link a virtual disk to a s
B Run command on all Wind
¥ D Help for related tasks

il Add a connection
@ Install additional components

8| Start all integrated and virtual servers
Shut down all integrated and virtual servers
@ Create new virtual disk for a server

Adds a link from a disk to a server.

Figure 3-73 Adding a link to a virtual disk

v. Select the Default or Multi-path group storage path, as shown in Figure 3-74.

&

#L(Add Link to Server - Rchas65b

Linked disk: |2 Esudiskd |
Linkto semver: @ Egx j
Link type: |Dynamic j
Link sequence position: |3 ﬂ Wiew Sequence... |
Storage path: |Default Multi-path group =] pulti-path Graup.. |
. Drefault: Multi-path group
Access to disk:
1 (MhBBIY0E)
2 (MhBB3IY000) cel ‘ Help |7‘
hdnilti-tiath oo

Figure 3-74 Add link properties window
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4. Configure the additional iSCSI HBA in the blade server (or System x) in the Remote
System configuration object for the ESX Server.

a. Expand Integrated Server Administration. Expand iSCSI Connections and click
Remote Systems. Right-click the remote system configuration object associated with

the integrated server (Figure 3-75) and select Properties.

3. System i Navigator

File Edit View Help

B BA | X i | @ B

0 minutes old

| Environment: My Connections | Rchasa5b: Remote Systems
+ (I} Management Central (Atsi5p3) # | | Mame Description
=B My Connections e it

o B as2 Fronl "=

=i ME'E_D3 glmobl Mew Based On...

+ I Comis glmobl

+- | Csoiserr.rochny.ibm.com glmobl Delete

+- | Ebcs7oi2

= | Rchasssb

+ % Basic Operations
ER work Management
g Configuration and Service
Metwork
ﬁ Integrated Server Administration
= Servers
= E Esx
) Linked Virtual Disks
+- B Esxbld2 B
+- B Esxbld3
< B Itsow2k3
+ @ Domains
i AllVirtual Disks
= “ i5CSI Connections
g Metwork Server Host Adapters
Remote Systems
ﬁ Service Processors
)

Famnnctinn Com it
Ty Tasks - Rchasa5b
ll Add a connection
@ 1nstall additional components

][ F-[

ntegrated Server Administration tasks
5 Start al integrated and virtual servers 28 Link a virtual disk to a server
Shut down all integrated and virtual servers B Run command on all Windows servers
@ Create new virtual disk for a server b ? Help for related tasks

Displays the properties of the selected items.

Figure 3-75 Selecting remote system properties

b. Select the Remote Interfaces tab.
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c. The remote interfaces are shown in Figure 3-76. If you previously configured the
additional interfaces when you configured the first interface, you will see additional
interfaces shown on this window. You will need to add an additional interface if only
one is shown.

i. Click the Add button.

&

¥ Itsobld1 Properties - Rchas65b

General | Boot Parameters | CHAP Authentication  Remaote Interfacesl
Define rermate {nitiaton interfaces:

SCE| Adapter S8l Internet SCEl Subnet iBCE Add.
Interface Address Address Mask Marm

00CODDOYS9AE | 192.168.99.11 a5, ign. 13

ok Cancel

Help ‘

=3

Figure 3-76 Remote system remote interfaces

78 VMware VI3 on BladeCenter and System x Integrated with System i



ii. Referto Figure 3-77. Enter the MAC address, Internet (IP) address, and subnet
mask for both the SCSI (top of window) and the LAN (bottom of window) interfaces.
Select Generate an iSCSI qualified name.

Note: The values above should be obtained from the iISCSI Network Planning
Worksheets that you should have filled out earlier. Refer to the Plan the iSCSI
Network step of the iSCSI install read me first Web site for more information:

http://www.ibm.com/systems/i/advantages/integratedserver/iscsi/readme

Click OK when complete.

¥ Remote {Initiator) Interface Properties - Rchasé5b @
Specify configuration values far remaote interface 2,
[+ Remote (initiator) SCSIinterface:

Local adapter (MAC) address: lm

Internet address: lm

Subnet mask: m

ISCEl qualified name (G
* Generate an iSCSI gualified name

" Specific iISCS| gualified name:

[+ Remote (nitiator) LAN interface:

Local adapter (MAC) address: |DDchdD?59af

Internet address: |192.168.99.1E
Subnet mask: |255.255.255.D
Ok | Cancel ‘ Help
1] | >

Figure 3-77 Entering the remote interface properties
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iii. Figure 3-78 shows the next window displayed. Note that the second interface is now
shown. Click OK.

&

¥ Itsobld1 Properties - Rchasé5b

General | Boot Parameters | CHAP Authentication  Remate Interracesl
Define remote (nitiator) interfaces:
SCSl Adapter SCSl Internet SCSl Subnet ISCS
Interface Address Address Mask Marm
255.255.255.0
265,265,265.0
d I
[o]54 Cancel ‘ Help ‘7|

Figure 3-78 Remote interfaces

d. Verify that the remote interface information matches your iSCS/ Network Planning

Worksheets, since you will be using this information when you configure the VMware
ESX Server for multipath.

i. Right-click the remote system object name and select Properties.
ii. Click the Remote Interfaces tab.
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iii. Select the first interface (Figure 3-79) and click Properties.

&

¥ Itsobld1 Properties - Rchasé5b

...... Emntelnten’aceg

General] BontParameters] CHAP Authentication
Define remote (nitiator) interfaces:

SCSl Adapter SCSl Internet SCSl Subnet ISCS Add
Interface Address Address Mask Marm

i AE | 193 19.11 2 5. ign.14
2 0ocoDDO759B0 1921689912 265.255.255.0 ign.1t e —

4 ﬂ Move dowen

0]78 | Cancel

=

Help ‘

Figure 3-79 Remote interfaces window
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iv. Verify the information shown in Figure 3-80 with the iSCSI Network Planning
Worksheets, items RS12 through RS18. Be sure to record the specific iSCSI
qualified name information in item CQ6 in the worksheets, since you probably let
i5/0S generate that and have not previously recorded that information in your
worksheets. Note that multiple ports on the same iSCSI HBA can have the same
specific iISCSI qualified name, even though worksheet item CQ6 might imply that
they must be different.

r B

¥ Remote {Initiator) Interface Properties - Rchas65b @

Specify configuration values far remaote interface 1.

W Remote finitiator SCEl interface:;

Local adapter (MAC) address: |0CODDOTS9AE

Internet address: 182.168.99.11
Subnet mask: 255.255.255.0

ISCEl qualified name (G
" Generate an iSCSI gualified name

+ Specific iISCS| gualified name:

ign.1824-02 com.ibm:kgarmbdwi0

[+ Remote (nitiator) LAN interface:

Local adapter (MAC) address: |DDCDDDDT59AD

Internet address: |192.168.99.15
Subnet mask: |255.255.255.D
Ok | Cancel ‘ Help
1] | &

Figure 3-80 Displaying remote system properties

v. Click Cancel to return to the remote interfaces window.
vi. Repeat the three prior steps for each defined interface.
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5. Right-click the integrated server name, as shown in Figure 3-81, and select Start to restart
the serve

r.

stem i Navigator
File Edit View Help

PO e

@ B

35 minutes old

| Environment: My Connections

| Rchasasb: Servers

+ (I} Management Central (Atsi5p3)
= H My Connections
Asj2
Atsi5p3
Comis
Csoiserr.rochny.ibm.com
Ebc570i2
Rchas6sb
% Basic Operations
£ Work Management
g Configuration and Service
Metwork
ﬁ Integrated Server Administration
= Servers

= E Esx

2 Linked Virtual Disks

+- B Esxbld2

+- B Esxbld3

< B Itsow2k3
+ @ Domains

i All Virtual Disks
= “ i5CSI Connections
g Metwork Server Host Adapters
Remote Systems
2

Service Processors
- .

F-[- -

[ - R

c

Add a connection

nstall ad

Starts the server.

4| | Server Status Domain
ﬁ Expl = ser on blade T
E o ore ESX server on blade 2
E Cpente Shortut ESX server on blade 3
E rea ) o .u ) W503 server for VirtualCenter
Customize: this View 3
Start with options. .. t!
Status
Mew Disk...
Add Link...
Properties
A

ntegrated Server Administration tasks
B Start all integrated and virtual servers 2 Link a virtual disk to a server
Shut down all integrated and virtual servers i Fun command on all Windows servers
@ Create new virtual disk for a server 4 ? Help for related tasks

Figure 3-81 Starting the integra

ted server

Chapter 3. Installation

83



The following steps are performed on the VMware Infrastructure Client connected to
VirtualCenter Server. From the Inventory window:

1. Expand the root folder (Hosts & Clusters). Expand the data center (itsovmw). Expand
the cluster (itsocluster). Select the ESX Server name (Figure 3-82).

=
@ itsovmwO2 - Virtual Infrastructure Client E]@
File Edit View Inventory Administration Help
Inventory Scheduled Tasks Events Admin Maps
&
€« » 5§ &
E E Hosts &Clusters itsovmw03 VMware ESX Server, 3.0.2, 61618
=] itsovmwe
= [ff itsocluster =T Virtual Machines | Performance | Configuration | Tasks & Events | Alarms | Permissions | Maps
it: 03
Il [Esovmw General Resources
Manufacturer: IBM CPU usage: 17 MHz
Model: 1BM BladeCenter HS20 -[884341U]- 2x3.6 GHz
Processars: 2(PUx 3.6 GHz
M B 382.00 M
Processaor Type: Intel{R) Xeon(TM) CPU 3.60GHz e 1023.68 MB
TN v 1
Hyperthreading:  Active
Mumber of Nics: 2 1
Datastore Capacity Free
State: connected B storagel 7.00 GB 6.11 GB
Virtual Machines: 0 B vmvappot 19.75 GB 19.14GB
VMotion Enabled: no
Active Tasks: Network
Commands
EI_T New Virtual Machine
H Enter Maintenance Mode
) Reboot
B shutdown
9 Tasks @ Alarms |administrator A

Figure 3-82 VirtualCenter inventory summary window
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2. Click the Configuration tab (Figure 3-83).

() itsovmw02 - Virtual Infrastructure Client

File Edit View Inventory Administration Help

Summary

=] & itsocluster Virtual Machines

itsovmwi3

[Raiuccl Configuration

Hardware Processors
»  Processors General
Memaory Model

Storage (SCSI, SAN, and NFS) Processor Speed

Metwaorking Physical Processors
Processor Cores per Socket:
Hyperthreading

Logical Processors

Storage Adapters

Metwork Adapters

Software

Licensed Features
DMNS and Routing

Manufacturer
Model
irtual Machine Startup/Shutdown

Security Profile
System Resource &llocation

Advanced Settings

] Tesks @ Alarms

Tasks & Events

& . 7 g ® &
Inventory Scheduled Tasks Events Admin Maps
4 » 5 @
=] E Hosts &Clusters itsovmw03 VMware ESX Server, 3.0.2, 61618
= itsovmwr

Alarms | Permissions | Maps

Properties...

Intel(R) Xeon({TM) CPU 3.60GHz
3.6 GHz

2
1

Enabled
4

1BM
IBM BladeCenter HS20 -[384341U]-

|Adm\nistra10r 4

Figure 3-83 VirtualCenter inventory processor configuration window

3. Click Storage Adapters.

Chapter 3. Installation

85



4. Look for the list of iSCSI adapters in the window shown in Figure 3-84 under the QLA4022
heading. This should show the initiator HBAs present in the x86 server. You will need to
configure these adapters so that they match the information in the i5/0S Remote System
Configuration Object Worksheet from the iSCSI Network Planning Worksheets.

a. Select the initiator adapter to be configured. This will display the adapter details in the
lower right quadrant of the window under the Details heading. Click Properties (in the
upper right corner of the Details display area—circled in Figure 3-84).

—
@ itsovmw(2 - Virtual Infrastructure Client E]@
File Edit View Inventory Administration Help
o Vi B 2l s
Inventory Scheduled Tasks Events Admin Maps
5
« » 5 &
El E 5t5 &Clusters itsovmw03 VMware ESX Server, 3.0.2, 61618
= itsovmw
= [l itsocluster Summary | Virtual Machines | Performance ReufoNeilshly Tasks & Events | Alarms | Permissions..| Maps
B itsovmwa3 e Storage Adapters Rescan...
ERG eSS Device | Type SAN Identifier
Memary OERH022
5 (SCSL, SAN, and NFS) vmhbal i5CSI ign.1924-02.com.ibm:kqga.. ‘
orage [ SAN, and N - "
gc. d vmhbal i5CSI ign.1924-02.com.ibm:kga..
Networking iSCSISoftware Adapter
v Storage Adapters iSCSISoftware Adapter iSCSI
Metwork Adapters
Software Details
Licensed Features vmhba0 ( Properties... )
DNS and Routing Madel: QLA4022 IP Address: 192.16879%"
Virtual Machine Startup/Shutdown ?SCSI N?me: ign. 1924-02.com.ibm:kgamb4w.i0 DiscoveryMethads: Send Targets, Stat..
iSCSI Alias: Targets: 2
Security Profile =
G locati SCSITarget 0 =
M e iSCSI Name: ian.1924-02.com.ibm:1034b602 excim
Advanced Settings iSCS| Alias:
Target LUNs: 4 Hide LUNs
Path | canonical Path | Capacity | LUN ID
vmhba0:0:0 vmhba0:0:0 14.65 GB i}
vmhba0:0:1 vmhba0:0:1 1.00 GB 1 =
vmhbal:0:2 vmhbal:0:2 10.00 GE 2
vmhba0:0:3 vmhba0:0:3 20.00 GB 3
5CSITarget 4
1SCSI Name: ign. 1524-02 com ibm:1034b602 eax 11
15CSI Alias:
Target LUNs: 2 Hide LUNs
Path | canonical Path | Capaity | LUN ID
& Tasks @ Alarms | |Adm\n|straior é‘

Figure 3-84 VirtualCenter inventory storage adapters configuration window

86

VMware VI3 on BladeCenter and System x Integrated with System i



b. Note the MAC address on the General tab, and match that to one of the MAC
addresses from your iSCSI Network Planning Worksheets (item RS11). Use the

information from the worksheets for that MAC address to fill in the fields on the next

window.

() iSCSI Initiator {vmhba0) Properties

=%

General ]Dynamic Discovery ] Static Discovery I CHAP Authentication

i5CSI Properties
iSCSI name: ign.1924-02.com.ibm:kgamb4w.i0
iSCSI alias:
Target discovery methods:  Send Targets, Static Target

Hardware Initiator Properties
Network Interface Properties
Current/maximum speed:  1024Mb/1024Mb

MAC Address: 00:c0:dd:07:59:ae
IP Settings

IP Address: 192.168.99.11

Subnet Mask: 255.255.255.0

Default Gateway: 192.168.99.11
DNS Servers

Preferred Server: 0.0.0.0

Alternate Server: 0.0.0.0

Configure...

Close | Help J/
A

Figure 3-85 General iSCSI HBA properties

c. Click Configure.
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d. As shown in Figure 3-86, enter the iISCSI name (worksheet item CQ6). Make sure that
Use the following IP settings is selected and enter the IP address (item RS12) and
subnet mask (item RS13). Enter the same value for the default gateway as you did for
the IP address, which signifies that there is no gateway. Click OK to save the changes.

-
& General Properties

ISCSI Properties
i5CSIName:  |ign, 1824-02.com.ibm:kgamb4w.i0]

iSCSIAlias: |

Hardware Initiator Properties
IP Settings

" Obtain IP settings automatically

¢ Usethefollowing IPsettings:

IF Address: | 192,168 , 99 |, 11
Subnet Mask: | 255 ,255 ,255 ., 0
Default Gateway: | 192 163 , 29 | 11
Preferred DNS Server: | o .0 .0 .0

Alternate DNS server: |

oK | Cancel ‘ Help ‘

Figure 3-86 Configure general iISCSI HBA properties

e. Select the Dynamic Discovery tab.
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f. Click Add (Figure 3-87).

() iSCS! Initiator (vmhbaO) Properties =] "<

General Dynamic Discovery |5131J'c Discavery I CHAP Authentication

Send Targets

Obtaininformation about target devices directly from the following iSCSIservers using
the SendTargets commmand.

iSCSI Server | Status |

Add... J J move |
[ close | HelpJﬁ

Figure 3-87 iSCSI properties - dynamic discovery

g. Refer to the iSCSI Network Planning Worksheets item NH5 for one of the Network
Host Adapters in the multipath group. Type this value in the iSCSI Server field, as

shown in Figure 3-88. Click OK to save the changes.

7 Add Send Targets Server

Send Targets ——
iSCSI Server: I 152 168 . 39 .2

Port: IEEEE

= HLuthentication may need to be configured before a session
—=  can be established with any discovered targets.

0K I Cancel Help

Figure 3-88 Add targets window

Chapter 3. Installation

89



h. Repeat the previous two steps until all the IP addresses of all the Network Host
Adapters in the multipath group have been added. The window displayed should look
something like Figure 3-89 when complete.

() iSCSI Initiator (vmhbaO) Properties M=}

General Dynamic Discovery ]Staﬁc Discavery I CHAP Authentication

Send Targets
Obtaininformation about target devices directly from the following iSCSI servers using
the SendTargets commmand.

15CSI Server Status
192.168.99.201:3260
192.168.99.202:3260

Add... | |

Close | Help J/
A

Figure 3-89 iSCSI properties - dynamic discovery

i. Click Close.

j- Select the next adapter and repeat the process above until all adapters have been
configured.

k. After all adapters are complete, click Rescan in the upper-right corner of the Storage
Adapters section of the window.
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I. Click OK (Figure 3-90) on the rescan dialog box. When complete, the rescan should
show the LUNSs in the lower portion of the window for the newly configured adapter.

-
@ Rescan

I¥ Scan for New Storage Devices

Rescan all host bus adapters for new storage devices.
Rescanning all adapters can be slow.

W Scan for New VMFS Volumes

Rescan all known storage devices for new VMFS volumes
that have been added since the last scan. Rescanning known
storage for new filesystems is faster than rescanning for new
storage.

0K | Cancel Help

Figure 3-90 Rescan dialog box

5. The ESX Server is now configured for multipath. Repeat the steps in this section for all
ESX Servers that you wish to configure.

3.4.4 Setting up the licensing for the virtual infrastructure

The license server was installed and configured previously, at the time of the VirtualCenter
install. Now the individual ESX Servers must be set up to use the license server. This
procedure is performed using VMware Infrastructure Client connected to the VirtualCenter

Server.

1. Expand the root folder (Hosts & Clusters). Expand the data center (itsovmw). Expand
the cluster (itsocluster). Select the ESX Server name. Click the Configuration tab.
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2. Click Edit, located to the far right of License Sources (Figure 3-91).

=
@ itsovmw02 - Virtual Infrastructure Client E]@
File Edit view Inventory Administration Help
Inventory Scheduled Tasks Events Admin Maps
= 3
@« » 5 &
= E? iﬂsts &Clusters itsovmwo03 VMware ESX Server, 3.0.2, 61618
= [y itsovmw
= Hl itsocluster Summary | Virtual Machines | Resource Allocation | Performance R®WTIREl N Tasks & Events | Alarms | Permissions |~ Maps
@ |itsovmwo3 T Licensed Features
Processors License Sources Edit...
Memory License Server:
Starage (SCSI, SAN, and MFS) Host License File:
Networking ESX Server License Type Edit...
Storage Adapters Unlicensed
Metwork Adapters
Software

Licensed Features
DMS5 and Routing
Virtual Machine Startup/Shutdown Add-Ons

Edit...
Security Profile

System Resource Allocation

Advanced Settings

& Tasks @ Alarms | ™~ |Adm\n|straior 4

Figure 3-91 Licensed features window

3. Select Use License Server (recommended). Enter the host name of the license server
(same as the VirtualCenter Server) in the Address field. Click OK (Figure 3-92).

@ License Sources

Hast License Source

The license source specified below applies to host features only.
Licenses for virtual infrastructure add-ons. such as VMetion, are
always acquired using VirtuzlCenter's own license server,

* Use License Server (recommended)
Acquire licenses for host edition and add-ons on demand from
the following server.

Address: I'rtso\rrnwﬂz.rchland.ibm.com

| " Use Host License File ; )
License host edition and add-ons using a file installed on the host.

File on host: Mot found

| Upload local
file:

oK I Cancel | Help |

Figure 3-92 Setting up the license sources

4. Click Edit—this time the one located to the far right of ESX Server License Type
(Figure 3-91).
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5. Select ESX Server Standard, as shown in Figure 3-93. Click OK.

&) ESX Server License Type ﬁ

—ESK Server License Type
" Unlicensed
Any licenses held by this host will be released

{ ESX Server Starter
Limited production-oriented features (local and NAS storage only, up to 4
processors and 8 GB of memory)

{+ ESX Server Standard
Includes all preduction-oriented features

oK I Cancel | Help |

Figure 3-93 Setting the license type

6. Click Edit—this time the one located to the far right of Add-Ons (Figure 3-91 on page 92).

7. Click the boxes for features for which you want to enable the license. Click OK
(Figure 3-94).

) Add-Ons X
—Add-Ons

Select add-ons to license from the following list: |
Add-On | Cost J
VMotion 1 license per CPU
+ YMware DRS 1 license per CPU
v YMware HA 1 license per CPU
[#]vMware Consolidated Badwp | 1 license per CPU
v VirtualCenter Agent for ESX Server 1 license per CPL

Add-on features with checks but not boxes are acquired by this host

through VirtuzlCenter.

0K | Cancel _I Help

Figure 3-94 Enabling licensing for add-on features
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8. The resulting window should look similar to Figure 3-95. Repeat the steps in this section

for all of the ESX Servers.

=%

o TN W, Tasks & Events | Alarms | Permissions | Maps

@ itsovmw02 - Virtual Infrastructure Client
File Edit View Inventory Administration Help
Inventory Scheduled Tasks Events Admin Maps
3
4 » H &
= B’ Hosts &Clusters itsovmw03 VMware ESX Server, 3.0.2, 61618
= itsovmw .
= @ itsocluster Summary | Virtual Machines | Performance
@ |itsovmwo3 e Licensed Features
Processors License Sources
Memory License Server:
Storage (SC5I, 54N, and NFS) Host License File:
Netwarking ESX Server License Type
Starage Adapters ESX Server Standard
Metwaork Adapters i5CSI Usage
SAN Usage
Software Up to 4-way virtual SMP
NAS Usage
Licensed Features
DNS and Raouting Add-Ons
Virtual Machine Startup/Shutdown VMotion
Security Profile VMware DRS
VMware HA
System R Allocati
R VMware Cansolidated Backup
Advanced Settings VirtualCenter Agent for ESX Server
o D)
7 Tasks @ Alarms |

itsovmwi2.rchland.ibm.com
Naone

Licensed for 2 CPUs

Licensed for 2 CPUs
Licensed for 2 CPUs
Licensed for 2 CPUs
Licensed for 2 CPUs
Licensed for 2 CPUs

Edit...

Edit...

Edit...

|Administrator |

Figure 3-95 Enabling the license

3.4.5 Completing the setup

This completes the virtual infrastructure setup. The chapters that follow present you with
information about VMware Infrastructure 3 features and how to configure virtual machines to

use them.
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VMware Infrastructure 3
advanced capabilities with
shared storage support of i5/0S

The introduction of shared storage support with i5/0S V6R1 enables us to use the VMware
Infrastructure 3 advanced capabilities VMware Vmotion, VMware High Availability (HA), and
VMware Distributed Resource Scheduler (DRS) on integrated iSCSI servers.
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4.1 Shared storage support from i5/0S

With shared storage support from i5/0S more than one ESX Server running on integrated
iISCSI servers in the same i5/0S partition can access the same storage space concurrently.
Previously, each iSCSI storage space was dedicated to only one server.

All ESX Servers need shared access to the storage spaces with the virtual machine files.
Each ESX host has exclusive access to its system and install storage space. All storage

spaces are provided by System i iSCSI integration. Integrated servers do not use any internal
storage. Figure 4-1 shows an example storage overview.

ESX1

VM1

| VM1data.vmdk

~ —

=

=
A

System

——=
Install

| VM2data.vmdk
=

ESX 2

| VM3data.vmdk
=

(0

System

| VM4data.vmdk
=

ESX 3

VM6

| VMb5data.vmdk
=

(0

System

=

Install

e
VM6 storage space

/A
I
I

| VM6data.vmdk

~ —

==

Figure 4-1 Shared storage overview

96

VMware VI3 on BladeCenter and System x Integrated with System i




4.2 VMware VMotion

VMware VMotion enables us to move a virtual machine from one ESX Server to another
without service disruption. Using this scalability you can distribute load between ESX
Servers, even automatically (see 4.4, “VMware Dynamic Resource Scheduler (DRS)” on
page 98). You also can use VMotion to move all running virtual machines from one ESX
Server to other ESX Servers before shutting it down for hardware maintenance. Figure 4-2
shows an example of using VMotion to move virtual machines off an ESX Server.

ESX 1 ESX 2 ESX 3
~a
I—___} I—___‘I I—___1I l____1I
LVM1'T VM2 IVM3'1 VM4’
=\ 1 1 ] 1 | 1 |
> (I R S (I T S
»
VM3 V/sz VM3 | | vMm4 VM3 VM4
7
/
VM1 VM2 VM1 VM2 VM1 VM2
ESX 1 ESX 2 ESX 3
VM1 | |vm2! vM3'| | vm4'
VM3 | | vm4 VM3 | | vM4
VM1 VM2 VM1 VM2

Figure 4-2 Free an ESX Server for maintenance using VMotion

How it works
The VMotion process consists of the following steps:

1. VirtualCenter validates the target ESX Server (for example, resource availability, storage
and network configuration).

The vmkernel replicates the memory contents over the VMotion network.

The CPU state is replicated.

The virtual machine is switched over to the target ESX Server.

The target ESX Server takes over the MAC and TCP/IP addresses of the virtual machines.

o ok~ w0 N

The virtual machine is removed from the source ESX Server.

4.3 VMware High Availability (HA)

VMware High Availability automatically restarts virtual machines from broken ESX Servers on
other still-running ESX Servers. When you add an ESX Server to an HA enabled cluster the
VirtualCenter configures and activates an agent on the server (see 7.7, “Cluster, HA, and
DRS” on page 229). After that initial configuration this HA agent runs independent from the
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VirtualCenter and continuously checks the availability of the other cluster servers. If it detects
a failure, the virtual machines of the broken ESX Server are redistributed to the remaining
servers and restarted automatically.

Note: To the virtual machines an HA takeover looks like a hard power-off without
shutdown. Some operating systems will restart with a file system check.

VMware HA only detects complete ESX Server failures. Failures of a single virtual machine
are not covered.

Configuration and Management of VMware HA is documented in the VMware Resource
Management Guide, available at:
http://www.vmware.com/support/pubs/vi_pubs.html

Figure 4-3 shows an example of how VMware HA redistributes and restarts virtual machines
after an ESX Server failure.

ESX 1 ESX 2 ESX 3

VM3 VM4 vr@’ j VM3 VM4
1

VM1 VM2 V,

VM2 VM1 VM2

ESX 1 ESX 2 ESX 3
I'___‘I r-——} I'___1I I'___}
IVM1': :VMZ': IVM3': :VM4‘:
| 1 | |
VM3 VM4 VM3 VM4
VM1 VM2 VM1 VM2

Figure 4-3 Example for VMware high availability

4.4 VMware Dynamic Resource Scheduler (DRS)

With the VMware Dynamic Resource Scheduler a VMware Infrastructure 3 environment can
be set up to automatically load distribution using VMotion when starting virtual machines or
when workload thresholds are exceeded.

Resources in a VMware Infrastructure 3 environment are managed using relative share
values in clusters and resource pools. By default the virtual machines in a resource pool
share the available resources evenly. You can adjust the weighting of different VMs by
changing the default share values for CPU and memory usage.
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You can find an in-depth explanation of resource pool configuration and management in the
VMware Resource Management Guide.

In the Figure 4-4 the size of the virtual machine boxes represents the resource usage of the
VMs. In the initial distribution all VMs use the same amount of resources. When the resource
usage of VM1 on ESX 1 grows, DRS redistributes the load by moving VM2 to ESX 2.

ESX 1 ESX 2
VM3 VM4 VM3
VM1 VM2 VM1 VM2
Initial distribution
ESX 1 ESX 2 ESX 1 ESX 2
—_—— T — —
VM3 -
N
N
=== r=—-1
I S Y/ V7 VM3 | VM3 ! VM4 VM3 | |VM3!
[ .
Pl VM1
VM1 VM2 VM1 VM2 VM2 VM1 VM2
VM1 on ESX1 grows, DRS moves VM3 to ESX2 Resulting distribution

Figure 4-4 DRS resource redistribution example

4.5 VMware Consolidated Backup (VCB)

VMware Consolidated Backup provides a way to offload backup/restore tasks to a backup
proxy server. With VCB you can use a single dedicated Windows iSCSI integrated server to
enable file level backup for all Windows virtual machines in your VMware Infrastructure 3 on
System i integration with BladeCenter and System x. The VCB proxy accesses the Windows
file system of the virtual machine directly on the storage space without using any network or
CPU resources on the ESX Servers.

With the VCB proxy you can use System i integration file level backup to back up files from
your Windows virtual machines even when the VMs are not running.

To enable shared access from the VCB proxy server to the virtual machine storage spaces

you need additional iISCSI configuration (see 5.3.1, “Using VCB server for Windows VM” on
page 105).
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Figure 4-5 shows an example of how you can access Windows virtual machines files from
i5/0S using VCB.

i5/08 filesystem VCB proxy server

/\//—x
E///w

: +--Documents //f—x
+--QNTC ! +--Administrator w
| HE w

+--VCBPROXY

Windows Virtual Machine

|
! +--$REGISTRY — |+ mnt
+——_D%TG_S — T Lo4--vMl e
| +--VM1 I H +--digits //’ +--Documents
1 |: +--digits i t--letters ! +--Administrator
| +**letters| i +-1C i R
i | +--C | +--Documents | +--Program Files
: _— — | |+**Program Files LoA-— ..
~ | +--Windows ! : - ..
~ Ay I +--system | +--Windows

ﬁ\ +--system32 | +--system

+--Program Files _'\\ |  t--system32

[ S ~N | -

oA -l N

+--Windows
| +--system

! +--system32 &//

-

-~ S~

Figure 4-5 VCB access structure example
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Backup and recovery

This chapter discusses the backup and recovery perspectives of running VMware VI3 on
BladeCenter and System x Integrated with System i.
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5.1 VI3 infrastructure backup and recovery

In this chapter we discuss new capabilities and differences in capabilities between iSCSI
attached Windows and VMFS (Linux) storage spaces, along with the additional capabilities
enabled with VMware Infrastructure 3

5.2 Virtual Machine backup and recovery

In this section we discuss the available options to back up a VMware virtual machine. The
objects that are necessary for a complete backup of a integrated environment are:

The network server description (NWSD)

The network server host adapter (NWSH)

The service processor network server configuration (NWSCFG type SRVPRC)
The remote system network server configuration (NWSCFG type RMTSYS)
The connection security network server configuration (NWSCFG type CNNSEC)
The storage spaces associated with the ESX integrated server

The storage spaces associated with each virtual machine

vVVvyYVYyVvYVvYYyvYyYyY

5.2.1 Saving storage space

The saving of storage spaces has not been changed, with the exception of now having the
ability to save a storage space snapshot. The cleanest approach to saving the storage space
still would be to shut down the iSCSI server or virtual machine, run your backup job, then start
the server.

If you followed our recommendation in 2.3.2, “System i storage sizing” on page 13, of having
one storage space per virtual machine, you can perform a backup of each virtual machine by
saving a single storage space.

5.2.2 Snapshot

New in VBR1MO, you can now save a storage space snapshot. While the save is happening,
i5/0S saves the changes made to a storage space in a temporary file, which can be up to
25% of the original size of the storage space. However, no quiescing is being performed.
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To enable this function, there is a new option in the SAVACTOPT parameter within the SAV
command, *NWSSTG. This option enables you to save a storage space linked to an active

iSCSI server.

1. To utilize this feature within BRMS, open System i Navigator — System — Backup,

Recovery, and Media Services — Backup Control Group (Figure 5-1).

(@ System i Navigator

M=%

File Edit View Help

TFEREEXdeE e

2 minutes old

Environment: My Connections

| Rchass5b: Backup Control Groups

+- B8 Work Management
g Configuration and Service
Metwork
(7| Integrated Server Administration
+-88 Security
+- 4™ Users and Groups
+- iy Databases
+-02 File Systems
+ @ Application Development
+ @ AFP Manager
= % Backup, Recovery and Media Services
[£Y; Archive Control Groups

£
£
£

[{3 Move Policies
+ Media

+ (Ii Management Central {Rchas65b) MName | Description
=l My Connections *Bkugrp Backs up all user data
= I Rchas65b *Sysgrp Backs up all system data
+-%% Basic Operations =System Backs up the entire system

i C
ll Add a connection

Jackup, Recovery and Media Services Tasks

) ﬁ Back up the system

4 Backup tasks
b B Archive tasks
b [ Media tasks

E‘Q View or edit global policy properties
& Restore system data
% Print reports

12, Perform maintenance and deanup
T8 view save history
% Display BRMS log
=% Manage devices
» Manage disk pools
b [ Movement tasks
¥ D Help for related tasks

|1- 3 0f 3 objects

A

Figure 5-1 Snapshot™ setting steps (1 of 4)
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2. Within each of your backup control groups, you will need to enable the Save While Active
function. Click the Where tab, then select All Directory Data and click Edit (Figure 5-2).

(@ *Bkugrp Properties - Rchas65b
General | Before What ] wihare | Activity| After| Power Down | Job Queues | Subsystems |
Items to save:
ltem to Save o Action | Type | activity | Track objec... | omits | Disk poal Save While Active |1 Add.
@l@] Security data Full save Maone Mo -—
*?E‘_.} Configuration data Fullsave  Mone - [ ;M
23 Al user data Fullsave  Errors Mo Systerm and ba.. Mo [ Remave
(22 Al document data Full save  Mone Mo Mo [
L Al directory data Full save Al See List All available dis... Mo [ Mavelp
love Down
1 b
Advanced... | Change All Activities. ..
[ Unmount user-defined file systems
Ok | Cancel | Help |‘?|

Figure 5-2 Snapshot setting steps (2 of 4)

3. On the Edit pop-up window, click the pull-down menu for Save While Active and select the
appropriate setting (Figure 5-3).

(@ Edit Item to Save or Action
Item to save or action: All directary data Details...

Activity: Full save Change Activity.J

Track object detail: s =]

Disk poal: Wavailablm Z|

Save while active: Mo _]\J

Mo

"es (except for netwark storage server spaces) with no synchronization required between files (*YES)
'es (except for network storage server spaces) and synchronize all files in the iterm to save (FSYNCLIE)
[ Encryptthis item based of 78S (Except for network storage server spaces) and synchronize all files in the iterm to save ("5YNC)
Yes and synchronize anly network storage server space files in the item to save FNWESTG)

Yes and synchronize all files in the item to save FRYWSSYNC)

QK | Cancel | Help |‘?|

Message queus:

Farallel save type:

Save private authorities

Figure 5-3 Snapshot setting steps (3 of 4)
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4. On the Before tab, make sure to clear the Shutdown integrated servers option

(Figure 5-4). We no longer need to shut down the iSCSI servers if the Save while active

function will be utilized.

(@ *Bkugrp Properties - Rchas65b

General 9] What] Where] Activity] Aﬂer] Power Down | Job Queues | Subsystems

I¥ Sign off interactive users
Delay Signaff (0-999): 15 =l minutes
Message natification interval: 2 minutes
Run system command
Command to run:

| Prompt..J

Days to run:

Iv¥ Monday I Friday
¥ Tuesday Iv¥ Saturday
¥ Wednesday v Sunday

Iv¥ Thursday

™ Shut down integrated servers
IJ%E,hut down hosted logical parditions
I~ Shut down TCRIP servers

I~ Shut down Lotus servers

OK—_l Cancel | Help |‘?|

Figure 5-4 Snapshot setting steps (4 of 4) B

Note: This new function is enabled only for iISCSI attached servers. Additionally, this
backup will not give you a crash consistent backup of the ESX Server.

5.3 VM Guest OS file level backup

In this section we discuss backing up a virtual machine guest OS at a file level. There are two
options. The first option is to use the VCB server, which can only be used for Windows OS.
The second option is another backup solution running on the virtual machine. This could be
used for either Windows or Linux guest OS.

5.3.1 Using VCB server for Windows VM

The VCB server runs on a native Windows server, which you would put on a iSCSI attached
blade or System x server. This server is intended to take the workload off of the production
servers when performing a backup. This involves accessing the virtual server storage space
and taking snapshots to perform a backup. To enable this functionality, you will need to adjust
some settings on the setup of the remote systems in the iSCSI environment.

For instructions on installing VCB, refer to the Virtual Machine Bakcup Guide, found at:

http://www.vmware.com/support/pubs/vi_pubs.htm]
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Note: This requires two HBA initiator ports on your System x or Blade, and the second port
must be configured in the remote system. We recommend that the system be powered up
after installing and configuring the second port prior to performing the following steps. This
will ease the setup, as the second HBA initiator port will have the necessary information in
persistent storage. To perform these steps, both the Windows Server and the ESX Server
must be shut down.

Note: This procedure does not work with CHAP. Make sure in your Windows System x or
Blade QLogic® Fast!UTIL that CHAP is not enabled.

You need to obtain information about the remote system for the Windows server on which
the VCB is running. To get this information, open System i Navigator — System i —
Integrated Server Administration — iSCSI Connections — Remote Systems

(Figure 5-5).
B | g—
(@ System i Navigator | >
File Edit View Help
B | X | @ 0 minutes od
| Environment: My Connections | Rchas65b: Remote Systems
+ (Ii Management Central {Rchas65b) Mame Description
=B My Connections R rtsobld1 Blade 1
=l Rehasssh M 1tsobld2 Blade 2
+ % Basic Operations ﬂélmbk:IS Blade 3
+- B8} Work Management Q:Imobld‘l Blade 4
+ Configuration and Service
: g s M ttsoblds Blade 5

= ﬁ Integrated Server Administration
+ Servers
+ @ Domains
i All Virtual Disks
= “ i5CSI Connections
g Metwork Server Host Adapters
Remote Systems
ﬁ Service Processors
% Connection Security
+-88 Security
+-if® Users and Groups
+- iy Databases
+ 02 File Systems
+ @ Application Development
+ @ AFP Manager
+ E'Q Backup, Recovery and Media Services

I'Itr-l:ll'.:ltr-l:l Server Administration tasks

¥, Start all integrated and virtual servers 28 Link a virtual disk to a server

‘ Shut down all integrated and virtual servers i Run command on all Windows servers
Create new virtual disk for a server b D Help for related tasks

Add a connection

1-5of 5 ohjects

Figure 5-5 Obtaining information about the remote system
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2. Right-click the remote system for the Windows server running the VCB and select
Properties (Figure 5-6).

(@ System i Navigator

M=

File Edit View Help

FEW XE @B

9 minutes old

Environment: My Connections

| Rchas65b: Remote Systems

#2» Linked Virtual Disks
Enrolled Users
+ Enrolled Groups
+ E ItsovmwiE
+ @ Domains
i All Virtual Disks
= “ i5CSI Connections
Metwork Server Host Adapters
Remote Systems
ﬁ Service Processors
% Connection Security
+-88 Security
+-§§® Users and Groups

I Add a connection

Displays the properties of the selected items.

ntegrated Server Administration tasks

B Start all integrated and virtual servers
Shut down all integrated and virtual servers
Create new virtual disk for a server

-

@ Linked Virtual Disks b] Mame | Description |
- B Esxbld2 M ttsobld1 Blade 1

€ Linked Virtual Disks 8 ttsobld2 Blade 2
£ g IE;"b'ifl 8 ttsobld3 Blade 3
+| OV i teobld Elad
= B tisoumo3 gimobm: Blade: Status

2 Linked Virtual Disks

New Based On...

- B Itsovm04

2 Linked Virtual Disks Delete
- B Itsovm0s

2 Linked Virtual Disks
= E Itsovmw(2

Link a virtual disk to a server

4 Run command on all Windows servers

Help for related tasks

Figure 5-6 Selecting properties of the remote system
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3. On the Properties window, click the Remote Interfaces tab (Figure 5-7).

B Itsobld4 Properties - Rchas65b M=}

General | Boot Parameters | CHAP Authentication  Remote Interfaces]

Diefine remate {initiatary interfaces:

SCEl Adapter SC5l Internet SC5l Subnet iSCE Add..

Interface Address Address task Marm
1 00CODDOFA872  192.165.99.41 2562552550 ign. 1t

i I
2 00cOdd075974 192.168.99.42 255.255.255.0 ign. 14 Retnavea
: L] [ o]

[8]:8 ‘ Cancel Help |'?‘

Figure 5-7 Remote System properties

4. Select Interface 2, then click Properties (Figure 5-8).

[ ~|
& Remote {Initiator) Interface Properties - Rchasé5b

Specify configuration values for remote interface 2.

Lacal adapter (MACY address: |DDchdDT59T4
Internet address: |192.158.99.42
Subnet mask: |255.255.255.D
ISCEl qualified name (2R

" Generate an iSCSI| gualified name

+ Specific ISCS| gualified name:

ign.1824-02 com.ibm:kgamhaz.il

[+ Remote (initiator) LAN interface:

Local adapter (MAC) address: |DDchdD.‘r‘59?3

Internet address: |192.1EB.99.45
Subnet mask: |255.255.255.D

[o]34 | Cancel ‘ Help |7‘

Figure 5-8 Interface 2 properties
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5. Record the information from the Remote (Initiator) Interface — Properties. You will need to
enter this information as Interface 3 on your ESX Server Remote System. When recorded,

click OK.

6. You now need to remove the Interface 2 from the Remote Interfaces tab of the Remote
System properties for your Windows/VCB server (Figure 5-9).

B Itsobld4 Properties - Rchas65b =] <
General | Boot Parameters | CHAP Authentication  Remote Interfaces
Diefine remate {initiatary interfaces:
SCEl Adapter SCE| Internet S8l Subnet iBCE
Interface | Address Address Mask Marm
1 00CO0DDOTA872  192.168.99.41 255.255.255.0 ign. 1t
i I
2 00c0dd075974  192.168.99.42 255.255.255.0 ign.1¢ Remnv%J
Move up
4 | J
K Cancel | Help |'?‘

Figure 5-9 Remove Interface 2

7. After clicking Remove, you should only see one interface listed. Click OK.
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8. Right-click the Remote System for your ESX Server that has access to the virtual machine

storage spaces that will be backed up, and select Properties (Figure 5-10).

(@ System i Navigator

M[=1%]

File Edit View Help

B BA | X i | @ B

0 minutes old

| Environment: My Connections

| Rchass5b: Remote Systems

= ﬁ Integrated Server Administration
+ Servers
+ @ Domains
i All Virtual Disks
= “ i5CSI Connections
g Metwork Server Host Adapters
Remote Systems
ﬁ Service Processors
% Connection Security
+-88 Security
+-if® Users and Groups
+- iy Databases
+-02 File Systems
+ @ Application Development
+ @ AFP Manager
+ % Backup, Recovery and Media Services

i
ll Add a connection

Displays the properties of the selected items.

+ (Ii Management Central (Rchasa5b) Mame Description
=B My Connections 8 rtsobld1 Blade 1
=l Rehasssb “Hrtsobld2 Blade 2
+ % Basic Operations it 3 R
+- B8} Work Management Itsobld4 """""" Status
+ Configuration and Service
z g T glmoblds Mew Based On...

Delete

Properties

ntegrated Server Administration tasks
#. Start all integrated and virtual servers
Shut down all integrated and virtual servers

@ Create new virtual disk for a server

%4 Link & virtual disk to a server
Bi Run command on all Windows servers
¥ D Help for related tasks

Figure 5-10 Selecting properties of the Remote System to be backed up
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9. On the Properties window, select the Remote Interfaces tab. Here you will add the
interface information obtained in step 5 on page 109 (Figure 5-11).

-3 Itsobld3 Properties - Rchas65b

M=%

General] BUDtParameters] CHAF Authentication
Diefine remate {initiatary interfaces:

SCEl Adapter SCE| Internet S8l Subnet iBCE Add.

Intetrface Address Address task Marm
1 00CODDOT58D2  182.168.89.31 2552552550  gn.1¢  Properties

2 00CODDOTS804 1921688932 2552552550 ign.i!

Remave

i}

ﬂ Mowe o

Cancel Help |'?‘

Figure 5-11 Selecting Remote Interface tab
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10.Click Add, then enter the information obtained in step 5 on page 109 and click OK
(Figure 5-12).

A Remote (Initiator) Interface Properties - Rchas65b

Specify configuration values for remote interface 3.

v Femote {initiatar) SCSI interface:

Local adapter (MAC) address: |

Internet address: |

Subnet mask: |
ISCS1 gualified name (1QMN):

+ Generate an iSCSI qualified name

" Specific iISCS| gualified narme:

[+ Remote (nitiator) LAN interface:

Lacal adapter (MAC) address: |

Internet address: |

Subnet mask: |

Ok | Cancel ‘ Help |'?‘

Figure 5-12 Adding interface information

112  VMware VI3 on BladeCenter and System x Integrated with System i



11.You should now have three interfaces on your Remote Interfaces tab. Click OK
(Figure 5-13).

P

-3 Itsobld3 Properties - Rchas65b

NEX]

General | Boot Parameters | CHAP Authentication  Rernote Interraces]

Define remote (initiatar) interfaces:

SCSl Adapter SCSl Internet S5l Subnet ISCS
Interface Address Address Mask
1 Q0CODDO7S90D2  192.168.99.31 255.255.255.0
2 Q0CODDOYS904  192.168.99.32 255.255.255.0
3 00c0dd075974 192.168.99.42 255.255.255.0

Mam
ign.1t  Properties
ign. 1 Remove

jgn.1t
Maowe Lp

I

oK

Cancel | Help |7‘

Figure 5-13 Remote Interface information added
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12.0btain information from the NWSH that will be used for communication. Click Network
Server Host Adapters (Figure 5-14).

Note: Select the NWSH that is utilized for the storage path on the virtual machine
storage spaces that will be backed up with the VCB.

(@ System i Navigator E]@

File Edit View Help

¥ @
| Environment: My Connections | Rchass5b: Metwork Server Host Adapters

+ (Ii Management Central {Rchas65b) Mame Status
= H My Connections
= Rchasssb
+ % Basic Operations
+- B8 Work Management
g Configuration and Service
Metwark
Integrated Server Administration
+ Servers
+ @ Domains
i All Virtual Disks

2 minutes old

Description
4 Nh&63300g Active HBEA in 5095
4 Nh&63306 Active HBA in CEC

£
£

nnections

iNetwork Server Host Adapters:
Remote Systems
ﬁ Service Processors
% Connection Security
+-88 Security
+-if® Users and Groups
+- iy Databases
+-62 File Systems
+ @ Application Development
+ @ AFP Manager
+ % Backup, Recovery and Media Services

_ﬁ_ _yTasks - Rchasssb ntegrated Server Administration tasks
il Add a connection B Start all integrated and virtual servers

%4 Link & virtual disk to a server
_m Shut down all integrated and virtual servers ¥ Run command on all Windows servers
@ Create new virtual disk for a server 4 ? Help for related tasks

1-2of 2 ohjects

Figure 5-14 NWSH
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13.Select the NWSH that you want to use by right-clicking and selecting Properties
(Figure 5-15).

(@ System i Navigator

M][=1%]

File Edit View Help

PO Vi

x

@ e

4 minutes old

Environment: My Connections

| Rchass5b: Metwork Server Host Adapters

£ Work Management
g Configuration and Service
MNetwork
= ﬁ Integrated Server Administration
+ Servers
+ @ Domains
i All Virtual Disks
= “ i5CSI Connections
g Metwork Server Host Adapters
Remote Systems
ﬁ Service Processors
% Connection Security
+-88 Security
+- 4™ Users and Groups
+- iy Databases
+ 52 File Systems
+ @ Application Development
+ [, AFP Manager
+ % Backup, Recovery and Media Services

#- [

asks - Rchas65b
Add a cennecticn

Displays the properties of the selected items.

MNew Based On...

ntegrated Server Administration tasks
B, Start all integrated and virtual servers
Shut down all integrated and virtual servers

@ Create new virtual disk for a server

+ (Ii Management Central {Rchasa5b) | Status | Description
My Connections A tian HEBA in 5095
= | Rehasssh HBA in CEC

+ % Basic Operations Stop...

o

Link 3 virtual disk to a server

4 Run command en all Windows servers

Help for related tasks

Figure 5-15 Select NWSH
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14.0n the Properties window, click the Local (Target) Interface tab and record the local
(target) SCSI interface Internet address. Click OK (Figure 5-16).

# Nh663900g Properties - Rchas65b =Jotd
General | Communications {Local (Targef) Interfaceil Resource Usage |
Subnet mask: 255.255.254.0
Current port speed: 1 gigabit
Current duples: Full
o r

Local (target) SCEIl interface:

Internet address: |92.163.99.202
TCP port: 3260 3260, BED, 1024-65535

Local adapter address: 000DEOBCT1A3
Local (target) LAMN interface:

Internet address: |92.163.99.222
Base virtual Ethernet port: aa01 8801, 1024-65471
Unpper virtual Ethernet port: aana

Local adapter address: 000DEDBCT1A2

|
(8] _l . Qanceg _ﬂelp_li‘

Figure 5-16 Local Interface information added.
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15.In System i Navigator, click Servers. This should give you a list of your integrated servers.
Right-click your ESX Server and select Properties (Figure 5-17).

(@ System i Navigator

ok

File Edit View Help

PO HOAP P &t x| RE S

Environment: My Connections

= E My Connections
= Rechasssb
+ % Basic Operations
+- B8} Work Management
+ g Configuration and Service
+ Metwark
= ﬁ Integrated Server Administration
= Servers
= E Esx
2 Linked Virtual Disks
- B Esxbld2
2 Linked Virtual Disks
B Esxbld3
+- B Itsovcbl
- B Itsovm03
2 Linked Virtual Disks
- B Itsovm04
2 Linked Virtual Disks
- B Itsovm0s
2 Linked Virtual Disks
= E Itsovmw(2
#2» Linked Virtual Disks
Enrolled Users
+ Enrolled Groups
1 E ItsovmwiE

o/

£

Add a connection

Displays the properties of the selected items.

a Start allintegra

r Admini n

ted and virtual

Shut down all integrated and
@ Create new virtual disk for a server

Customize: this View

3

Shut Down...

Shut Down and Restart...

Status

Mew Disk...
Add Link...

Properties

A

to a server

all Windows servers
¥ 7 Help for related tasks

121 minutes old

| Rchas6sb: Servers

Server | Status | Domain | Description |

E Esx Starting... ESX server on blade 1

E Esxbld2 Shut down

E Esxbld3 Shut down ESX server on blade 3

E Ttsovch1 Shut down ESX server for VCB

E TtsovmO3 Shut down ESX server on ITSOBLD1

B Ttsovmo4 Strtng.. b 302

B Ttsovmos Starting... Ope' .\ 5LD3

E Ttsovmw(2 Start.ed e alCenter

E Ttsovmw0E Starting... blade 4

Figure 5-17 ESX iSCSI server
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16.0n the server properties window, select the Storage Paths tab (Figure 5-18).

B Itsovm04 Properties - Rchas65b M=%
General ] Swstem ] Software
Messages iSCsl Storage Paths TCFRIP ] Virtual Etherret
Paths used to access storage devices:
MYWEH Resource ISZS] Qualified Add
Path | Mame Resource | Status Marme (EMN)
1 MEGEE33906 Fzd03 Ready ign.1824-02 corr i
2 MEBE3300g Fzdi0 Active ign.1824-02 corr T —
Mowe Diown
J| | H
Multi-path group: Mane Properties
Multi-path group [GM: Mane
QK | Cancel ‘ Help “?|

Figure 5-18 Storage Paths

17.Select the NWSH that you obtained information about in step 15 on page 117 and click
Properties (Figure 5-19).

-
B Itsovm04 Storage Path 2 Properties - Rchasehb

Metwark server host adapter;  |MhBBE3800Y . ~ | Propedies

Fsd1D
Resource status: Artive

ISCSl qualified name (IQMY: ign. 1924-02 com.ibm: 10340602 itsowm0
412

o]

Figure 5-19 Selecting NWSH to add information

Resource:

Cancel | Help ‘7|

18.Record the iSCSI qualified name (IQN). You will need to enter this information, along with
the information obtained in step 15 on page 117, into Fast!UTIL for the System x or
BladeCenter HBA.

19.Click Cancel. Click OK.

20.Now you need to get into Fast!UTIL. If your system is powered down, power on. If it is
powered on, shut down and restart the system.
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21.When prompted in the server console, press Ctrl+Q to enter Fast!UTIL (Figure 5-20).

P Remote Disk

#19.5.92.61 - Remote Control - Microsoft Internet Explorer (=)

-

¥ Remote Console

KvmM ‘Blade‘l- SN#ZJIRE'GSSFIWVM Refresh kyM List | | A Preferences a

OLogic Cor

OMC4B52 iSCSI ROM BIDS Uersion 1.E9b

Copyright (C) OLogic Corporation 1993-26E7. All rights reserved.
www . g logic.com

Press <CTIRL-0> for Fast!UTIL

{CTRL-0> Detected, Initialization in progress, Please wait...

ISP4622 Firmware Uersion 2.60.06.59

BIOS for Adapter 1 is disabled
OLogic adapter using IR0 number 7

Drive Letter C: is Moved to Drive Letter D:
Target ID G, is Installed As Drive C:

Device Device Adapter Target Lun Uendor Product Product
Number Type Humber D Humber ID D Revision
88 Disk a BgEeEE @ IBM UDASD TTSOUMEG1 . HEEL
81 Disk a gEee 1 IBM UDASD ITSOUMEGE3  EEE1

ROM BIDS Installed

[of

&] Console redirection session in progress % Local intranet

Figure 5-20 Fast!UTIL prompt
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22.When you are in Fast!UTIL, select the second HBA and press Enter (Figure 5-21).

£19.5.92.61 - Remote Control - Microsoft Internet Explorer BEX]|
P Remote Disk

< Remote Console

KM |Blade4- SN#ZJIR&GSBFIWVM Refresh KM List] | | A Preferences 0
4]

e lect Host Adapter
dapter Boot Mode 10 Address Slot Bus Device Function MAC Address

QMC4t52  DHCP 41LHE Bl 66 1 1 EE-CE-DD-B7-59-72
(MC4052 Disable 4360 Bl  ©6 ©1 3 HE-CE-DD-E7-59-74

Use {Arrow keys> to move cursor, <Enter> to select option, {Esc> to backup

[l
< 2]

@ Console redirection session in progress - Press <left alt> to exit mouse keyboard capture mode @ Local intranet

Figure 5-21 Select HBA
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23.Select Configuration Settings (Figure 5-22).

I Remote Disk

#19.5.92.61 - Remote Control - Microsoft Internet Explorer =2&d

< Remote Console

KM |Blade4- SN#ZJIR&GSBFIWVM Refresh KM List] | | A Preferences m ‘

OLogic Fast!UTIL

e lected Adapter
| Adapter Boot Mode 10 Address Slot Bus Device Funct M Address

Fast!UTIL Options

onfiguration Settings

Scan iSCSI Devices
iSCSI Disk Utility
Ping Utility
Loopback Test
Reinit Adapter
Select Host Adapter
Exit Fast!UTIL

Use {Arrow keys> to move cursor, <Enter> to select option, {Esc> to backup

<]

(]

(]
(2]

a Console redirection session in progress - Press <left alt> to exit mouse keyboard capture mode @ Local intranet

Figure 5-22 Select Configuration Settings
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24.Select iSCSI Boot Settings (Figure 5-23).

#19.5.92.61 - Remote Control - Microsoft Internet Explorer | ==

I Remote Disk

< Remote Console
Kvm |Blade4 - SN#ZJIRGGS&FIWY Refresh kv List] | A Preferences -EH Eﬂ -EH e

OLogic FastfUTIL

onf iguration Settings

Host Adapter Settings

Advanced Adapter Settings
Restore Adapter Defaults
Clear Persistent Targets

lUse <Arrow keys> to move cursor, <Enter> to select option, <Esc> to backup

@ Console redirection session in progress - Press <left alt> to exit mouse keyboard capture mode

Figure 5-23 Select iISCSI Boot Settings
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25.Select Primary Boot Device Settings (Figure 5-24).

£19.5.92.61 - Remote Control - Microsoft Internet Explorer BEx|

I Remote Disk

¥ Remote Console
f
: Kvm |Blade4- SN#ZJIR&GSBFIWVM Refresh KM List] | | A Preferences 0

OLogic Fast!UTIL [

e lected Adapter
| Adapter Boot Mode [0 Address Slot Bus Device Funct MAC Address |

iSCS1 Boot Settings

Boot Device Lun Target IP iSCS51 Hame
Primary: 2] 192.168 .99 .262 ign.1924-02 .com. ibm:1034b60O2 . itso
Alternate: 0} 0.0.0.60

Adapter Boot Mode: Disable

Primary Boot Device Settings

Alternate Boot Device Settings
DHCP Boot Settings

Press "C" to clear selected boot device or <F1>
to display complete iSCSI name of boot device

Use <Arrow keys> and <Enter> to change settings, <{Esc> to exit

[l
< 2]

@ Console redirection session in progress - Press <left alt> to exit mouse keyboard capture mode ‘d Local intranet

Figure 5-24 Select Primary Boot Device Settings
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26.Select Target IP and enter the IP address obtained in step 15 on page 117 (Figure 5-25).

#19.5.92.61 - Remote Control - Microsoft Internet Explorer ===}
P Remote Disk
¥ Remote Console

:
KvM |B\ade4 -SN#ZJIRSGSSFIWYM Refresh kvt List] | | A Preferences a
2]

rimary Boot Device Settings:

Security Settings

Target IP: 192.168.99.2602
Target t: 32606

Boot LUN:

c]
iSCSI Name: ign.1924-02.com.ibm:1034b6E2. its
oumid . t2

Use <Arrow keys> and <Enter> to change settings, <{Esc> to exit

(]

< 2]

@ Console redirection session in progress - Press <left alt> to exit mouse /keyboard capture mode \d Local intranet

Figure 5-25 IP Settings
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27.Select iISCSI name and enter ign information obtained in step 18 on page 118
(Figure 5-26).

£19.5.92.61 - Remote Control - Microsoft Internet Explorer mEx|

I Remote Disk

¥ Remote Console
5
KvM |Blade4- SN#ZJIRSGSBFIWVM Refresh KM List] | | A Preferences 0

OLogic Fast!UTIL [
tod Ad

rimary Boot Device Settings:

Security Settings

Target IP: 192.168.99.262
Target Port: 3260

Boot LUN: 2]

SRR ETUS RN i g . 1924-02 . com . ibm :1034b6E2 ., its
oumbd . 12

Use <Arrow keys> and <Enter> to change settings, <Esec> to exit

|

< [2]

‘ﬂ Local intranet

@ Consele redirection session in progress - Press <left alt> to exit mouse keyboard capture mode

Figure 5-26 iSCSI name

28.Exit from Fast!UTIL and save changes.

29.You can now reboot your system. This should start your system into Windows. When the
system is up and running, log on to the system with administrator authority.
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30.When logged in to the system (we used remote desktop), you need to right-click My
Computer and select Manage (Figure 5-27).

Explore
Search...

e
Map Metwork Drive...
Disconnect Metwark Drive...

Create Shorkcut
Delete
Rename

Propetties

4 start| | [B & | o 9:58 aM
Figure 5-27 My Computer

126  VMware VI3 on BladeCenter and System x Integrated with System i



31.In Computer Management, select Disk Management (Figure 5-28).

E Computer Management !E[E
=] File Action Wiew Window Help | 18] =]
co AR 0E QXSS ok
Q Zomputer Management {Local) Yaolume | Layiouk | Tvpe | File: Svskem | Skatus | o
=i, Swstem Tools Partition  Basic Healthy {Unknown Partition)
[]"@ Event Wiewer = Partition  Basic Healthry {Unknown Partition)
D'"% Shared Folders = Partition  Basic Healthry (Unknown Partition)
(-2 Local Users and Groups = Partition  Basic Healthry (Unknown Partition)
-] Perf.nrmance Logs and Alert: | = Partition  Basic Healthry (Active) o
5 St Device Manager = Partition  Basic Healthe (Unknown Partition)
rage = Partition  Basic Healthy (Unknown Partition)
[+-fggf Remaovable Storage o . o
TE = Partition  Basic Healthe (Unknown Partition)
----- ¢ Disk Defragmenter - _—,ﬂ
-8 Disk Managemen! < | 4
[]—-& Services and Applicatins _‘JI
pisk 3 — —
Basic ITSO¥MO42 (F:) ‘
1020 B 1020 MB FaT
Online Healthy (Active) J
EfDisk 4 — -
Basic
20-!:“:' GE 10,00 GB 5.00GE 4,99 GE
Online: Healthy {Unknove ! | Healthe (Unkno | | Healthe (Unkno
e ———— -
| | _)I B Unallocated | Frimary partition i Extended partition

Figure 5-28 Disk management
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32.Here you should see all of the storage spaces that are utilizing the NWSH selected in step
15 on page 117 for their storage path. If you do not see any additional drives other than
the Windows drives for this server, you might need to select Action — Rescan Drives
(Figure 5-29).

O computer Management H=] B3
Q Eile | action Miew ‘Window Help | 121 =l
P Refresh B = 9
Q CUNFM Yolume | Layouk | Type | File Svstem | Status | -
B All Tasks r = Partition  Easic Healthey {Linknown Parkition)
New Window Fram Here Partition  Basic Healthe {Unknown Partition)
= Partition  Basic Healthy (Unknown Partition)
= Partition  Basic Healthe (Unknown Partition)
= Partition  Basic Healthry (Active) o
= Partition  Basic Healthe (Unknown Partition)
= Partition  Basic Healthry (Unknown Partition)
= Partition  Basic Healthry (Unknown Partition)
K| I . LI_‘
|
-l
pisk 3
Basic ITSOYMO42 (F:)
1020 MB 1020 ME FAT
COnline Healthy (Active) J
ZPDisk 4 I NN |
Basic
20,00 GE 10,00 GB 5.00 GB 4.99 GB
Online: Healthy {Lnknows |Healthy {Unkno |Healthy {Unkno
— | — -
1 | ﬂ B Unallocated @ Frimary partition i E=tended partition _1
|Rescans all disks - | |

Figure 5-29 Rescan drives
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33.The drives for the virtual machines should be listed as Healthy (Unknown Partition). To

determine which disk is for which machine, right-click the disk and select Properties

(Figure 5-30).

g File  Action View  ‘Window

Help

| =181]

e | BE2E NS E

Q Zomputer Management {Local)
=i, Swstem Tools

[]--@ Event Yiewer

[+--g-] Shared Folders

[]---% Local Users and Groups
&% Performance Logs and Alert:
----- 2) Device Manager

[—]—-@ Skorage

& Removable Storage
----- ¢ Disk Defragmenter
el Disk Management

- e Services and Applications

il
(i}

4]

| &

Yaolume | Layout | Type | File System | Status | -
= Partition  Basic Healthy (Unknown Partition)
= Partition  Basic Healthy (Unknown Partition)
= Partition  Basic Healthy (Unknown Partition)
= Partition  Basic Healthe (Unknown Partition)
= Partition  Basic Healthry (Active) o
= Partition  Basic Healthy (Unknown Partikion)
= Partition  Basic Healthy (Unknown Partition)
= Partition  Basic Healthry (Unknown Partition)
K| > . LI—J
1
-l
pisk 3
Basic ITSOYMOD42 (F:)
1020 MB 1020 ME FAT
Online Healthy (Active) J
ZPDisk 4 —
Basic [
20,00 GE = a] 4,99 GE
onling Converk ko Dynan.'uc Disk. .. ¢ (Unkno || Healthy {Unkno
Caonvert to Disk: | -
B Unalloca H partition

et ) —

Halr

Figure 5-30 Select disk properties
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34.0n the disk properties window, this will list the volume name. This volume name should
contain the disk name used when the disk was created in System i Navigator
(Figure 5-31).

IEM ¥DASD ¥MWAPPOS SCSI Disk Device Properties ﬂ E

General |F'D|icies| Volumesl Drrirver I

g |BM WDASD WMWaPPOS SCSI Disk Device

Device t_l,l[}\f Disk drives
td anufacturer: [Standard dizk drives]

Location: Bus Mumber 0, Target [d 0, LUM 2

 Device status

Thiz device iz working properly. ﬂ

If pou are having problems with this device, click Troubleshoot o
zkart the troubleshooter.

Troubleshaont. . |
Device usage:
Ilse thiz device [snable) ﬂ
ak 1 Cancel |

Figure 5-31 Disk device properties

35. After you have ensured that the storage spaces are showing up in disk management, you
can use the VCB mount instructions to mount the virtual machine disk drive in preparation
for backup.

36.You should now create a directory C:\mnt on the Windows server containing the VCB
proxy. This will be used to mount the virtual machine storage spaces, which will allow you
to perform a file level backup of the virtual machine. When you have created this directory,
you must create a share for this directory in order for i5/0OS to see it through the /QNTC
integrated file system directory.

37.You now need to mount the virtual machine storage spaces. We used the vcbmounter.exe
script and created a mount.bat file to perform our mount. We used %1 as a variable, which
would be the name of the virtual machine (Example 5-1). This would mount the drive for
the virtual machine and create a directory in C:\mnt with the virtual machine name. You
could create a .bat file that has a line for each server that you would like to mount and
execute that batch file to perform a mount of all of your virtual machines for backup. For
details on using the vcbmounter.exe, refer to Virtual Machine Backup, found at:

http://www.vmware.com/support/pubs/vi_pubs.htm]

Example 5-1 mount.bat

vcbmounter.exe -h itsovmw02 -u administrator -p itso4all -a name:%I -r
c:\mnt\%1 -t file
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38.After you have executed the mount.bat, you should see a directory C:\MNT\%1
(Figure 5-32).

File Edit ‘“iew Favorites Tools Help | '1'
GBack =g) - T | ,'--"Search Faolders | & [ ) | -
fddress Iiﬂ Cihrnt
Marne - |
[pvMwAPROS ¢

S8

Sizel Tvpe

| Date Modified | attributes |
File Folder

11/30/2007 10:42 &M

Figure 5-32 Virtual machine mounted directory
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39.Within this directory, you will see two subdirectories: digits and letters. Both subdirectories
are identical. You will want to refer to the letter subdirectory. Within this subdirectory, you
should see any drive letters associated with this virtual machine (Figure 5-33).

& C:',mint", YMWAPPOS' letters',C

File Edit ‘“iew Favorites Tools Help | ﬂ'
) Back ~ &) - (¥ | 2 search Folders | (& (3 3 1€) | -
Address |5 C:\mntivMiwAPPOS!ettersiC =l 5o
Marme = | Sizel Type | Date Modified .C\ttributesl
[C¥Documents and Settings | File Folder 11/20/2007 11:37 AM
[C)Program Files File Folder 11/20f2007 11:35 &M R
[CIwWINDOWS File Falder 112002007 11:40 &M
[Cywmpub File Folder 11/20/2007 11:31 AM
FlauToEREC . BAT OKE ‘Windows Batch File 112002007 11:31 &M A
CONFIG.5YS OKE System File 11/20f2007 11:31 aM A

Figure 5-33 Virtual machine C drive
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40.You should now be able to see this directory structure from i5/0S, through /QNTC in the
integrated file system (Figure 5-34).

() System i Navigator

M=%

File Edit View Help

Wb BB X @

0 minutes old

ly Tasks - Rchass5b
il Add a connection

|1- 14 of 14 objects

Environment: My Connections | RchasgSbh: C  Path: JQNTCATSOVMWOS mnt/VMWAPPOS letters/C
+-{gf) Security w Mame | size | Type | changed
+-@® Users and Groups AUTOEXEC.BAT OKB MS-DOS Batch File 11/20/07 11:31:00 AM
* E‘ Databases boot.ini KB Configuration Settings 11/20/07 11:27:32 AM
-aig Fle Systems CONFIG.5Y5 OKE  System file 11/20/07 11:31:00 AM
T SIS EEEE [[IDocuments and Settings File Folder 11/20/07 11:37:13 AM
: % g(éo;enSys I0.5Y5 OKB  System file 11/20/07 11:31:00 AM
i I% QLS M5DOS5.5Y5 OKB  System file 1120407 11:31:00 AM
5 I% QSYS.LIB NTDETECT.COM 4B MS-DOS Application 2/18/07 £:00:00 AM
+) %3 QFieSwr. 400 nitidr 291KE  File 2/18/07 6:00:00 AM
E I% QOPT pagefile.sys 1.50GE  System file 11/29/07 8:21:48 AM
= I% QNTC |:—|Program Files File Folder 11/20/07 11:38:40 AM
¥ m ESX i ERECYCLER File Folder 11/20/07 7:24:30 PM
+-(2] ITSovMo4 3 Ii—ISystem Volume Information File Folder 11/20/07 11:36:51 AM
+ [m_—l ITSOVMOS DWINDOWS File Folder 11/20/07 11:39:58 AM
+- (1] TTS0VMWO2 [Zwmpub File Folder 11/20/07 11:31:38 AM
=21 ITS0VMW06
= Ii"l mnt
-2 VMWAPPOS LA
+-[2] digits
-2 letters
+] a C M [il 11l [i]

Figure 5-34 Mounted virtual machine directory
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41.With this storage space mounted, you can now perform a file level backup of this virtual

machine. In our example, we performed the save to a save file on the System i
(Figure 5-35).

=] Session A - [24 x 80] E]@

File Edit View Communication Actions Window Help

Fulds| o = ) s 2 @ @&

Type choices, press Enter.

Device . . . . . . . . . . . . . fgsys. lib/ L.lib/vnwappds.file

+ for more values

Objects: _
Name . . . . . . . . . . « . . fgntc/itsovmwd6 /mnt /vmwapps/letters/c
Include or omit e *TNCLUDE *INCLUDE, =0OMIT

+ for more values
Name pattern:

Pattern . . . . . . . . . . . Tk’
Include or omit . . . . . . . *INCLUDE *INCLUDE, =OMIT
+ for more values _
Directory subtree . . . . . . . *ALL *ALL, *DIR, *WOME, *0BJ, *STG
Save active . . . . . . . . .. *ND *ND, *YES, =*xISY¥YNC
F3=Exit FA=Prompt F5=Refresh F10=Additional parameters F1Z2=Cancel
F13=How to use this display FZ4=More keys
MAl a

Q‘,ﬂ 1902 - Session successfully started

Figure 5-35 Save command
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42.1f the command completes successfully, you will get a message at the bottom of the
window telling you how many objects were saved.

43.After you have saved your virtual machine storage spaces, you must unmount the drives.
To do this, we used the vebmounter.exe command and created an unmount.bat file. This
unmounts the virtual machine drive and allows the virtual machine to resume as normal
(Example 5-2).

Example 5-2 unmount.bat

vchmounter.exe -h itsovmw02 -u administrator -p itso4all -U c:\mnt\%1
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44 After performing the unmount, you should see your mounted directory removed from the
C:\mnt directory (Figure 5-36).

File Edit ‘“iew Favorites Tools Help | ﬂ'
) Back ~ &) - (¥ | 2 search Folders | |2 3 X ) | -

Address I:; C:imnt j &
Marme = | Sizel Type | Date Modified | .C\ttributesl

Figure 5-36 Unmounted directory

You have successfully performed a file level backup of the virtual machine through i5/0S,
utilizing the VCB proxy.

5.3.2 Using other backup solutions

To achieve a file level backup, this would involve some sort of agent within the virtual
machine, such as TSM. There are many generally available products that could fit this
solution. For complete detalils, refer to Virtual Machine Backup, found at:

http://www.vmware.com/support/pubs/vi_pubs.html

5.4 VMware Infrastructure 3 recovery

This section discusses the topic of recovering VMware Infrastructure 3.

5.4.1 Storage space recovery

If you follow the recommendations in 2.3.2, “System i storage sizing” on page 13, then
recovery of a storage space for an individual virtual machine will be easily accomplished. By

having a separate storage space for each virtual machine, you would be able to recover a
single virtual machine with the restoring of a single storage space.

To restore a storage space, you need to create a NWSSTG space to restore the storage
space into. Use the RST command and specify in the Objects field /7QFPNWSSTG/stgspc’
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and ‘dev/QASPnn/stgspc.UDFS’, where stgspc is the name of the network server storage
space and nn is the number of the disk pool.

5.4.2 Virtual machine file level restore

To do this:

1. To ease the restoring of individual files from a virtual machine, we recommend creating a
Restore folder on your VCB proxy server and making it a shared folder. This allows you to
restore the file from the save media into the /QNTC directory. You will then be able to move
the restored file to the virtual machine (Figure 5-37).

File Edit ‘iew Favarites Tools Help | f,'
QBack ~ o) - (F | S search Folders | (& 3 > ) | -

Address Iw ) _vJ a Go
Mame = | Sizel Type | Dake Modified | Aktributes

[JDocuments and Settings File Folder 11/16/2007 1:42 PM

ID0s Filz Folder 11/16/2007 5:21 AM

{Eamnt File Folder 11/30/2007 11:21 &M

|[ZhPragram Files File Folder 11f30/2007 1:05 AM R
(Eatest File Falder 11/21}2007 3:45 PM

SyvMs File Falder 11/16/2007 3:32 PM
I WINDOWS Filz Folder 11/3002007 11:21 &AM

Cwmpub File Folder 11/16/2007 1:36 PM

WSy File Folder 11/16/2007 8:27 AM

[E] $winnT.LOG 1KE Text Document 11/16{2007 6:24 &M &

| NICPORTO. TAG 1KE TAGFile 11/30/2007 9:55 A RH

| NICPORTL. TAG 1KE TAGFile 11/19/2007 2:06 P RHA

E] gvnarcmd.log 1KE Texk Document 11/27/2007 2:41 PM A

File Folder 11j30/2007 4:39 PM

Figure 5-37 Restore share

2. After you have the shared restore folder created, you can restore the files from your save
media into the shared folder (Example 5-3).

Example 5-3 Restoring files from save media

===> RST DEV('/qgsys.1ib/qgp1.1ib/vmwapp05.file")
0BJ(('/gntc/itsovmw06/mnt/vmwapp05/Tetters/C/boot.ini' *INCLUDE
"/gqntc/itsovmw06/mnt/vmwapp05/letters/c/boot.ini')) CRTPRNDIR(*YES)
ALWOBJDIF (*ALL)

3. When the file is restored, you can add the shared restore folder to your virtual machine
and copy the restored file to the virtual machine.
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Managing integrated ESX Server

Administering a VMware VI3 environment based on System i integrated servers requires the
use of both VMware and i5/0S techniques. Some i5/0OS configuration objects such as
NWSDs and storage spaces are involved when the user wants to start and stop the
Integrated ESX Servers. These i5/0S objects have to be carefully handled when an
integrated ESX Server or a virtual machine needs to be removed from the system.

This chapter explains the integrated infrastructure management using the System i interfaces
(System i Navigator and the i5/0S command line), the VMware Virtual Infrastructure Client,
and the service processor Web interface:

» Advanced Management Module (AMM) for Blade
» Remote Supervisor Adapter Il (RSA Il) for System x
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6.1 Getting ready for ESX Server management

This section discusses getting ready for EST sever management.

6.1.1 Introduction to service processor for i5/0S users

The service processor on System x and BladeCenter is a separate processor that is used to
control power to the device and perform management and diagnostic functions. There are
three types of processors available:

» Base Management Controller (BMC) is used to control some System x servers. We do not
recommend managing a System x server using BMC. BMC does not have a Web server
interface.

» Remote Supervisor Adapter Il (RSA Il) is the processor that is required for many System x
servers. We recommend installing RSA 1l on all the Integrated System x servers.

» Advanced Management Module (AMM) is the management processor for the BladeCenter
as a whole. Thus, from the perspective of the System i configuration, all 14 blades in the
chassis have the same service processor.

Both RSA Il and AMM have a built-in Ethernet adapter. The RSA Il or AMM can be connected
to the System i over the 1 Gb iSCSI LAN, but are usually connected to a separate Ethernet
LAN.

To set up the RSA Il or AMM module you can connect a PC or mobile computer client to their
network interface using a crossed Ethernet cable. If the Ethernet adapter on your PC or
mobile computer is capable of 1 Gb line speed, you can use either a crossed or straight
cable.

The default IP address for an RSAIl or AMM service processor is 192.168.70.125 and the
subnet mask is 255.255.255.0.

Connecting to Advanced Management Module or RSA Il Web interface
To connect to the service processor Web interface (AMM or RSA 11):

1. Set the IP address on your Windows workstation to something in the same subnet as the
service processor default IP address of 192.168.70.125, such as 192.168.70.124, and set
the subnet mask to 255.255.255.0.

2. Open a Web browser. In the address or URL field, type the IP address 192.168.70.125.
The Connect to window opens.

3. Enter the user name and password. The service processor has a default user name of
USERID and password of PASSWORD (where 0 is a zero, not the letter O).

4. Select a time-out value on the next window and click Continue.
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Note: If you have problems trying to connect to a service processor Web interface
(AMM or RSA 1), consider the following:

» A software firewall active on your client can cause problems. Stop the firewall and
retry.

» An RSA Il adapter is usually configured by default to look for an address from a
DHCP server before activating the fixed address 192.168.70.125. If no DHCP
server is available, follow these steps to enable the fixed IP mode:

a. Boot the System x server and press F1 on the console to enter the setup mode.

b. Drill down the menus Configuration — Advanced Configuration — Remote
Supervisor Adapter II.

c. Set the fixed IP mode.

d. If you want to connect your server's RSAIl to an existing network, assign a new
IP address. Otherwise, leave the default 192.168.70.125.
e. Exit from the setup menu and save the new configuration.

The service processor Web interface provides a management menu with many options.
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You can manage the service processor’s configuration and firmware update, and manage the
status of the System x server or each of the blade servers. Figure 6-1 shows the Advanced
Management Module of a BladeCenter.

BladeCenter, H Advanced Management Module //‘

2 A
ay 1: SN#YK11836BE12L
SERID
USERE System Status Summary 24
~ Monitors
iy £ One or more monitored parameters are abnormal.
Event Log

Warnings and System Events
« Event log 75% full

The following links can be used to view the status of different components
Blades
O Modules
Management Modules
Power Modules
Fan-packs
Blowers
Front Panel

Firmware Update Blades @

* MM Control
Click the icon in the Status column to view detailed information about each blade.

Owner J 1o |
Bay | Status Name Pwr v cKVIA Compatibility WOL
1 [ ] SN#ZITREGHEF2ER On 0K On
2 [ ] SN#ZIMREGEEF1AG | Off 0K On
3 [ ] SN#ZIMREGHECILH Off 0K On
nware Update 4 [ ] SNEZIMREGAEF1WY | Off X X 0K On
Configuration Mgmt 5 ™ SMNEZJIREGESF1L4 Off OK Cn
Configuration Wizard 6 No blade present
Restart MM
v . [4 No blade present

Figure 6-1 Service processor Web interface (BladeCenter Advanced Management Module)

Start and stop a server using the service processor Web interface

Note: You should only use the service processor Web interface to power on or power off
an ESX Server if it is in a shut down or varied off state. Performing these operations with
the server in any other state can have unpredictable results. This method will not start or
shut down the integrated ESX Server itself. It will just power on or power off the server
hardware. This is intended to be used for maintenance of the server hardware only.

To start or stop a System x server using the RSAIl Web interface:

1. Expand the Tasks menu.

2. Click Power/Restart.

3. On the right pane, click Power On / Off Server Imnmediately.
4. Click OK on the confirmation window.
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To start or stop a blade server using the Advanced Management Module:

Expand the Blade Tasks menu.

Click Power/Restart.

Check the box next to the blade that you want to manage.
Click Power On / Off Blade.

Click OK on the confirmation window.

oD~

Figure 6-2 shows a blade server ready to be started using the Advanced Management
Module Web interface.

BladeCenter, H Advanced Management Module

Bay 1: SN#YK11836BE12L]

Usec 1SEHID Blade Power | Restart @

vmkng;;em Status Click the checkboxes in the first column to select one or more blades; then, click one of the links below the table
Event Log
LEDs Local Pwr |Wake on | Console
Power Management - - Hame P Centrol LAN Redirect
Hardware VPD El 1 SN#ZJ1R6GEEF25R On Enabled On
Firmware VPD 0 | 2 | SN#ZJIR6G58F1AG | On | Enabled | On
3 SN#ZJ1REGS8C1LH Off Enabled On
El 4 SN#ZIMRBGEEFTWY | Off Enabled On
Remote Control El 5 SN#ZIMREBGASF1L4 Off F _}}
Firmware Update 6 | No blade present | B
Configuration T No blade present 1.2 Are you sure you want to proceed with this operation?
Serial Over LAN 8 No blade present : '“-'r/ B e
Tlo r:';‘:j"::llr:r; . 9 | No blade present [ i ] [ gy
Configuration 10 | No blade present R
Firmware Update 11 | No biade present
~ MM Control 12 | No blade present
General Settings 13 [ No biade present
Login Profles 14 | No blade present

Alerts

Senal Port

Port Assignments
Metwork Interfaces Power Off Blade

Metwark Protocals Restart Blade

Security Enable Local Power Control

Figure 6-2 Blade power management

Power On Blade

Enter the ESX Server Console using the remote control Web interface
Remote control is a feature of the AMM and RSA Il Web interface. Remote control allows you
to enter the managed system’s console from a Web browser, replacing a physically attached
monitor, mouse, and keyboard. You need a Java™-enabled Web browser in order to start the
Remote Console feature.

On a System x or blade server running VMware ESX, remote control allows you to access the

ESX operating system console. It does not give access to the Virtual Machines running on the
ESX Server.
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To start a console window on the RSAIl Web interface:

1. Expand the Tasks menu.

2. Click Remote Control.

3. On the right pane, click Start Remote Control in Single User Mode.
A window opens where you can access the System x console, manage the CD-ROM
drive, and mount ISO images.

To start a Console window on the AMM Web interface:

1. Expand the Blade Tasks menu.

2. Click Remote Control.

3. On the right pane, click Start Remote Control.

4. The Remote Control window opens. Pull down the KVM menu to select the blade that you
want to manage.

Figure 6-3 shows the Remote Control window of an Advanced Management Module.

] http://9.5.92.61 - 9.5.92.61 - Remote Control - Microsoft Internet Explorer

¥ Remote Disk
Media Tray |Blade4 - SN#ZJIRGGSBFIWV Mount Remote Media To: | Chassis Media Tray Owner vl Refresh Listsl

Available Resources Selected Resources

Removable Drive (4:) | £
< | I — | (]

Maunt Al [] Write Protect

¥ Remote Console

. KM |Blade1 -SN#ZJﬂzsstsR Refresh KyM List | (Pt | Calbratd| A Preferences
: 1

puare) ESH Server version 3.6.2

- SM#ZIIREGSECILH
- SMAZ IR AEEEFLWY mwi3.rchland. ibm.com (9.5.92.74)

- SM#TRBGEAF1LY
manage th1S kLy Server, use any browser to open the URL:
http:iss9.5.92.74/

To open the ESX Server console, press AlLt-F1.
Te return topthis screen, press Alt-F11.

Figure 6-3 Remote Control window

Click the Console window in order to enter commands. Press Alt to exit the console.
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Service processor event log
The service processor (AMM or RSA 1) provides an event log viewer where you can read

errors and messages about the server’'s hardware environment.

To access the server’s event log (both for RSAIl and AMM service processor):

1. Expand the Monitors menu.

2. Click Event Log.

3. The event log is displayed in the right pane.

4. You can clear the event log by clicking the Clear Log button on the bottom of the window.
Save the log to a text file before clearing it.

Figure 6-4 shows the event log of an Advanced Management Module.

BladeCenter, H Advanced Management Module

Event Log o

[¥] Monitor log state events

Event Log|
LEDs Refresh
Power Management
Hardware VRPD
Firmware VPD

Severity Source Date

Emor  ||[BLADE_01 [~/ [11/19/07]4 Eilier
Warning BLADE_02 11/18/07 _
(1| ||Info BLADE 03 [v]|[|11/17/07 [w Disable Filter

Note: Hold down Ctrl to select more than one option.

Firmware Update Haold down Shift to select a range of options.
l:ju:unﬁguratircr:‘qu‘l Filters: None
Index | Sev Source Date/Time Text
s A 1| 1 [SERVPROC | 111907 103429 SEeE e et P 6110, 128.210
™ MM g:r?»tjrcil o 2 | | |SERVPROC | 11/19/07, 10:29:46 .ﬁ"gEEESL?%QI_E%ES;HHDJ_:'3_9{28_210
i’iﬂ::'i;nn_lemg 4 | 1 |SERVPROC | 11/19/07,10:21:57 |<emiore ogin successiufor user
Network Interfa Remote logoff successful for user

5 I |SERVPROC | 11/19/07, 10:21:57

Network Protocols ‘USERID' from Web at IP 9.5.92.215

Figure 6-4 BladeCenter event log
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6.1.2 Starting IBM Director

Before trying to start an Integrated ESX Server you should verify that IBM Director is active.
IBM Director can be started using either System i Navigator or the Qshell interface

Starting IBM Director using the System i Navigator interface
To do this:

1. Open System i Navigator and drill down the following menus: YourSystem — Network —
Servers, then click User-Defined.

2. You can now see the status of the director server. Right-click it to start IBM Director if it is
not already started (Figure 6-5).

System i Navigator :] @

File Edit View Help

[P @ X \s;l 2 minutes old
Environment: My Connections | 9,5.92.23: User-Defined
+ @ Management Central (9.5.92.23) #| | Mame Status Description
= [ My Connections J51BM DIRECTOR.  Started IBM DIRECTOR SERVER
- e _ J3EMSIPSER... Stopped 1BM 5LP SERVER
+1- % Basic Operations J5com Started CIM OBJECT MANAGER

+-E§ Work Management

+ ﬁ Configuration and Service
Network

TCP/IP Configuration
Remote Access Services
- ﬁ Servers

g TCR/IP

System i Access
DMS

ﬁ User-Defined
+-[[f 1P Policies ]
+- @ Enterorise Identitv Mapoina ™
EY

¥
¥

<] 2]

iR v =" Confiouration tasks

Add a connection

,..

i1

Figure 6-5 IBM Director status

Starting IBM Director using the i5/0S Qshell interface
To do this:

1. Start the Qshell interface by entering the gsh command on the System i command line.
2. On the Qshell command line enter the command (Example 6-1):
/QIBM/ProdData/Director/bin/twgstat

Example 6-1 IBM Director status in Qshell

QSH Command Entry
$
> /qibm/proddata/director/bin/twgstat
Active
$
===> /qibm/proddata/director/bin/twgstat
F3=Exit F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry
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3. If IBM Director is not active, enter the command:
/QIBM/ProdData/Director/bin/twgstart

4. If IBM Director fails to start, look at the QCPMGTSVR joblog on System i, as a first
troubleshooting action. Use the following command:

WRKJOB QCPMGTSVR

Starting IBM Director at IPL

To configure IBM Director to automatically start when TCP/IP is started at IPL, use System i
Navigator to perform the following steps (Figure 6-6):

1. Expand your server.

2. Expand Network — Servers, and click User-Defined.

3. On the right pane, right-click IBM DIRECTOR and select Properties.
4. Select the Start when TCP/IP is started option. Click OK.

Sli=]
[P @ X \s;l 1 minutes old
Environment: My Connections | 9,5.92.23: User-Defined
+ % TCP/IP Configuration | #| | Name Status Description
* Remote Access Services | JS [5M DIRECTOR Started IBM DIRECTOR SERVER
-0 _SE_WEFS J3 IBM 5LP SERVER Stopped IEM SLP SERVER
iy TCP/IP J5 civom Stopped CIM OBJECT MANAGER

System i Access
DMS

ﬁ User-Defined

+-[[{ 1P Policies [[

+ Enterprise @
Internet

+- [ Integrated Serl|  General

'i| it
+ (g Secunity I Startwhen TCPIP is started
+-i§if® Users and Grou
+- iy Databases Name: IBM DIRECTOR

+ o File Systems | pacerintion: |EM DIRECTOR

= Serverjobtype:  [QIBM_DIRECT:
[u?; 9.5.92.23 =
Add a connection Server prograrm: QDIRTCP

E

@ 1rstal aditoral comporl RIS QCPMGTDIR
Sener |0 *DIRECTOR

|

Figure 6-6 IBM Director autostart

6.2 Starting an Integrated ESX Server

An Integrated ESX Server can be started in several ways:

» System i Navigator interface
» System i command line (also known as green screen)
» Hardware power on (Power button or service processor Web interface)
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As explained in “Start and stop a server using the service processor Web interface” on
page 140, we do not recommend handling the ESX Server status using the hardware
interface. Use System i Navigator or the command line to start and stop an ESX Server.

6.2.1 Starting an Integrated ESX Server using System i Navigator

The best option for handling the status of an Integrated ESX Server is the System i Navigator
interface. The Navigator GUI interface gives a complete view of the integrated environment
and allows you to handle all of the options quickly.

To start a server using System i Navigator, execute the following steps (Figure 6-7):

1. Expand the Servers section under Integrated Servers Administration.

2. Right-click the server’s name.

3. Click Start, or click Start with Options.

(D System i Navigator ZzlE
File Edit WView Help
(:% 0 minutes old
| Environment: My Connections | 9.5.92.23: Servers
+ i:i Network | | Server | Status Comain
E Esx Shut down
ﬁ Eswbld2 Shut down
E » E Esxbld3 Shut down
+ E Esxbldi E Itsovch1 Starting...
v
o B Its:wchl B Itzovmos Starting...
= E Itsovm03 ﬁ ItsowmO4 Starting...
= E ItsovmO4 E Itsovm05 Shut down
+ B Teown- B ttenuman? Startad Rchland.ibm.com
+- B Ttsovm gxplore lown Workgroup
+ E Itsown| pen h
¥ E?/ Domains Create Shortcut
@ all irtual g Customize this View 3
+- B8 iSCST Conl pvsiare
i )
< + 88 seaurity Start with options... 5
[i m rver Administration tasks
Add a connection ntegrat 28 Link a virtual disl
Status nalint B Run command o1
swvirh 9 Help for related
Mew Disk...
Add Link. ..
Starts the server.

Figure 6-7 Starting a server using System i Navigator
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Start with Options provides you with the following options (Figure 6-8):
» Regenerate Path Certificates: Leave the box unchecked.

» Reset remote system: By checking this option the associated System x or blade will be
powered off completely before the requested power on. Ensure that the physical server is
not in use by another NWSD before entering this parameter.

Specify options to use when starting the server:

[ Resetremote system

Start | Cancel ‘ Help |7‘

Figure 6-8 Start server with options

6.2.2 Starting an Integrated ESX Server using CL commands

An Integrated ESX Server is linked to an i5/0S NWSD object (network server description).
You can use the i5/0S command-line interface, as known as green screen, to start the
server.

1. On the i5/0S command line, type the command WRKCFGSTS *NWS and press Enter.
2. Choose the server that you want to power on.
3. Select option 1 (Vary on) and press Enter.

Note: If the physical server (System x or Blade) is not powered off, an error message is
issued. To force the activation when the physical server is already powered on you
need to reset the server as follows:

1. Select option 1 (Vary on) and press PF4.
2. Press PF9.

3. Set the Reset system parameter to *YES.
4. Press Enter.

Ensure that the physical server is not in use by another NWSD before setting the reset
system parameter.
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Figure 6-9 shows the reset system parameter set to “YES during the server activation.

Vary Configuration (VRYCFG)

Type choices, press Enter.

Configuration object . . . . . . > ITSOVMO5 Name, generic*, *ANYNW...
TYPE © v v e e e e e e e e e e > *NWS *NWS, *NWI, *LIN, *CTL...
Status . . . . . . ... ... > *ON *0ON, *OFF, *RESET...
Vary on wait . . . . . . . . .. *CFGOBJ *CFGOBJ, *NOWAIT, 15-180
(sec)
Submit multiple jobs . . . . . . *NO *NO, *YES
Job description . . . . . . . . (QBATCH Name

Library . . . . . . . . . .. *LIBL Name, *LIBL
Generate path certificate . . . *NO *NO, *YES
Reset system . . . . . . . . .. *YES *NO, *YES

Bottom

F3=Exit F4=Prompt F5=Refresh  F12=Cancel F13=How to use this display
F24=More keys

Figure 6-9 Starting an Integrated server using i5/0S command line
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6.2.3 Starting an Integrated ESX Server during System i IPL

To start an Integrated ESX Server during System i IPL you can set the autostart parameter on
the IP interface of the Virtual Ethernet point-to-point line attached to the NWSD.

Setting autostart with System i Navigator

To do this:
1. Open System i Navigator (Figure 6-10).
2. Expand the menu Network — TCP/IP Configuration — IPv4.
3. Click Interfaces.
4. Right-click the interface named yournwsdPP, then click Properties.
5. Select the Advanced tab.
6. Check the box Start Interface when TCP/IP is started.
D
D -~ 2 2 minutes old
Enwironment: My Connections | 9,5.92.2% Interfaces
+-{@} Management Central (9.5.92.23) | | 1P Address | subnetM... | Line Name | Statu[~
=il My Connections T 9.5.92.23 255,255..,., ETHLINE Active
- W 9.5.92.23 _ o 127.0.0.1 255.0.0.0  Loopback  Active
x % st'io':'eram"'s o 192,168.9.3 255,255.... [TSOW2K... Active
: ::mrﬁ Ma”;gemezts ) *F 192.168.100.1 255.255.... ESYPP Inacti
i ENZ:J\E::E g e o 192,168, 101.1 255,255.... ESYBLDZPP  Inact
=T TCP/IP Configuration 1 122.168.102.1 255,255..., ES?&:BLD3PP Inact: .
- T Pv4 T 192.188.103.1 255,255,... ESXELD2PP  Inact
T Interfaces T 192.188.104.1 255,255,,., ITSOWMO... Inact
@ 192.168.102.1 Properties - 9.5.92.23
General Advanced
W Btartinierface when TCPIP is started
Maximurm transmission unit: -
Type of service: Farmal
Associated local interface: Mane -
Available interfaces: Freferred intarfaces:
Fddress Alias Mame | Address Alias Mame

Figure 6-10 Setting a TCP/IP interface for autostart
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Setting Autostart using the CFGTCP CL command
To do this:

1. Retrieve the NWSD’s point to point line address using the NETSTAT *IFC command
(Figure 6-11).

Work with TCP/IP Interface Status
System: RCHAS65
Type options, press Enter.
5=Display details 8=Display associated routes 9=Start 10=End
12=Work with configuration status 14=Display multicast groups

Internet Network Line Interface
Opt Address Address Description Status
9.5.92.23 9.5.92.0 ETHLINE Active
127.0.0.1 127.0.0.0 *LOOPBACK Active
192.168.9.1 192.168.9.0 ITSOW2K3PP  Inactive
192.168.9.3 192.168.9.0 ITSOW2K3PP  Active

192.168.100.1 192.168.100.0 ESXPP Inactive
192.168.101.1 192.168.101.0 ESXBLDZPP Inactive
192.168.102.1 192.168.102.0 ESXBLD3PP Inactive

Bottom
F3=Exit F9=Command Tine F11=Display Tine information F12=Cancel
F13=Sort by column F20=Work with IPv6 interfaces F24=More keys

Figure 6-11 NETSTAT *IFC menu

2. Change the autostart parameter to *YES using the CHGTCPIFC command:
CHGTCPIFC INTNETADR('192.168.101.1"') AUTOSTART(*YES)

Note: For the integrated server autostart function to work properly, IBM Director Server
must also be configured to autostart. Refer to section 5.2.2 in Implementing Integrated
Windows Server through iSCSI to System i5, SG24-7230, for information about how to do
this.

6.3 Stopping an integrated ESX Server

150

The need can arise for powering down an integrated ESX Server. For example, hardware
maintenance has to be performed, as does adding or replacing I/O adapters or memory
modules.

when you need to power down the system i itself, remember to plan a shutdown of all your
virtual machines and integrated ESX Servers in advance.

Before stopping an Integrated ESX Server, all of its virtual machines must be shut down, or
moved while active to other servers using the VMotion function. See 7.6, “VMotion” on
page 224.

When no virtual machines are active on the ESX Server, place the server in maintenance
mode before stopping it. When the server is in maintenance mode, neither a user nor the
automatic DRS function are allowed to migrate any active virtual machines to it. This way you
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can safely power down the ESX Server. See 6.3.1, “Place an integrated ESX Server in
maintenance mode before stopping it” on page 151.

Note: Take extreme care before shutting down an NWSD object using the command line
or using System i Navigator. Different from a Integrated Windows or Linux server, these
interfaces do not give you any evidence of the virtual servers running on top of the
infrastructure.

6.3.1 Place an integrated ESX Server in maintenance mode before stopping it

To do this:

1.

o~ 0 DN

Start VI3 Virtual Client on your workstation and open a session to Virtual Center. To install
and manage Virtual Client see 3.2, “VMware Infrastructure Client installation” on page 25.

Click the Inventory button on the Toolbar.
Select Hosts and Clusters from the drop-down menu.
Find the ESX host that you want to power off and expand the list of its virtual machines.

Right-click each active virtual machine and select Migrate. Using VMotion, move all of the
active virtual machines to other servers in the cluster. Shut down the virtual machines that
you do not need to stay active.

Right-click the ESX Server that you want to shut down and select Maintenance Mode.
This way the DRS feature will not try to move any virtual machine back to the server
(Figure 6-12).

Imventory Scheduled Tasks Events Admin Maps
*
a » A
= Hosts &Clusters Bl
0 [y itsovmwr
- [f itsocluster

@ [itsovmw03.rchland, :

New Virtual Machine. ..

Gl VMWAPRD3

Hh VMWAPPD4
Disconnect

Enter Maintznance Mode

Add Alarm...
Add Permission. ..

Shut Down
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Figure 6-12 Entering Maintenance Mode

7. Although the ESX Server can now be shut down using the Virtual Client interface, we

recommend using System i Navigator to put the ESX Server in vary off status. See 6.3.2,
“Stopping an Integrated ESX Server using System i Navigator” on page 152.
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6.3.2 Stopping an Integrated ESX Server using System i Navigator

Verify that no virtual machines are active on the server that you are going to shut down. Put
the ESX Server in Maintenance Mode using the VI3 Virtual Client interface, as explained in
6.3.1, “Place an integrated ESX Server in maintenance mode before stopping it” on page 151.

To stop a server using System i Navigator, right-click the related icon under Integrated
Servers Administration — Servers and click Shut Down (Figure 6-13).

(@) System i Navigator [._ @
File Edit View Help
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+ i:i Network | | Server | Status Domain
E Esx Shut down
ﬁ Esxbld2 Shut down
E —— E Esxbld3 Shut down
o B E“bld3 B Itsovch1 Starting...
¥ 5
Its 03 Starting...
w1 Isovebl glmwmm A rﬁ”g
+- [ Ttsoym03 [[] 28 "sevm & "
+- B Itsovm{ Explore pn )
i E Ttsovm{  Open 1 Rchland.ibm.com
e E Ttsovmi  Create Shortout wn Workgroup
+- B Itsovm|  Customize this View 3
+ @ Domains
%2 Al Virtual D
+ B8 i5C5T Conny
+-30 Security Shut Down...
& Shut Down and Restart... bl
i Ny Tasks -9.5.92.23 Status ver Administration tasks
il Add a connection tearat ’i Link a virtual disl
1allint B Run command o’

Figure 6-13 ESX Server shutdown using System i Navigator

The shutdown time-out default value is 15 minutes. If you need to modify this parameter
follow these steps:

On System i Navigator, expand Integrated Systems Administration — Servers.
Right-click the ESX Server and select Properties.

Select the System tab.

Click the Advanced button.

Modify the Hardware shut down timeout parameter.

akrwN=
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Figure 6-14 illustrate these steps.
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Figure 6-14 Setting the hardware shut down timeout

6.3.3 Stopping an integrated ESX Server using the System i command line

An active Integrated ESX Server can be stopped using the VRYCFG command on the
System i command line, or by entering option 2 next to its NWSD configuration object.

Verify that no virtual machines are active on the server that you are going to shut down. Put
the ESX Server in maintenance mode using the VI3 Virtual Client interface, as explained in
6.3.1, “Place an integrated ESX Server in maintenance mode before stopping it” on page 151.

To shut down a server using the System i green screen:

1. On the System i command line, type the command WRKCFGSTS *NWS
2. Choose the server that you want to shut down.
3. Enter option 2 (Vary off). Press Enter.

6.3.4 Stopping an integrated ESX Server using VI3 Virtual Client

Verify that no virtual machines are active on the ESX Server that you are goi

ng to shut down.

Put the ESX Server in maintenance mode using the VI3 Virtual Client interface, as explained
in 6.3.1, “Place an integrated ESX Server in maintenance mode before stopping it” on

page 151.
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To shut down a server using the VI3 Virtual Client interface, execute the following steps:

Start the VI3 Virtual Client on your workstation.
Connect to the VirtualCenter.

Click the Inventory button.

Select the ESX Server that you want to shut down.
Right-click and select Shut Down.

o0~

Figure 6-15 illustrates these steps.
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Figure 6-15 Shutting down an ESX Server using VI3 Virtual Client

6.3.5 Stopping an integrated ESX Server using the ESX OS console

With the help of an SSH client, the VMware Service Console can be accessed, and
commands entered. We strongly recommend handling the status of an Integrated ESX Server
using the virtual center or the System i interfaces.

The service console is based on a modified Red Hat Linux distribution. Thus, common Linux
commands can be executed to stop the system:

» shutdown -h now
> poweroff
> reboot (The system will restart after a complete power off.)

6.4 Deleting an integrated ESX Server

To remove an Integrated ESX Server from your infrastructure:

1. Putthe ESX Server in maintenance mode, as explained in 6.3.1, “Place an integrated ESX
Server in maintenance mode before stopping it” on page 151.

2. Open a System i command-line session.

154 VMware VI3 on BladeCenter and System x Integrated with System i



3. Ensure that the server that you are going to delete is in varied off status. See 6.3.3,
“Stopping an integrated ESX Server using the System i command line” on page 153.

4. Enter the command DLTLNXSVR NWSD(YourServerName), as shown in Figure 6-16.

Work with Configuration Status RCHAS65
11/19/07 11:28:17
Position to . . . . . Starting characters

Type options, press Enter.
1=Vary on 2=Vary off 5=Work with job  8=Work with description
9=Display mode status 13=Work with APPN status...

Opt Description Status mmmmme - Job----------
ESX VARIED OFF
ESXPP VARIED OFF
ESXPPNET VARIED OFF

ESXPPTCP VARIED OFF

Bottom
Parameters or command
===> DLTLNXSVR NWSD(ESX)
F3=Exit  F4=Prompt F12=Cancel F23=More options  F24=More keys
Ending of ESXPP in progress. +

Figure 6-16 Deleting an integrated ESX Server

The DLTLNXSVR command deletes all of the server’s objects:

NWSD

Line description

TCP/IP controller description
TCP/IP device description
Virtual Ethernet TCP/IP interface
Server storage spaces

vVvyyvyvyYyy

The virtual machine storage spaces are not affected by the DLTLNXSVR command.
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Virtual Machine administration

After you have created and configured the Integrated VI3 Infrastructure, you can add the
Virtual Machines.

According to the official VMware documentation, a Virtual Machine is “a tightly isolated
software container that can run its own operating systems and applications as though it were
a physical computer. A virtual machine behaves similar to a physical computer and contains
its own virtual (that is, software-based) CPU, RAM, hard disk and network interface card
(NIC).

The isolation, or encapsulation, means that all of the components of a Virtual Machine consist
in a single set of files, placed in a storage container.

In our Integrated VI3 Infrastructure the container is represented by a storage space, created
by i5/0S and formatted by the VMware Operating System.

Although it would be possible to host more than one Virtual Machine in a single storage
space, we strongly recommend creating a dedicated storage space for each Virtual Machine,
in order to keep the environment consistent and easy to manage, and to allow reliable backup
and restore operations.

In this chapter we explain how to create the storage space for a new Virtual Machine, create
the Virtual Machine itself, and enlarge the storage when the guest operating system (OS)
requires additional disk space. Then we talk about handling the Virtual Machines using the
enhanced VMware feature: VMotion.

In this chapter, we use the term data store to indicate a VMFS3 formatted disk space inside a
storage space.
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7.1 Creating new storage spaces for Virtual Machines

Three operating systems are involved when you add disk space to an Integrated VMware VI3
Infrastructure in order to create a Virtual Machine.

Their interfaces have to be used in the following sequence to complete the storage creation:

1. IBM i5/0S: We use System i Navigator or a command line for its interface.
2. VMware VI3: We use Virtual Center 2 for its interface.
3. The guest OS: It is on the Virtual Machine and they are usually Windows or Linux.

Each OS creates and formats the disk space using its own file system, and makes it available
to the next level, up to the applications running on the guest OS.

Note: Install and use System i Navigator V6R to handle the Integrated VMware servers.
Older versions are not able to display and manage some key features, such as the Access
to Disk Drive - Shared parameter.

The new storage spaces can be created using either CL commands or System i Navigator.
You do not need to shut down the ESX Server in order to link a new storage space. Since a
storage space is dedicated to a single Virtual Machine, use the same name for both objects.
All of the storage spaces will be located in the integrated file system directory /QFPNWSSTG.
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7.1.1 Create a new storage space using System i Navigator

To do this:
1. Expand YourSystem — Integrated Servers Administration — Servers.

2. Right-click the server that you want to add the disk to and select New Disk (Figure 7-1).
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o @ s Mana.gement . E Itsovmw02 Partially shut down  Workgr...  W503 server for VirtualCenter
+ Configuration and Service
+ ENetwnrk
- Inte erver Administration
. E
+ E Explore
¥ E Open
- B Create Shortout
¥ @ Dol Customize this View 4
%2 Al
B8 iscs
+- {38 Security
+ @ Users ar Shut Down...
e % Databas  Shut Down and Restart...
+-=2 File Syst
+ dpifes Status
+ @ Applicat]
+- 5, AFP Mar
< New Disk...
— - Addlink... — -
._F ks - 9.5.92.2] ted Server Administration tasks .
Add a connectiol irt all integrated and virtual servers 8 Lin
ut down all integrated and virtual servers By R
] eate new virtual disk for a server b ? Hel
Properties

Figure 7-1 Opening System i Navigator window to add New Disk

3. A new window named New Disk opens, where you can select the following values
(Figure 7-2 on page 160):

Disk Drive Name: Choose a name for the new storage space, usually the same as the
Virtual Machine’s name in which it is going to be created.

Description: Write a meaningful description for the new drive.
Initialize disk with data from another disk: Leave unchecked.

Capacity: Select a size between 1200 MB and 1,000 GB. This is the disk space
required for your new Virtual Machine. Do not use up all of the available disk space.
See 2.3.2, “System i storage sizing” on page 13.

Disk Pool: Both the system ASP and user ASPs are allowed.
Planned File System: Leave the default NTFS. ESX will format it later as VMFSS3.

Advanced Data Offset: To determine the appropriate value, refer to 7.1.5, “Creating a
VMFS data store in a storage space with partition alignment” on page 166.
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— Link Disk to a Server: Select the name of your Integrated ESX Server.
— Link Type: Leave the default as dynamic.

— Link Sequence Position: Leave the default as selected by the system.
— Storage path: Leave the default.

— Access to disk drive: Select Shared-Update.

Click OK to stat the creation of the storage space.

Virtual disk name:  [WVMWAPPO3
Cescription: |Stnrage Space for YAWARPFO3
[ Initialize diskwith data frorm another disk
Capacity: 10000 © GB ¢ MB
Cigk poal: Diskpoal 1 =
Planned file swstem: |NTFS 5 Advanced Data Offset
[+ Link disk to a serer
Linkto server: E Esx j
Link type: |Dynamic j
Link sequence position: |T ﬂ Wiew SeCUENCE. . |
Storage path: |Default Mult-path group =] uit-path Group... |
Access to disk |Shared - Update j
oK | Cancel | Help |‘?|

Figure 7-2 New disk parameters

The work in progress graphic window opens (Figure 7-3).

< New Disk - 9.5.92.23 =)ol

Creating diskWrmwapp03,
Mote: This aperation can take considerable time to complet...

Figure 7-3 Creating the new disk
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A completion message is then issued (Figure 7-4).

Disk Must be Formatted - 9.5.92.23 |- [0

DiskWMWAPPO3 has been linked to server Esx. The disk
rmust be farmatted by the server hefare it can be used by
the server,

Figure 7-4 New disk creation completion message

The new storage space is how available to the server and ready to be handled using the
VMware VI3 interface. Proceed with 7.1.3, “Storage adapter rescan using Virtual Center” on

page 162.

7.1.2 Create a new storage space using i5/0S command line

To add a new storage space to an existing Integrated ESX Server:

1. Create the new storage space using the CRTNWSSTG command:
CRTNWSSTG NWSSTG(StorageSpaceName) NWSSIZE(xxxxx) OFFSET(offsetvalue)
Where:

— xxxxx is the size in megabytes.

— offsetvalue is the offset needed to align the partition. To determine the offest value,
referto 7.1.5, “Creating a VMFS data store in a storage space with partition alignment

on page 166.

Note: Remember the following points:
» The minimum disk size is 1.2 GB in order to create a VMFS3 file system.
» The maximum disk size is 1,000 GB (approximately, 1 TB).

» Leave the default value *NTFS on the FORMAT parameter. The actual VMFSS file
system will be created later by the ESX operating system.

» You can place the new storage space on the system ASP, on a user ASP, or on an
iASP.
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The disk creation progress is shown in Figure 7-5.

Work with Network Server Descriptions
System:  RCHAS65
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Parameters or command
===> CRTNWSSTG NWSSTG(VMWAPP02) NWSSIZE(10000)
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F23=More options F24=More keys
Creating NWS storage space VMAPP0Z2: 640 of 10001 megabytes complete.

Figure 7-5 Creating a new storage space

After the completion, the system issues the message:
Network server storage space VMWAPP02 created.
2. Link the new storage space to the ESX Server using the ADDNWSSTGL command:

ADDNWSSTGL NWSSTG(VMWAPP02) NWSD(ESX) DYNAMIC(*YES) ACCESS(*SHRUPD)
STGPTHNBR(*MLTPTHGRP)

The following message appears:

Network server storage space Tink added

Note: Remember the following points:

» Setthe ACCESS parameter to *“SHRUPD in order to allow all of the servers in the
cluster to access the storage space for VMotion.

» On the STGPTHNBR parameter, leave the *"MLTPTHGRP default to give access to
the storage space from both of the iISCSI HBA adapters installed on System i.

7.1.3 Storage adapter rescan using Virtual Center

After assigning the new storage space to the Integrated server, the VMware ESX operating
system needs to rescan the storage adapters.
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To do so, use the VMware VI3 Client to access the Virtual Center interface, and execute the
following steps (Figure 7-6):

1. On the left pane, expand Hosts & Clusters, then click your ESX Server’s name.
2. On the right pane, select the Configuration tab.

3. Click Storage Adapters.
4

Under Storage Adapters in the right pane, select the first iSCSI adapter that gives access
to the storage.

5. In the Details section, take note of the pre-existing targets.
Click the Rescan button in the upper right corner (Figure 7-6).
27 9.5.92.62 - Virtual Infrastructure Client B>
File Edit “iew Inventory Administraton Help
T i g > So
i Inventory | Scheduled Tasks Events Admin Maps
&
4 » 5 &
= [7 Hosts &Clusters itsovmw03 VMware ESX Server, 3.0.2, 61618
= itsovmw ____ v ___
- [l itsocluster | Summary | Virtual Machinesh ! Performance Il e Can
% :E:z:;:g: el s Storage Adapters Rescan...
§ itsovmw0S.rchlan Processors i ki !
Memory QI“'::'DEZ
_ vmhbal  peccan | i5CSI
Storage FSCSI. SAN, and NFS) L S
Networking iSCsI Software Adapter
+  Storage Adapters i5CSI Software Adapter iSCSI
Metwork Adapters
E3 ' I | [l
Software Details
Licensed Features vmhbao Properties...
DNS and Routing Madel: QLa4022 IP Address: 192.168.99.11
) B B iSCSI Name: ign.1924-02.com.ibn DiscoveryMethods: Send Targets, Stat.,
Virtual Machine Startup/Shutdovr Crel AN Targets: 2
Securit Profile [

Figure 7-6 Storage Adapter Rescan in Virtual Center
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7. After the rescan is completed, the new target appears. Figure 7-7 shows the new storage
space as vmhba0:0:6.

Note: If you right-click a storage adapter then click Rescan, you have to repeat the
step on both adapters.

If you click the Rescan... link in the upper right corner, the system rescans all the
adapters at the same time.
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Figure 7-7 The new storage space after the rescan

8. Link the new storage space to the other servers. See 7.1.4, “Assigning the new storage
space to all ESX Servers in the cluster” on page 164.

9. Create the VMFS data store. See 7.1.5, “Creating a VMFS data store in a storage space
with partition alignment” on page 166.

7.1.4 Assigning the new storage space to all ESX Servers in the cluster

In order to enable VMotion of this Virtual Machine among the servers, repeat the following
steps for each ESX Server in the Cluster:

1. Open System i Navigator. Expand Integrated Servers Administration — All Virtual
Disks.
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2. Right-click the storage space then select Add Link (Figure 7-8).
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igure 7-8 Storage space Add Link

3. On the Add Link to Server window, choose the ESX Server name that you are going to link
the storage space to. Select the following parameters, as shown in Figure 7-9:

Linktype: Dynamic.

Link sequence position: Leave the default.
Storage Path: Select the default multipath group.
Access to disk: Shared-Update.

Click OK to continue.

Q8 Add Link to Server - 9.5.92.23 M==
Linked disk: |2 Vmappiz |
Link to semver: m Egx j
Link type: |Dynamic j
Link sequence position: |9 ﬂ Wiew Sequence... |
Storage path: |Default: Multi-path group | Multi-path Group... |
Access to disk: |Shared - Update j

[o]34 | Cancel ‘ Help |7‘

Figure 7-9 Add Link to Server parameters

The new storage space is now available to the ESX Server.

4. Now perform the rescan operations, as explained on 7.1.3, “Storage adapter rescan using
Virtual Center” on page 162. Then create the VMFS data store as explained on 7.1.5,
“Creating a VMFS data store in a storage space with partition alignment” on page 166.
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7.1.5 Creating a VMFS data store in a storage space with partition alignment

To prevent potential performance problems that can arise due to misaligned ESX partitions,
refer to the following:

http://www.ibm.com/systems/i/advantages/integratedserver/pdf/vmware_storage_ alignm

ent.pdf

7.1.6 Creating a VMFS data store in a storage space using VirtualClient

Note: Creating a VMFS data store using the Virtual Client can adversely affect disk 1/O
performance. When using the Virtual Client to create a VMFS data store, a VMFS partition
is created that might be unaligned. Refer to 7.1.5, “Creating a VMFS data store in a
storage space with partition alignment” on page 166.

On Virtual Center, click any of the ESX Servers in your cluster and proceed as follows:

1. Open the Configuration menu and click Storage (iSCSI, SAN and NFS).

2. Click Add storage in the upper right corner (Figure 7-10).
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Figure 7-10 Add storage
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3. A wizard named Add storage starts. Walk through its steps by clicking Next. Select the

following:
Storage Type: Disk/LUN.

disk space is shown as available.

Virtual Machine that you are going to create on this data store.

Formatting: Choose the appropriate block size.

Device Location: Select the new storage space. You see that all the corresponding

Current Disk Layout shows you that the disk has not yet been formatted as VMFSS3.
Properties: Assign a name to the new disk. That name should be the same as the

Note: For a disk size smaller than or equal to 256 GB select Block Size = 1 MB. For
further explanation of this parameter refer to the official VMware documentation.

When the formatting process completes, the new storage space is available. Figure 7-11

shows the details of the new disk:

— File system level: VMFS 3.21

— Number of paths: 2

Block size: 1

— Total formatted capacity: 9.14 GB
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SCSL SAN, and NFS) ﬂ vmwapp0l vmhba:0:3:1 19.75 GB 19.14 GB vmfs3
v SN B VMWAPPGS vmhba0:0:6:1 9.75GB 9.14GB vmfs3
g
dapters
hdapters
Details Properties...
Features
; VHMWAFPPO3 975 GB Capacity
Fouting Location:  jvmfs/volumes/473c2465-9... o
chine Startup/shutdown 626.00 MB [ Used
X 9.14 GBE [ Free
rofile
Esource Allocation Path Selection Properties Extents
Settings Fixed Volume Label: VMWAPPO3 vmhba0:0:6:1 9.7]
Datastore Name: WMWAPPO3 Total Formatted Capacity 9.7
Paths Formatting
Total: 2 File System: VMF53.21
Broken: 0 Block Size: 1 MB
Disabled: 0

Figure 7-11 New data store
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7.2 Configure networking for the Virtual Machines

168

In 3.3.2, “WVMware ESX Server software installation steps” on page 38, we explained how to
set up the basic networking for the ESX Service Console.

A VMware VI3 infrastructure requires additional networking configuration objects in order to
manage:

» VMotion of the Virtual Machines among the ESX hosts in a cluster
» Network access for the Virtual Machines

The main configuration object for VMware VI3 networking is the Virtual Switch, also called
vSwitch. Networking for the service console, which runs the management services, is set up
by default during the installation of ESX Server.

If you selected the default option to create a port group for virtual machines during ESX
Server installation, you do not need to configure networking for your virtual machines. In this
default configuration, virtual machine network traffic shares a network adapter with the
service console.

If you did not select the default option to create a port group for virtual machines during ESX
Server installation, you must create a virtual network for your virtual machines as described
below.
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Create or add a virtual network for a virtual machine

To do this:

1. Log on to the VMware VI Client and select the server from the inventory window. The
hardware configuration page for this server opens.

2. Click the Configuration tab, and click Networking (Figure 7-12).

@ 9.5.92.62 - Virtual Infrastructure Client
File Edit View Inventory Administration Help
(@ | =@ g @ &
| Inventory Scheduled Tasks Events Admin Maps
@« » 7 &
= [/ Hosts &Clusters itsovmw03 VMware ESX Server, 3.0.2, 61618
- itsovmw
= ﬁ itsocluster
D ?tsovmwﬂ'_’. ) Hardware Networking
B itsovmwi4.rchland.it
E itsowmw05.rchland.it Processors
Memaory
Starage (SCSI, SAN, and NFS)
v Metworking
Storage Adapters
Metwork Adapters
Software
Licensed Features
DMS and Routing
Virtual Machine Startup/Shutdown
Security Profile
System Resource Allocation
Advanced Settings
[il Il | [i]
Recent Tasks
Name !Target ! Status | Initiated by :v Tlmei Start Time I Complete Time

Figure 7-12 Networking configuration

3. Click the Add Networking link located on the upper right corner of the
Configuration-Networking window. The Add Networking Wizard opens.
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4. As a connection type, select Virtual Machines, which is the default. Selecting Virtual
Machines lets you add a labeled network to handle virtual machine network traffic. Click
Next (Figure 7-13).

| Add Network Wizard =JolEd

Connection Type
Metworking hardware can be partitioned to accommodate each service requiring connectivity.

Connection Type
Metwor Connection Types

i+ virtual Machine

Add a labeled network to handle virtual machine network traffic.
” WMkernel

The WMkernel TCP/IP stack handles traffic for the following EZX services: VMotion, iSCSI, and NFS.

" Service Console
Add suppaort for host management traffic.

Help | < Back | MNext = I Cancel

Figure 7-13 Add Network Wizard

5. The Network Access page opens. Virtual machines reach physical networks through
uplink adapters. A vSwitch is able to transfer data to external networks only when one or
more network adapters are attached to it. When two or more adapters are attached to a
single vSwitch, they are transparently teamed.

6. Select Create a virtual switch. You can create a new vSwitch with or without Ethernet
adapters. If you create a vSwitch without physical network adapters, all traffic on that
vSwitch will be confined to that vSwitch. No other hosts on the physical network or virtual
machines on other vSwitches will be able to send or receive traffic over this vSwitch. This
might be desirable if you want a group of virtual machines to be able to communicate with
each other but not with other hosts or with virtual machines outside the group.
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Changes are reflected in the Preview pane. Outbound adapters are listed. Click Next

(Figure 7-14).

(%) Add Network Wizard

BEX

Virtual Machines - Network Access
Wirtual machines reach networks through uplink adapters attached to virtual switches.

Connection Type
switch using the unclaimed network adapters listed below.

Select which virtual switch will handle the netwaork traffic for this connection. You may also create a new virtual

Network Access
Connection Settings
:Enrltc 1 Settings {* Create a virtual switch Speed Networks
- gty
¥ BB vmnicl 1000 Full 9.5.92.1-9.5.92.127
" Use vSwitcho Speed Networks
I~ BB vmnicd 1000 Full 9.5.92.1-9.5.92.127

Preview:
Virtual Machine Port Growp Physical Adapters
Virtual Machine Network & o Ef vmnicl

Help |

< Back | Mext = I Cancel

Figure 7-14 Create a new Virtual Switch

The Connection Settings page opens.

7. Under Port Group Properties, type a network label that identifies the port group that you
are creating. To allow VMotion, use the same Virtual Switch network label on all of the

ESX hosts.

If you are using a VLAN, in the VLAN ID field, type a number between 1 and 4095. If you
are unsure what to enter, leave this blank or ask your network administrator. Click Next.
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8. The Ready to Complete page opens. After you have determined that the vSwitch is
configured correctly, click Finish (Figure 7-15).

) Add Network Wizard =JoEd

Ready to Complete
Please verify that all new and modified virtual switches are configured appropriately.

Connection Type Hast networking will include the following new and modified vSwitches:
Metwork Access T

Connection Settings T T
Summary Virtual Machine Netwark QD o vmnicl

Help | < Back | Finish I Cancel

Figure 7-15 Add Network Wizard ready to complete

To enable failover (NIC teaming), bind two or more adapters to the same switch. If one
outbound adapter is not operational, network traffic is routed to another adapter attached to
the switch.

7.3 Configure networking for VMotion

Migration with VMotion lets you migrate virtual machines with no downtime. Your VMkernel
networking stack must be set up properly to accommodate VMotion.

VMotion requires a Gigabit Ethernet connection between hosts.

Set up the VMkernel to enable VMotion
To do this:

1. Log on to the VMware Virtual Center and open the Inventory window.
2. Select the ESX host that you want to enable for VMotion.
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3. Click the Configuration tab, and click Networking. Click the Add Networking link. The
Add Network Wizard opens (Figure 7-16).

) Add Network Wizard =

Connection Type

Metworking hardware can be partitioned to accommodate each service requiring connectivity.

Connection Type

Metwork Access Connection Types
Connection Settings

- T " Wirtual Machine
Summary

Add a labeled network to handle virtual machine netwoark traffic.
+ VMkernel

The VMkernel TCP/IP stack handles traffic for the following ESX services: WMotion, iSCSI, and NFS,
" Service Console

Add support for host management traffic.

Figure 7-16 Add Network Wizard - Connection Type

4. Select VMkernel and click Next. Selecting VMotion and IP Storage lets you connect the
VMkernel, which runs services for VMotion and IP storage (NFS or iSCSI) to the physical
network. The Network Access page opens (Figure 7-17).

) Add Network Wizard

VMkernel - Network Access
The WMkernel reaches networks through uplink adapters attached to virtual switches.

Connection Type Select which virtual switch will handle the network traffic for this connection. You may also createan
Hetwork A switch using the unclaimed network adapters listed below.
S —
:fl::__l.h.cn Settings (" Create a virtwal switch Spzed MNetworks
aLUMmary

= ER wvmnicl 1000 Full 9.5.92.1-9.5.92.254

* Use vSwitchD Speed Networks
[ E@ vmnicl 1000 Full 9.5.92.1-9.5.92.254

Preview:

2ImE t Phiysical Adaptars

WMkernel g -«E@ vmnicl

Service Console Port
Service Console 9.
vswifl : 9.5.92.79

Help | < Back | Next =

Figure 7-17 Add Network Wizard - Network Access
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5. Select the vSwitch that you would like to use, or select the Create a virtual switch button
to create a new vSwitch. For a blade server, we recommend selecting vSwitch0, sharing
the network with the service console. For a System x server, you can use a separate
vSwitch with a dedicated network adapter card.

The Connection Settings page opens (Figure 7-18).

r-:_:J

VMkernel - Network Access
Use network labels to identify YMkernel connections while managing your hosts and datacenters.

Connection Type Port Group Properties
Metwork Access
Connection Settings Metwork Label: |1£Mkerne|
Summary VLAN ID (Optional): | ~|
sethis port group forVMotion
[v Usethi t forvMoti
IP Settings
IP Address: 9 .5 .92 .37
Subnet Mask: 255 .255 .255 . O
Preview:
VMkernel Q. 2B vmnicd
Service Console i
if0 1 9.5.92.79

VEW

Help | < Back Mext =

Figure 7-18 Add Network Wizard - Connection Settings

6. Under Port Group Properties, enter a network label. VLAN ID is optional.

— Network Label: A name that identifies the port group that you are creating.
— VLAN ID: Identifies the VLAN that the port group’s network traffic will use.

Select the Use this port group for VMotion check box to enable this port group to
advertise itself to another ESX Server as the network connection where VMotion traffic
should be sent.

You can enable this property for only one VMotion and IP storage port group for each ESX
Server host. If this property is not enabled for any port group, migration with VMotion to
this host is not possible.
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7. Under IP Settings, enter the IP address and subnet mask for the VMotion network. Click
Next. The Summary window opens (Figure 7-19).

2/ Add Network Wizard

Ready to Complete

Connection Type
MNetwork Access
Connection Settings
Summary

Host networking will include the following new and modified vSwitches:

Please verify that all new and modified virtual switches are configured appropriately.

Preview:
WMkzrne! Port Physica| Adaptars
WMkernel ﬂ «Bf vmnico
9.5.92.37
Szrvice Console Port
Service Console e .

vswifil : 9.5.92.79

Help |

< Back | Finish I

Figure 7-19 Add Network Wizard - Summary

8. Click Finish on the Summary window, then click Yes on the Warning message to enter the
DNS Routing and Configuration window (Figure 7-20).

b.'arni ng

There is no default gateway set. You must set a default gateway before you can use this portgroup.

Do you want to configure it now?

Yes

Mo

Figure 7-20 VMotion Gateway warning
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The DNS and Routing Configuration dialog box opens (Figure 7-21).

(%) DNS and Routing Configuration

DNS Configuration  Reuting |

Service Conscle

Default gateway: | 9 .5 .92 1
Gateway device: | J
WMkernel

Default gateway: | 9 .5 .92 .1

—

0K | Cancel Help J

Figure 7-21 DNS and Routing Configuration

Under the DNS Configuration tab, the name of the host is entered into the name field by
default. The DNS server addresses that were specified during installation are also
preselected, as is the domain.

Under the Routing tab, the service console and the VMkernel each need their own
gateway information.

Click OK to save your changes and close the DNS Configuration and Routing dialog box.

9. Repeat the above configuration steps on all of the ESX Servers.

VMotion is now enabled in your cluster.

7.4 Create a Virtual Machine using Virtual Center

This section explains how to create a Virtual Machine using Virtual Center as an interface.
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7.4.1 Create the Virtual Machine

To do this:

1. To create a new Virtual Machine, start the Virtual Client on your PC and connect to the
Virtual Center server that is in control of your Integrated VMware VI3 Infrastructure.

Pull down the Inventory menu in the upper left corner and select Host and Clusters.

2. Expand your data center, select the ESX Host where you want to add the new VM,
right-click and select New Virtual Machine (Figure 7-22).

@ 9.5.92.62 - Virtual Infrastructure Client

File Edit View Inventory

Administration Help

Inventory Scheduled Tasks Events Admin Maps
&
@« » H &
= 5t5 &Clusters itsovmw03 VMware ESX Server, 3.0.2, 61618
= itsovmw _ B . W S
@ itsocluster I bl Virtual Machines | Performance | Configuration),\. Tasks & Events ' Alaoms)' Permissions ' Maps),

B [itsovmwn3 . = T Resources

E itsovmyy  Mew Virtual Machine...  Cirl+d

B itsovmw CPU usage: 45 MHz

- ladeCenter HS20 -[B84341U]- 2% 3.6 GHz
Disconnect x 3.6 GHz Memo .
ry usage: 38200 M
Enter Maintenance Mode R} Xean{IERRCP 3 6N 1023.69 MB
Add Alarm... .
Add Permission. .. Datastore Capacity |
Lcted B storagel 7.00 GB

Shut Down B vmwappOi 19.75 GB
Reboot B viMwarPo3 9.75 GB
Report Summary...
Report Performance. .. i
Remove
Relocate VM Files
Reconfigure for HA de

T T

Figure 7-22 Creating a new Virtual Machine

Chapter 7. Virtual Machine administration

177



3. The New Virtual Machine wizard opens. Select Typical. Custom Install can be selected for
more flexibility and additional configuration options. Click Next to continue (Figure 7-23).

[%) New ¥irtual Machine Wizard M=l E3

Select the Appropriate Configuration Wirtual Machine Yersion: 4
How would vou prefer to configure vour virkual machine?

wizard Type — Wirtwal Machine Configuration
Marne and Location e i
*
Datastore Typical
Guest Operating System Create a new virtual machine with the most common devices and configuration options.
ZPUs
Mematy " Custom
N.etwork_ ) Choose this option if vou need to create a virtual machine with additional devices or specific
Wirtual Disk Capacity confiquration options,
Ready to Complete

Cancel |

4

Help | = Back

Figure 7-23 Select the New Virtual Machine Wizard type
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4. Enter a name for the new Virtual Machine. Choose the folder where the VM will be placed
into the Virtual Center tree. Click Next to continue (Figure 7-24).

) New Virtual Machine Wizard = otd

Select a Name and Location for this Virtual Machine
What do you want to call this virtual machine and where do you want it located?

Wizard Type Provide a name for the new virtual machine and select its location in the inventory panel below.

- Name and Folder Virtual machine names can contain up to 80 characters, but they must be unigue within each
Spedfic Host inventory folder.

Datastore

Guest Operating System irtual Machine Name:

s [imwiappo3

Memary

Network

Virtual Disk Capadity Virtual Machine Inventory Location:
Ready to Complete -_3-,:3 its ovmw

Help | < Back | Next = Cancel

Figure 7-24 Assign a name to the Virtual Machine
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5. Select an host in the cluster where the new Virtual Machine will be started. Select an host
that has enough resources left for your Virtual Machine.

Note: if DRS is enabled, the wizard selects the host automatically (Figure 7-25).

Click Next to continue.

M=%

{2 New Virtual Machine Wizard

Specify a Specific Host
0On which host within the cluster should the virtual machine run?

Wizard Type Please choose a specific host within the cluster.
=] Mame and Folder
On clusters that are configured with YMware HA or Manual mode VMware DRS, each virtuzl machine

must be assigned to a specific host, even when powered off.

Select a host from the list below:
Host Name

[ itsovmw03

[ #tsovmw04 rchland ibm.com
E itsovmw(5 rchland ibm com

Help | = Back | MNext = I Cancel

Figure 7-25 Select the target ESX host for VMotion

180 VMware VI3 on BladeCenter and System x Integrated with System i



6. Now you are prompted for the data store. Select the data store created earlier for the
Virtual Machine (Figure 7-26). Click Next to continue.

) New Virtual Machine Wizard =JoEs

Choose a Datastore for the Virtual Machine ESX 3.x virtual machine
Where do you want to store the virtual machine files?

‘Wizard Type

Select a datastore in which to store the files for the virtual machine.
[# Mame and Folder

Datastore It is advisable to choose a datastore that is large enough to accomodate the virtual machine and
Guest Operating System all its virtual disk files, so that they may all reside in the same place.

CPUs

Mermory Mame | Capacity | Free | Type | Access |

Metwork [storagel] 7.00 GB 6.11 GB WMFS Single host

Virtual Disk Capadity [vmwapp01] 18,75 GB 19,14 GB VMFS Single host

Ready to Complete [VMWAPPO3]  9.75 GB 9.14GB VMFS Single host |

Help | < Back | Next = I Cancel

Figure 7-26 Select the data store
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7. Choose the guest operating system for the Virtual Machine. This choice will affect some
characteristics of the new VM as the storage adapter type (Figure 7-27). Click Next to

continue.
) New Virtual Machine Wizard Mi==
Choose the Guest Operating System ES¥ 3. virtual machine

What Guest operating system do you plan to use with this virtual machine?

Wizard Tvpe Guest Operating System:
+ Mame and Folder
Datastore (¢ Microsoft Windows
Guest Operating System -l
CPUs
Memory "~ Novell NetWare
! " Solaris
" Other
Version:
Microsoft Windows Server 2003, Standard Edition -

Help | < Back | Mext = I Cancel

Figure 7-27 Select the guest operating system type
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8. On the virtual CPU’s window assign 1, 2, or 4 virtual CPU’s to the Virtual Machine
(Figure 7-28).

Their number cannot exceed the number of the actual physical processors (sockets,
cores, or hyperthreaded CPUs) installed on the underlying host (System x or blade).

Assign only one CPU to each Virtual Machine, unless you are sure that the applications
running on the virtual machine require multiple CPUs. Setting up Virtual Machines for
multiple CPUs can easily drain the physical server’s resources.Click Next to continue.

@ New Virtual Machine Wizard j@ﬁ

Virtual CPUs
Configure the number of virtual processors in the virtual machine.

ESX 3.x virtual machine

Wizard Type
%] MName and Folder MNumber of virtual processors:
Datastore

Guest Operating System
CPUs

FET
4

Help | < Back | Mext = I Cancel

Figure 7-28 Assign the virtual CPUs
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9. Configure the Virtual Machine memory (Figure 7-29).

The memory size can be adjusted by dragging the slider left and right, or entering the
value in the box. Set the proper amount of memory, depending on the applications that will
run on the guest operating system. We recommend keeping the default size.

Do not give the Virtual Machine more memory than needed. Click Next to continue.

¢ New Virtual Machine Wizard M= <

Memory E=X 3. virtual machine
Canfigure the virtual maching's memary size.

Wizard Type specify the amount of memaory allocated to this virtual
+ Name and Folder machine. The memaory size must be a multiple of 4MB.

Datastore

Guest Operating System Memary for this virtual machine:

CPUs ( I_qus =
0 b0 D B e e B i b e
4 16384
AT N

To set the memory to ane of the indicated values, you
may click the colored triangle on the slider above or inthe
legend below.

M Guest 05 recommended minimum 128 MB
& Recommended memory 256 MB
A Maximum for best performance 1024 ME
& Guest 05 recommended maximum 4036 MB

Help | < Back | Mext = I Cancel

Figure 7-29 Assign the Virtual Machine memory
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10.Select the number of virtual network interfaces for the Virtual Machine using the pull-down
menu (Figure 7-30).

Configure each NIC using the network pull-down menu. Check the Connect at Power On
box if you want to give the VM access to the network at the first power on.

If you prefer to assign a fixed IP address first, leave the box unchecked. This way, the VM
will not try to get an IP address from a DHCP server in the network.

Click Next to continue.

) New Virtual Machine Wizard - 0e3

Choose Networks ESX 3.x virtual machine
Which network connections will be used by the virtual machine?

Wizard Type
+ Mame and Folder
Datastore
Guest Operating System
CPUs

Memaory

Hetwork

Create Network Connections

How many NICs do you want to connect? 1 =

Netwark Connect at Power On
NIC 13 |virtual Machine Metwork j v

Help |

< Back | Mext = I Cancel

Figure 7-30 Selecting the number of virtual network interfaces
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11.Specify the capacity for the first virtual disk (Figure 7-31). If you do not plan to create
additional disks for this Virtual Machine, take almost all of the available space. Refer to
2.3.2, “System i storage sizing” on page 13, for a correct sizing.

If you are going to create additional disks later, leave the appropriate free space.
Click Next to continue.

() New Virtual Machine Wizard M=%

Define Virtual Disk Capacity ESX 3. virtual machine
‘What size do you want this virtual disk to be?

Wizard Type Set the maximum size for the virtual disk.
+ Name and Folder

Datastore Datastore: |VMWAPP03
Guest Operating System

CPUs Available Space (GB): g

Memory

Network Disk Size: 43: GE -
Virtual Disk Capacity

Pezdv to Comnplet
rEGdY 10 Lomplete

Help | < Back | Mext = I Cancel

Figure 7-31 Define Virtual Disk Capacity

12.Review the configuration settings. Click Back if you need to change anything.

When you are happy with the new Virtual Machine’s characteristics, click Finish to
continue.
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When the creation completes, the new Virtual Machine can be found on the Virtual
Machines tab, as shown in Figure 7-32.

@ 9.5.92.62 - Virtual Infrastructure Client
File Edit View Inventory Administraton Help
Inventory Scheduled Tasks BEvents Admin Maps
+
@ B» H &
= E?Sts &Clusters itsovmw03 VMware ESX Server, 3.0.2, 61618
= itsovmw _ _____ = . N
g b itsocluster | Summary [N Performance | Configuration | Tasks & Events | Alafme) [ Permissions | Maps
g
Mame, State, H
B itsovmwi4.rchland.it
§ itsovmwo0S.rchland.it | Name | state | Status | Host CPU-MHz| Host Mem-MB | Guest Mem - %
Gh VMWAPPD3 Powered OF  ((I0) 0 0 0 EEEE i
<l @)
Recent Tasks
Name | Target | Status | Initiated by = Time | Start Time | Complete Time
@ Create VirtualMachine Elﬂ itsovmw & cCompleted Administrator 11/15/2007 3:56:59 P 11152007 3:56:59 ... 11/15/2007 3:57:05 |
@ Update Network Config E its ovmwd3 @ Completed Administrator 11/15/2007 3:49:05 P 11f15/2007 3:49:05 ... 11f15/2007 3:49:07 |

Figure 7-32 New Virtual Machine

After the above wizard completes, you will find inside the storage space a folder named as the
Virtual Machine itself.

Inside this new folder, VMware VI3 creates some objects as:

» The Virtual Machine’s configuration file, named VMname.vmx
» The disk file descriptor, named VMname.vmdk
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To look at the Virtual Machine structure, on the Virtual Center select one of the ESX Servers
accessing that storage space (Figure 7-33).

On the right pane select Summary, then find the new data store under Resources. Right-click
the data store, then select Browse Datastore.

File Edit View Inventory Administration Help

Inventory Scheduled Tasks Events Admin Maps
4
4 B 5 &
= ﬁ Hosts &Clusters
= [y itsovmw -
= [l itsocluster \ . . | Tasks & Events | Alarms

B [itsovmwo3
Ge 1 R

B itsovmwi4.rchland.it iz sl

[ itsovmw0s.rchland.it Manufacturer: IBM CPU usage: 24 MHz
Model: IBM BladeCenter H520 -[884341U]- 2x 3.6 GHz
Processors: 2 CPU x 3.6 GHz

M 3 3B2.00 M
Processor Type: Intel(R) Xeon(TM) CPU 3.60GHz EI_TIDW s o 1S
1.|.Iu_|_|.|l.|.|.|.llll.|.l.|.|.|.|.l|' .
Hyperthreading:  Active
MNumber of Nics: 2 .
Datastore | Capacn:y| Free |
State: p— B storaget 7.00 GB 6.11 GB
Virtual Machines: 1 a vmwappll 19.75 GB 19.14 GB
VMotion Enabled: no Eg VMWAPPOR 07558 5.14 GB
Active Tasks: EBrowse Datastore. ..
Network Rename
Commands @  virtual Ma|  Propertes...
Remove

Gt New Virtual Machine

Refresh
ﬁ Enter Maintenance Mode

W) Reboot

Figure 7-33 Browse Datastore

The Browse Datastore window opens, where you can drill down the Virtual Machine’s folder
and find the Virtual Machine’s files (Figure 7-34).

(& Datastore Browser - [VMWAPP03]

@ ofh X @
Folders 15earch I [VMWAPP03] VMWAPPO3
= / Name Size | Type | Modified
i B VMWAPPDZ.vmx 1081 Virtual Machine 11/15/2007 5:58:10 AM
VMWAPPO3 vmxf 252 File 11f15/2007 5:58:10 &M
VYMWAPPO3.vmsd 0 File 11f15/2007 5:58:10 AM
81 VYMWAPPD3.vmdk 4294967 Virtual Disk 11f15/2007 5:58:10 &M

Figure 7-34 Virtual Machine’s folder and files

More files will be created at the first Virtual Machine power on. Refer to the official VMware
documentation to find a complete explanation of their purpose.

188  VMware VI3 on BladeCenter and System x Integrated with System i



7.4.2 Adding a disk to a Virtual Machine

If you planned your Virtual Machine for more than a single disk, you can now add further disks
until you have available room on the storage space. Refer to 2.3.2, “System i storage sizing”
on page 183, for information about leaving free space on the storage space.

1. On the Virtual Center interface, right-click the new Virtual Machine (Figure 7-35) and

select Edit Settings.

@ 9.5.92.62 - Virtual Infrastructure Client
File Edit Wiew Inventory Administration Help
g . 7 b ¥ &o
Imventory Scheduled Tasks Events Admin Maps
+ . =
« » & & mu b & 4 2 &
= [£7 Hosts &Clusters
= itsovmws
= @ itsocluster
@ |itsovmwi3
@ itsovmwid.rchland.it
[ itsovmwoS.rchland.it | Name State | Status | Host
[ VMWAE o on cri+g  FaOf OO0 !
Snapshot 3
Migrate...
Clone. ..
Clone to Template. ..
Convert to Template...
Add alarm...
&l T | [ll Add Permission...
Recent Tasks Open Console
Mame Target | T i Time
Report Performance. ..
[#7] Tasks @ Alarms

Figure 7-35 Edit Virtual Machine settings
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2. On the Virtual Machine Properties window, select Add — Hard Disk (Figure 7-36). Click

Next to continue.

(2 VMWAPPO3 - Virtu

Iat

Machine -I'--:;u?-"{':?":

Hardware IDpﬁons ! Resources ’

=%

ES¥ 3.x virtual machine

Hardware
Memary

@MdHardwamwlznrd

CPUs

Floppy Drive 1
CD/OVD Drive 1
Network Adapter 1

Select Device Type

what sort of device do you wish to add to your virtual machine?

5CSI Controller 0
Hard Disk1

10EPh®E

Device Type
Select a Disk

Disk Capacity
Advanced Options
Ready to Complete

Flease choose the type of device you wish to add.

(i) serial Port

) Parallel Port

= Floppy Drive

(25 DVD/CORCOM Drive
thernet Adapter

{5) 51 Device

—Information

Help |

< Back | Next =

Cancel

Figure 7-36 Add a new hard disk

190

VMware VI3 on BladeCenter and System x Integrated with System i



3. Select Create a new virtual disk (Figure 7-37). Click Next to continue.

Q Add Hardware Wizard

Select a Disk
‘Which disk do you want to use?

Device Type

Avirtual diskis composed of one or morefiles onthe host file system.
Together, these files appear as asingle hard disk to the quest operating system.
Select thetype of disk to use from the choices below.

Disk:

(¢ Create a new virtual disk

Choose this aption to create a new virtual disk.

(" Usean existing virtual disk

Choosethis optionto reusea previously configured virtual disk.

{~ Raw Device Mappings

Give your virtual machine direct access to SAM. This option allows you
to use existing SAN commands to manage the storage and continue to
access it using a datastore.

Help | < Back | Mext = I Cancel

Figure 7-37 Create a new virtual disk

4. Choose the size of the new disk (Figure 7-38). Leave the default option Store with the
virtual machine. The new disk will be stored into the same data store and directory as the
other Virtual Machine files. Click Next to continue.

If,-' Add Hardware Wizard

Specify Disk Capacity and Location
How large do you want this disk to be and where should it be located?

Device Type Disk Capacity
Disk Capacity pisksize: | 4= [ 7]
Advanced Optio

Location
¢ Store with the virtual machine
{~ Specify a datastore

Datastore:

| |

Help | < Back | MNext = I Cancel

Figure 7-38 Assign the new disk size and location
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5. Leave the defaults in the Specify Advanced Options window and click Next (Figure 7-39).

@ Add Hardware Wizard

Specify Advanced Options
These advanced options do not usually need to be changed.

w‘; Specify the advanced options for this virtual disk. These options do not normally
Select 2 Disk need to be changed.
Disk Capacit —Virtual Device Node
Advanced Options
Ready to Complete Node [scst (0:1) ~|
—Mode |

[~ Independent
Independent disks arenot affected by snapshots.

Changes are immediately and permanently written to the disk.

" Nonpersistent
Changes to this disk are discarded when you power off arrevert to the
snapshot

Help | < Back | Mext = I Cancel |

Figure 7-39 Specify Advanced Options

6. Review the new disk characteristics. If all is okay, click Finish. Click OK on the next
window (Figure 7-40).

7 Add Hardware Wizard B

Ready to Complete
Review your selected options and click Finish to complete the wizard.

Device Type The new device will have the following options:
Select a Disk
Disk Capacity Hardware Type: Hard Disk
Advanced Options Create disk: Mews virtual disk
Ready to Complete Disk capadity: 4GB
Datastore: YMWAPPO3
Virtual Device Mode: SCSI (0:1)
Disk mode: Persistent

Help | < Back | Finish I Cancel

Figure 7-40 Ready to complete the creation of a new disk
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7.4.3 Virtual Machine Console

The console of a powered-on Virtual Machine is available with the VMware Virtual Client.

To pop out the Virtual Machine console, right-click the Virtual Machine name on the Inventory
tree and select Open Console from the menu (Figure 7-41).

&) 9.5.92.62 - Virtual Infrastructure Client
File Edit View Inventory Administration Help

s 73 g > o
Imventory Scheduled Tasks Events Admin Maps
« % [ p 6| & Vil Floser 0 & B @
[£7 Hosts &Clusters VMWAPPOS
5 itsovmue . ~
+ [y itsocluster L rd Performance | Tasks & Eventsh! Blarmen! Consolen[]

-1 @ itsovmwi4.rchland,

@ |_—|\|" RS | General

' - e icrosoft Windows Server 2003, Stand...
Power Off Cirl+E vCPU
Suspend Ctrl+Z 24 MB
Reset Cirl+R
Shut Down Guest 27.0.0.1
Standby Guest nwapp05.
Restart Guest ywered On
Snapshot y sovmwi4.rchland.ibm.com
Migrate...
Add Alarm...
Add Permission...
Open Console

Figure 7-41 Opening the Virtual Machine console
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The console window opens (Figure 7-42).

) VMWAPPOS on itsovmw04. rchland. ibm. com M= <]
File View VM

m W @| &, virtual Floppy 0 ‘ @ 3

F

al
e

QStart| 28 | CLED mEsam

Figure 7-42 Virtual Machine console

On the graphic toolbar you find icons for starting, stopping, pausing, and resetting the guest
operating system.

Click the console to get the focus and manage the guest operating system.

To exit the console, slide the mouse pointer outside the console border. You need to have the
VMware Tools installed in order to move the mouse pointer in and out of the console.

If VMware Tools are not installed, or you have a non-GUI guest operating system, press the
Ctrl+Alt key combination to exit the console.

To manage the Virtual Machine status, click VM on the main toolbar and choose one of the
available power options. You can start, stop, suspend, and reset a Virtual Machine. Use the
Shut Down Guest option rather than Power Off to shut down your guest operating system.
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To handle the Virtual Machine properties, click VM on the main toolbar and select Edit
Settings (Figure 7-43).

ST VMWAPPO5 on itsovmw04.rchland.ibm.com HE]
File Wview WM
i} Power On Cirl+E @]

Power Off Ctrl+E . @ El

Suspend Ctrl+2

Reset Ctrl+R

Security
Canfigurat Shut Down Guest

Standby Guest
Restart Guest

Snapshot

Migrate...

Clane

Add Alarm...
Add Permission...

Send Ctri+alt+Del

Answer Queston

Report Performance. ..

Install YMware Tools
Edit Settings...

IS 857 AM

Figure 7-43 Edit Settings
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The Virtual Machine Properties window opens, where you can manage both the basic and
advanced options of your Virtual Machine (Figure 7-44). You can modify the amount of
memory assigned to the Virtual Machine, create or delete disks, handle networking, and so
on. Refer to VMware documentation for a complete explanation of the console settings.

() VMWAPPOS5 - Virtual Machine Properties =Jo&d
Hardware lOpﬁong ] Resources ] ESX 3.x virtual machine
Hardware Summary specify the amount of memary allocated to this virtual
@__M_e_rgg_r!'m__ B e 10_?_4 I'*"!B machine. The memory size must be a multiple of 4MB.
@ CPus 1 O -
é Flappy Drive 1 Client Device Memary for this virtual machine:
&5 co/ovD Drive1 [VMWAPPOS] W2K3 Ser... B E|; ME
 5CsIController o LSI Logic ...) ............................. '
& Hard Disk 1 Virtual Disk 4 16384
FANMY iy
To set the memory to one of the indicated values, you
may click the colored triangle on the slider above or in the
legend below.
£ Guest 05 recommended minimum 128 MB
& Recommended memory 256 MB
& Guest 0S recommended maximum 4096 MB
A Maximum for best performance 2048 MEB
add.. |
Help QK Cancel

Figure 7-44  Virtual Machine Properties

7.4.4 Prepare the guest operating system installation source

When the new VM has been created with the above settings, you can install the guest
operating system. To perform the OS installation you need the installation CD-ROMs and, for
Windows, a license key.-ROM drive, from a network share, or from an ISO image placed on
the VMFS3 file system itself.
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The VMware VMFSS file system is capable of hosting not only the Virtual Machine’s files, but
also any ISO image to get any files from. Figure 7-45 shows a data store containing both a
Virtual Machine and two ISO disk images.

I/ Datastore Browser - [VMWAPP03]
& [ X @
Folders lSearch] [VMWAPPO3] [
= E—;’?; Name Size | Type
[ vmwarro3 [ vmwarros Folder
@] W2003_STD_x32_5.. 5931171 150 image
@] W2K3.so 6230753 IS0 image

Figure 7-45 1SO images in a VMFS3 data store

Working with ISO images rather than physical CD-ROM'’s allows you to perform many
installations without accessing the physical servers in the machine room. It also makes any
file repository easily available, as service packs, toolkit, and so on.

To be able to access the same I1SO files from all of the ESX hosts in a cluster, place them in a
shared storage space. You can create a small storage space on purpose, or find some room
in a Virtual Machine’s storage space.

When you create an ISO image on your workstation, move it to a storage space using an SCP
client. SCP is a secured file transfer protocol. An SCP server daemon is active on the ESX
service console, and can be accessed to copy data into the VMFS3 file system. Remember
that an FTP server is not active by default on a VMware VI3 Service Console, as usual for a
Linux-based operating system, so you have to use SCP instead.

On a Windows workstation you can install a SCP GUI client in order to simplify the file transfer
operations. MindTerm by Appgate and WinSCP are the most widely known SCP clients for
Windows.
To upload an ISO image to a VMFS data store using MindTerm, proceed as follows:
1. Download the Java-based MindTerm client from:

http://www.appgate.com
2. Launch mindterm.jar. The MindTerm console opens.
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3. On SSH Server/Alias, enter the ESX host’s IP address (Figure 7-46).

<> MindTerm_3.1.2 [80x24] L-...ILQ.]E

File Edit Settings Plugins Tunnels Help

Copyright (c) 1995-2007 AppGate Network Security AR, All rights reserwved. E:
This wersion of MindTerm is for personal and limited commercial use only.

appGATE

MindTerm

www.appgate.com/mindterm

MindTernm home: C:\Documents and Jettingsiidministratorbdpplication DataiMindTerm

i
SSH Server/Alias: 9.5.32.73] -

Figure 7-46 MindTerm console

4. Log in with a user enabled to write on the data store where you want to upload the ISO
image file.

5. Accept the defaults to create a new alias and directory for the target server.
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6. On the toolbar select Plugins — SCP File Transfer (Figure 7-47).

< root@itsovmw05: ~ [80x24] =JoJEd
File Edit 3Zettings Plugins Tunnels  Help

Telnet Terminal ~
SFTP File Transfer...

SCP File Transfer...

FTP To SFTP Bridae...

SOCES Proxy. ..

Telnet Proxy...

MindTerm hone: C:yDocuments and Settings\j&dministratnr\kpplicil:nn DatatMindTern
Y
S5H Serverfhlias: 9.5.92.79

Current settings file: 'C:ZDocuments and SettingshAdwministratori\Application Data
YMindTerw'9. 5.9Z.79. utp'

Connected to server running 35H-Z.0-Openi3H _3.6.1p2

Server's hostkey (ssh-rsa) fingerprint:
openssh md5:  4d4:73:de:88:04:8f:a0: 76 a6:e0: 34:17:0e:6d: dd: 25
bubblebabble: xinar-mesag-hydis-rufus-gecis-sinor-pager-ketef-kvkvh-mipis-caxex

9.5.92.79 login: root

rootiE9.5.92.79's password: FEEvEEEE

Last login: Thm Now 29 07:09:56 2007 from 9.5.92.:215

[rootlitsovmwl5S root]# D v

Figure 7-47 Starting the SCP File Transfer plugin

7. On the left pane of the SCP window, browse your workstation directory tree and find the

ISO image file that you want to upload.

8. On the right pane select the VMFS data store on the target ESX host. The target path will

be /vmfs/volumes/ YourDatastore (Figure 7-48).

< MindTerm - SCP (itsovmwO5.rchland.ibm.com)
Local System : 19 files (2239 ME) Remote System : 7 files

Cihsharel fwrnfsfvolumes MW APPOS/

LT, OO | LO9F PO ' []

excel..doc (153 kB) WMy &PPOS]

Excel.jpg (162 kE) fbb.sf

mindterm_3.1.2-bin.zip (1004 kB) .ch lsf

IMSnap.chm (111 kB) lpbcl sf

MWSnap.exe (417 kB) .shc.sf

Readme.txt (2854 Bykes)

b, sf
. T
Re€ERE R (9 ME) i RHEL4-J6-re20071108 . 0-1386-A5-DWD-ftp. <0
RHEL4-Li6-re20071 108, 0-386-A5-DND-Ftp. iso (220

supkools, msi
suppart.cab (3531 kE) "

suptools.msi (232 kB)

What's new . txt (4393 Bytes)
WindowsServer2003-KBEIZ26028-v2-x36-ENU. exe [|w
< >

[ Chbir | [ rakDir ] [Rename]

Close

Figure 7-48 SCP file transfer
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9. Click the --> button. The file transfer starts (Figure 7-49).

&

=

Local Syskem : 19 files (2239 ME) Remote System ; & files
Ciishare!, Femfsfvolumes i APPOS)
LUl aoC L IU% RO A [“]

excel..doc (183 kE) [¥MWAPPOS]

Excel.jpg (162 kE) Fhb.of
mindterm_3.1.2-hin.zip {1004 kB) 'F & .sF

MiwSnap.chm (111 kB) 'pbc' o

MSnap.exe (417 kE) Isl:n: IsF

Readme. bzt (2854 Bytes) o

wh.sf

Redbook iSCSL.pdf (9 MB) T
RHEL4-Ua-rez0071108.0-i386-A5-DYD-ftp.iso (22 '

suppart.cab (3531 kB) E

suptools.msi (232 kB)

What's new . txk (4393 Byt

& - -

WindowsServer2003-kEey = MindTerm - File Transfer ‘
< Source: localhost:Cishare\RHE. ... 0-i386-A5-DYD-Ftp.iso

Destination: itsovrmwds, rehland.ibm. ... wmfsfvalumes Y MW APPOS)
Chbir rkDir | [Ren ) .
Current: RHEL4-U6-rez0071108.0-i386-A5-DYD-ftp.iso

I
Size: 2220 ME

5953 kBJsec
ptE9.5.92.79's pass

Bt login: Thu MNov 2 -m
potfitsovowls root] |

Figure 7-49 MindTerm - File Transfer

7.4.5 Install the guest operating system

To do this:

1. Open the Virtual Machine console.

2. Click VM on the toolbar, then Edit Settings.

3. On the Virtual Machine Properties window, select CD/DVD Drive 1.

— If you are installing from a physical media on the host CD-ROM drive, select a host
device.

— If you are installing from an ISO image, select Datastore ISO File and browse the data
store where you are used to placing the ISO images.
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4. Check the Connect at power on box under Device Status then click OK (Figure 7-50).

(%) VMWAPPO3 - Virtual Machine Properties E@E

ESX 3.x virtual machine

Hardware | Options | Resources I

Hardware | Summary | —Device Status
Memory 1024 ME I™ Connected
@ cPus 1 [¥ Connect at power on
& Floppy Drive 1 Client Device
[g CD/DVD Drive 1 (edited) [VMWAPPO3] W200... —Device Type
BB MNetwork Adapter1 Virtual Machine Network ™ Client Device
{© s5CsIContrallern LSI Logic Note: To connect this device, you must power an the
& Hard Disk1 Virtual Disk virtual machine and then dlick the Connect DVD/CD-
= Hard Disk2 Virtual Disk ROM button in the toolbar.

{~ Host Device

| =l
(* Datastore IS0 file

I[VMWAPPCIE:] W2003_STD_x32_SPZ.iso Browse.. |

~Mode
" Pass igh IDE (r ended)

Virtual Device Node _
= |1DE (0:0) CD/DVD Drive 1 =l

Add... Remove |
Help | oK | Cancel |

Figure 7-50 Select an ISO image to start the installation

5. When the Virtual Machine Reconfiguration task completes, click the green arrow on the
Console to start the VM.
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6. The VMware Boot window opens (Figure 7-51). If the VMware Boot window should not
display, reset the Virtual Machine by clicking the reset icon on the console toolbar.

) VMWAPPO3 on itsovmw03 Mi==

File WView WM

m | p = I%VirtualFlnppyD @l & j:@l

vmware

o . W N

Press FZ to enter IETUP, F1Z for Network EBoot, EZC for EBoot Menu

Figure 7-51 VMware ESX boot window

7. Click the window to take the control of the guest session. Press Esc while the VMware
boot window is displayed. On the guest boot menu select 3, CD-ROM Drive (Figure 7-52).

Boot Menu

+Renovable Devices

+Hard Drive

CD-ROH Drive

Network boot from AMD AMTICIT0A

W L [

<Enter Setup>

Figure 7-52 Boot Menu

8. The guest operating system installation starts. Complete all of the steps as per a standard
installation.

9. Remember to disconnect the CD drive or the ISO image at the end of the installation.
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7.4.6 Install VMware Tools on a Windows Virtual Machine

After the Windows operating system has been installed, you need to install the VMware Tools.

VMware Tools includes display, networking, memory, and SCSI drivers that enable that

hardware to work better in the guest OS.

Guest OS will run without VMware Tools, but with reduced functionality. Without VMware

Tools you experience a slow and erratic mouse pointer, and the pointer itself cannot move

across the console boundary.

To install VMware Tools on a Windows Virtual Machine, do the following:

1.

Start the Virtual Machine console. See 7.5.1, “Moving a Virtual Machine to a larger
storage space” on page 208.

Click VM on the toolbar.
3. Select Install VMare Tools (Figure 7-53).

= VMWAPPO3 on itsovmw03

File WView m

Power Off
Suspend
Reset

Snapshot

Migrate...

Add Alarm...
Add Permission. ..

Send Ctrl+alt+Del

Report Performance...

Edit Settings...

psa| @O |

Figure 7-53 Installing VM Tools on a Windows system
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The VMware Tools installation starts. The guest operating system will be restarted during
the process, as explained on the informational window (Figure 7-54).

7 Install Tools M==

Installing the VMware Tools package will greatly enhance graphics and mouse
perfarmance in your virtual machine.

WARNING: You cannotinstall the YMware Tools package until the guest
operating system is running. If your guest operating system is not running,
choose Cancel and install the VMware Toaols package later.

I___-:--_—; Mwaretools g atica o teracting 1e guest 05

Not-ethat the virtual machine(s) may reboot after the uﬁgrade, if needed.

0K | Cancel |

Figure 7-54 VMware Tools details

4. On the Setup Type window (Figure 7-55), choose the Typical option and click Next to
continue.

i ¥Mware Tools

Flease select a setup type, %

' Typical

O Installs the program Features used by this Wiware produck anly. Seleck
this option if wou intend ko run this virtual machine only with this YMware
product,

" Complete

Installs all program features, Select this option if vou intend to run
this wirtual machine on mulkiple YMware products,

- Custom

Lets wou choose which program Features to install and where to
install them. Only advanced users should select this option.

< Back I Tk = I Zancel

Figure 7-55 Select the Typical installation

5. Depending on the guest operating system type, a window can open suggesting that you
enable hardware acceleration. Select Yes (Figure 7-56).

¥Mware Tools Installation

“p Setup has detected that hardware acceleration is nat enabled in
-\“‘1) this virtual machine. This may cause your mouse and video
performance bo be slow or choppy, would wou like to set wour
hardware acceleration level now?

Figure 7-56 Hardware acceleration
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6. A text box opens (Figure 7-57). Follow the instructions to enable hardware acceleration. If

you do not do this, the mouse pointer will be erratic and hard to control.

[P\ HWAccel.txt - Notepad ] 10| =l
File Edit Format View Help
Modifying the hardware acceleration =]

The Display settings window has been opened to help
you modify your hardware acceleration setting. To
change this setting, follow these steps:

10 Click the "advanced..." button on the settings
tab of the Dis?1ay Properties dia10?.

23 on the new dialog, go to the "TroubTeshooting” tab.

30 Move the hardware acceleration slider to the right.
This wirtual machine's mouse and video performance
wi141be best if the slider is moved all the way to
"Full".

4] 27

Figure 7-57 Hardware acceleration instructions

7. When the VMware Tools installation completes, restart the Virtual Machine.

After the next boot, click the VMware Tools icon on the Windows taskbar to open the

VMware Tools configuration window (Figure 7-58).

Check the Time Synchronization box to align the guest operating system time to the ESX

host server time. Click OK to complete the VMware Tools configuration.

& ¥Mware Tools Properties h

Ophions | Devicesl Scriptsl Shrinkl Ahout I

Mizcellaneous Optiohs

¥ Time syrchronization betwesn the vitual maching and the !
iconzole operating system,

W Show YMware Toals in the taskbar,

ak I Cancel Apply Help

o 211 Pm

e Tools Proper...

Figure 7-58 Enabling Time Synchronization in VMware Tools
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When the VMware Tools are installed, the new Virtual Machine is ready to work in your
Integrated VMware VI3 infrastructure. Remember to unlink any CD-ROM drive or image from
the Virtual Machine.

7.4.7 Install VMware Tools on a Linux Virtual Machine

VMware Tools need to be installed also on a Linux Virtual Machine. Unlike with a Windows
Virtual Machine, no installation wizard is provided. You have to enter commands on the Linux
console in order to install the VMware Tools.

Follow these steps to install VMware Tools on a Linux Virtual Machine:

1. Open the Virtual Machine Console. See 7.5.1, “Moving a Virtual Machine to a larger
storage space” on page 208.

2. On the toolbar, click VM — Install VMware Tools (Figure 7-59).

) VMlinux on itsovmw03.rchland.ibm.com = JIoJed
File View WM

om|
LY Applii

Power Off Ctrl4E - % EE_l
Suspend Ctrl+7

Reset Ctrl+R

@ Mon Nov 26, 3:22PM Q

Snapshot i root@® localhost:~ - B

Eile Edit View Terminal Tabs Help
[root@localhost ~]# |:|

Migrate...

[2]

Add Alarm. ..
Add Permission...

Send Ctrl+Alt+Del

Report Performance. ..

Install VMware Tools
Edit Settings...

Figure 7-59 Install VMware Tools on a Linux Virtual Machine

3. On the Virtual Machine Console, open a Linux Terminal session as root. Enter the
commands shown in Figure 7-60.

[root@localhost ~]# cd/media/cdrom

[root@localhost cdrom]# cp VMwareTools-3.0.2-55869.tar.gz /tmp
[root@localhost cdrom]# cd /tmp

[root@localhost tmp]# tar -xzvf VMwareTools-3.0.2-55869.tar.gz
[root@localhost tmp]# cd vmware-tools-distrib/

[root@localhost vmware-tools-distrib]# ./vmware-install.p]l

Figure 7-60 VMware Tools installation commands
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The instructions in Figure 7-60 on page 206 are given only as a guideline. They worked
fine on a

Red Hat 4 Upgrade 6 distribution. Other Linux distributions can use a different name for
the media directory. The VMwareTools filename depends on the VMware Tools release.

a. The vmare-install program prompts for many options. Accept all the defaults.

b. Atthe end of the installation, the message shown in Figure 7-61 is issued. Delete the
content of the /tmp directory and restart the Virtual Machine.

root@ localhost:/tmp/vmware-tools-distrib

File Edit

The configuration of VMware Tools 3.0.2 build-55869 for Linux for this running [+]
kernel completed successfully.

View Terminal Tabs Help

You must restart your X session before any mouse or graphics changes take
effect.

You can now run VMware Tools by invoking the following command:
"fusr/bin/vmware-toolbox" during an X server session.

To use the wvmxnet driver, restart networking using the following commands:
Jetc/init.d/network stop

rmmod pcnet32

rmmod vmxnet

modprobe vmxnet

Jetc/init.d/network start

If you wish to configure any experimental features, please run the following
command: "vmware-config-tools.pl --experimental”.

Enjoy,

--the VMware team

[l ]

[root@localhost vmware-tools-distrib]l#

Figure 7-61 VMware Tools completion message

7.5 Enlarging a disk partition assigned to an existing VM

Although the storage space size should be carefully planned before creating a Virtual
Machine, the need can arise for adding more disk space to an existing VM.

If the data store where the Virtual Machine’s files are located has enough free space
available, you can enlarge the vmdk files. Then run a disk management utility inside the guest
operating system in order to increase the disk size. See 7.5.2, “Enlarging a vmdk file using
VMware ESX commands” on page 212, and 7.5.3, “Enlarging a disk drive inside the guest
operating system” on page 214.

If the data store is not large enough to host the new disk size, you need to increase the data
store size first. You have two options for increasing the size of a storage space:

» Create a larger data store. Migrate the Virtual Machine files to the new data store using
the Virtual Center interface. Start the Virtual Machine from the new data store. This
technique requires only the Virtual Machine to be shut down during the resize process.
You do not need to power off any of the Integrated ESX Servers. Then you can reuse the
original storage space to create a new Virtual Machine when you need it. Refer to 7.5.1,
“Moving a Virtual Machine to a larger storage space” on page 208.
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» Use the i5/0S interfaces (System i Navigator or command line) to enlarge the existing
storage space. In this case you need to power off all of the ESX Servers that have access
to that storage space. This is not likely to be an option in a production environment where
many Virtual Machines are running on the cluster. Refer to 7.5.5, “Enlarging a storage
space using System i Navigator” on page 215, or to 7.5.6, “Enlarge a storage space using
CL commands” on page 217.

7.5.1 Moving a Virtual Machine to a larger storage space

To move a Virtual Machine to a new, larger data store:

1. Create a new, larger storage space using System i Navigator or the System i command
line, as explained in 7.1, “Creating new storage spaces for Virtual Machines” on page 158.

2. Link the new storage space to all of the VMware ESX Servers in the cluster. See 7.1.4,
“Assigning the new storage space to all ESX Servers in the cluster” on page 164.

3. Format the new storage space. Assign a new name, as explained in 7.1.5, “Creating a
VMFS data store in a storage space with partition alignment” on page 166. The name
cannot be the same as the existing storage space. Assign a name consistent with the
Virtual Machine name itself.

4. Open the Virtual Center interface. Select your Virtual Machine on the data center tree.
5. Shut down the Virtual Machine.
6. Right-click the Virtual Machine and click Migrate (Figure 7-62).
- E:? Hosts & Clusters VMWAPPO3
=l [y itsovmuw
- [ itsocluster Summary
@ itsovmwi3.rchland, |Genera|
E itsovmws.rehland. | | Guest os: Microsoft Windows Server 2003, Stand...
& [vMwA Power On Ctrl+8 vCPU
24 MB
ot running
0.0.0
nwapp3.
weered Off
sovmw03.rchland.ibm.com
Snapshot 3
Migrate...
Clone. ..
Clone to Template. ..
Convert to Template...

Figure 7-62 Virtual Machine storage relocation
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7. The Migrate Virtual Machine Wizard opens. This is the same wizard used for VMotion, but
here you can relocate the Virtual Machine’s files to a different data store since the Virtual
Machine itself is powered down. On the Select Destination window, select the target ESX

Server in the cluster. If you only need to relocate the storage, keep the source ESX Server
(Figure 7-63).

@ Migrate Virtual Machine Wizard E]@ﬁ

Select Destination
Select the destination host or cluster for this virtual machine migration.

Select Destination

= [ itsovmw
= fl itsocluster
@ [itsovmwi3.rchland.ibm.com

[§ itsovmwiS.rchland.ibm.com

o] | 2
Compatibility:
alidation succeeded

Help | < Back | Mext = I Cancel

Figure 7-63 Select the target ESX Server
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8. On Select Datastore, choose the target resource pool. Resource pools can be defined in a
VMware VI3 cluster to help manage the physical resources of the ESX Servers. If you did
not define any child resource pool inside the main resource pool, you can only pick up the
main pool (Figure 7-64). Click Next to continue.

& Migrate Virtual Machine Wizard E]@

Select Resource Pool
Select the destination resource pool for this virtual machine migration.

Select Destination

Select Resource Pool & e

Compatibility:
Validation succeeded

Help | < Back | Next > I Cancel

Figure 7-64 Select the resource pool
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9. Because the Virtual Machine is turned off, the migration wizard allows us to relocate the

storage. Check the option Move the Virtual Machine configuration files and virtual
disk. Select the target data store (Figure 7-65). Click Next to continue.

& Migrate Virtual Machine Wizard [._]E]w

Select Datastore
Select the destination datastore for this virtual machine migration.

Select Destination
Select Resource Poal (" Keep virtual machine configuration files and virtual disks in their current locations
Select Datastore

Beadv to Comnlet
Ready mplete

-y * Move virtusl machine configuration files and virtual disks
The following datastores are accessible by the destination you've selected. Select the destination
datastore for the virtual machine configuration files and all of the virtual disks.

Name Capacity Free Type Access

[storagel] 7.00 GB 6.11 GB WMFS Single host
[wvmwapp01] 19.75 GE 19.14 GB WMFS Single host
[WMWAPPO3] 9.75 GB 4.00 GB VMFS single host
[W2K3templ] 4,75 GB 140.00 MB  VMFS Single host
[wMwAPPO3E] 14.75 GB 14.14 GB VMFS Single host
[storagel (2]] 7.00 GE 6.11 GB WMFS single host

Advanced >>
Help | < Back | MNext = I Cancel |

Figure 7-65 Select the target data store for storage relocation
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10.0n the Summary window, review the options, then click Finish (Figure 7-66).

() Migrate Virtual Machine Wizard [_][E]ﬁ

Summary

Please review this summary before completing the wizard.

Select Datastore

Select Destination
Select Resource Pool Please review this summary before finishing the wizard.

Ready to Complete

Host: itsowmw03.rchland.ibm.com
ResourcePool: Resources
Datastore: VMWAPPO3b

Help |

< Back | Finish I Cancel |

Figure 7-66 Migration wizard Summary window

Now look at the Recent Tasks bottom pane of the Virtual Center interface. A status bar shows
the operation in progress (Figure 7-67).

Recent Tasks

Name Target Status Initiated by
@ Relocate Virtual Machine storage Gh vMwaPPo3 6% @ ) Administrator
@ Compute Disk Partition Info E itsovmwi3.rchl.. @ Compleed Administrator
%" Create VMFS Datastore B itsovmw03.rchl.. @ Completed Administrator

Figure 7-67 Migration in progress

When the migration completes, the Virtual Machine’s files are moved to the new, larger data
store. The vmdk files, representing the actual Virtual Machine disks, need now to be
enlarged, taking advantage of the additional space. See 7.5.2, “Enlarging a vmdk file using
VMware ESX commands” on page 212.

7.5.2 Enlarging a vimdk file using VMware ESX commands

The VirtualCenter interface does not provide a GUI utility to enlarge a vmdk file.
Use the Service Console command vmkfstools -X to enlarge a vmdk file.

You can start a Service Console session from the server’s console itself, using the Advanced
Management Module (for a blade server) or the Remote Supervisor Adapter Il (for a System x
server).
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From a Linux client, you can directly open a Service Console session to the ESX Server,
entering the SSH command followed by the ESX Servers console IP address.

If you want to access the ESX Server console from a Windows PC, you need to install an
SSH client. For example, download and install the Putty GUI utility from the Internet.

Open the SSH session as root, then drill down the file system to enter the Virtual Machine
folder on the new storage space. The path will be /vmfs/volumes/ YourStoragespace/ YourVM.
Run the VMware utility vmkfstools -X against the vmdk file that you want to enlarge. Do not
try to modify the size of the flat file. That is done automatically by the system.

Note: SSH access for user root is disabled by default on ESX VI3. Refer to VMware
documentation to enable the root user to log in using SSH

Figure 7-68 shows the vmkfstools -X command to enlarge a vmdk file from 4 GB to 6 GB.
The Virtual Machine’s directory and files have been relocated from a data store named
VMWAPPO04 to the new data store VMAPPO04b. The Virtual Machine’s directory and files keep
the original name VMWAPPO04.

[root@itsovmw03 root]# cd /vmfs/volumes/VMWAPPO4b/VMWAPPO4/

[root@itsovmw03 VMWAPPO4] #

[root@itsovmw03 VMWAPPO4]# 11 *.vmdk

-TW------- 1 root root 4294967296 Nov 19 19:27 VMWAPPO4-fTlat.vmdk
-rW------- 1 root root 338 Nov 19 13:53 VMWAPPO4.vmdk
[root@itsovmw03 VMWAPP04]# vmkfstools -X 6G VMWAPPO4.vmdk

[root@itsovmw03 VMWAPPO4]# 11 *.vmdk

-rW------- 1 root root 6442450944 Nov 19 19:29 VMWAPPO4-fTlat.vmdk
-rW------- 1 root root 339 Nov 19 19:31 VMWAPPO4.vmdk
[root@itsovmw03 VMWAPPO4] #

Figure 7-68 Use vmkfstools to enlarge a vmdk file

The size of the vmdk file is extended almost immediately. Exit the console session and verify
the new disk size using the browse data store utility in Virtual Center. Then proceed with
7.5.3, “Enlarging a disk drive inside the guest operating system” on page 214.
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7.5.3 Enlarging a disk drive inside the guest operating system

After the vmdk file has been enlarged, the guest operating system needs to acquire the new
space.

Figure 7-69 shows the Windows 2003 Disk Management window. The space of 6 GB has
been added to a vmdk file. Windows Disk Management shows the additional storage as

unallocated.
O Ccomputer Management =101 =l
=] File Action Wiew Window Help I =]l
e | BE 2B XSS o6
Q Computer Management {Local) Vaolume | Layout | T pel File 5 steml Skatus | Capacity] F
Em Svstem Tools Partition Basic MTFS Healthy {System) 5,99 GEB

- {£3] Event viewer ZEICRMSFPP_EM (Dn) Partition Basic CDFS Healthy o4 ME

[#-g=] Shared Folders

[]---% Local Users and Groups
&4 Performance Logs and Alert:
E Device Manager

-l Disk Defragmenter

- Disk Management: 1] | ﬂ

-8 Services and Applications —

&Ppisk 0 . E—. -

Basic (C:)

12,00 GB .99 GE MTFS £.01 GB

Crriline Healthy (System) - Unallocated

~4CD-ROM O

CD-ROM CRMSFPP_EN (D:)

594 MB 594 MB CDFS

Crline Healthy

-

1 _I _’J B Unallocated § Frimary partition _1

Figure 7-69 Disk Management within Windows Server 2003

Both a data drive and a system drive can be enlarged.

» To enlarge a data drive of a Windows Virtual Machine, run the Microsoft diskpart utility on
the guest Windows operating system.

» To enlarge a system drive you have two options:

— Boot the Virtual Machine from a disk management utility boot disk or ISO image. For
example, Acronis Disk Director 10 can handle both Windows and Linux OS, allowing
you to enlarge their partitions.

— Attach the partition to another Virtual Machine, as follows:
i. Power down the Virtual Machine that you want to enlarge.

ii. Link its data store to another Virtual Machine so that the system partition appears
as a data drive to the second VM.

iii. Run diskpart on the second VM against the partition that you want to enlarge.
iv. Unlink the data store from the second VM.
v. Restart the first Virtual Machine.
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7.5.4 Diskpart utility

diskpart is a Microsoft disk utility included in Windows 2003 Server OS.

To perform diskpart:
1. Open a DOS prompt by selecting Start — Run.

2. On the command prompt, type Diskpart and press Enter. The prompt changes from
C:\....> to DISKPART>, and you are now in the Diskpart utility.

3. Type list volume and a list with volumes opens. You see all the drives and their drive
letters.

4. Select the new volume by typing select volume x, where x is the volume number. A
message returns saying that the volume is selected.

5. Type extend to expand the drive with the added disk space. It returns with the message
DiskPart successfully extended the volume. See Example 7-1.

Example 7-1 Example

C:\Documents and Settings\Administrator\diskpart
Microsoft DiskPart version 5.2.3790.1830
Copyright (C) 1999-2001 Microsoft Corporation.
On computer: VMWAPPO1

DISKPART> 1ist volume

Volume ### Ltr Label Fs Type Size Status Info

Volume 0 E DVD-ROM 0 B Healthy
Volume 1 C VMWAPPO1  NTFS Partition 3997 MB Healthy Boot
Volume 2 D VMWAPPO4  NTFS Partition 3997 MB Healthy
DISKPART> select volume 2

Volume 2 is the selected volume

DISKPART> extend

DiskPart successfully extended the volume

Now your guest operating system and its applications are able to take advantage of the new
disk space.

You also need to shutdown all of the servers in the cluster (that were linked to the source,
smaller storage space) to unlink and delete it. You can perform this activity during a
scheduled maintenance activity on your infrastructure, or you can format the storage space
and keep it ready to host a new Virtual Machine.

7.5.5 Enlarging a storage space using System i Navigator
The entire ESX Server (and all active VMs) must be shut down before enlarging a storage

space that is linked to that ESX Server. See 6.3.1, “Place an integrated ESX Server in
maintenance mode before stopping it” on page 151.
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To expand a storage space using System i Navigator:
1. Expand YourSystem — Integrated Server Administration — All Virtual Disks.
2. Right-click the drive that you want to expand and select Properties (Figure 7-70).

File Edit View Help
D AA| x| G@O
Environment: My Connections i 9.5.92.23: Linked Virtual Disks ~ Server: Itsovm03
+ % Remote Access Services(# | | Virtual Disk 1 Link Type i Seguencg
- @ Servers &P Ttsovm031 Dynamic 1
ﬁE TCR/IP ) @ItsovaBZ Dynamic 2
g g:]sstem e @Vmwappﬂs Cluster shared 3
ﬁ TR €W 23 temp Cluster shared 4
ser-Define )
@E‘-’qu:ptlﬁ Cluster shared 5
<[ 1P Policies B acki I -
+ Enterprise Identity Map R L c
Internet emove Link. ..
= Itegrated Server Administr New Based On...
- Servers
+ E Esx
[ Esxbld2 L —
+- B Esxbld3 Pronaiies _||
+- B Tteovebl
- Ttsovmo3
f Linked Virtual Di

Figure 7-70 Storage space properties

3. The Properties window opens. Select the Capacity tab.
4. Enter the increased disk size in the New capacity field and click OK (Figure 7-71).

® (=113

General Capaciwl wolumes | Links |

Used space; OME Capacity usage:

Free space: 10 GE
Total capacity: 10 GB

Free .
Used .

Fercent used: 0%

Newcapacih,r:l 15 & GB " MB
[o]54 I Cancel Help |7|

Figure 7-71 Assign the new disk size

5. Click Change. A status window opens saying that it is expanding the drive. When it
finishes, an information window opens and says that the drive is expanded to the capacity
specified (Figure 7-72).
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A=

Disk Wrmwapp06 has been expanded to 15 GB. Use the
sener aperating system disk management functions to
make the added dizk space availahle to the server.

Figure 7-72 The storage space has been resized

6. Power on the ESX Servers linked to the data store. See 6.2.1, “Starting an Integrated ESX

Server using System i Navigator” on page 146.

7. Now the ESX operating system needs to acquire the new disk space. See 7.5.7, “Extend

the VMFS3 volume size” on page 218.

7.5.6 Enlarge a storage space using CL commands

Although System i Navigator is the best tool for enlarging a storage space, you can use CL
commands as well. Follow these steps to enlarge a storage space using CL commands:

1.

Shut down all of the ESX Servers (and their VMs) linked to that storage space. See 6.3.1,
“Place an integrated ESX Server in maintenance mode before stopping it” on page 151.

Vary off all the NWSDs linked to the storage space that you are going to expand. See
6.3.3, “Stopping an integrated ESX Server using the System i command line” on
page 158.

Type WRKNWSSTG on a command line. The Work with Network Server storage spaces
display opens.

Scroll to the storage space and enter option 2 (Change) in the option column in front of the
drive and press Enter. The Change NWS storage space (CHGNWSSTG) display opens.
For size (NWSSIZE), enter the new capacity in MBs. Press Enter.

Restart the ESX Servers (and their VMs). See 6.2.1, “Starting an Integrated ESX Server
using System i Navigator” on page 146.

Now the ESX operating system needs to acquire the new disk space. See 7.5.7, “Extend
the VMFS3 volume size” on page 218.
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7.5.7 Extend the VMFS3 volume size

After the storage space has been enlarged by i5/0S, the ESX operating system needs to
acquire this newly enlarged space to the existing data store. The following steps show how to
extend the data store.

Figure 7-73 shows the original data store size. The underlying storage space has been
enlarged from 10 GB to 15 GB.

7 5t5 &Clusters itsovmw03.rchland.ibm.com VMware ESX Server, 3.0.2, 61618
= itsovmw
= fh itsocluster STyt Virtual Machines | Performance | Configuration | Tasks & Events | Alarms | Permissions | Maps.,
@ |itsovmwi3.rchland.
Gel I R rces
B itsovmwid.rchland. ik =
= e - Manufacturer: IBM CPU usage: 18 MHz
th VMWAPPDS Maodel: IBM BladeCenter HS20 -[884341U]- 2x3,6 GHz
@ VMWAPPDE Processors: 2 CPU x 3,6 GHz

M . 389,00 M
Processor Type: Intel{R) Xeon(TM) CPU 3.60GHz N emory —— '

2,00 GB

Hyperthreading:  Active
Number of Nics: 2 -

Datastors | Capacity Free |
State: connected B storagel 7,00 GB 6,13 GB
Virtual Machines: 3 [B vmwareos 9,75 GB 3,14 GB|
VMotion Enabled: yes E VMWAPPOS 19,25 GB 5,01 GB
Active Tasks: ﬁ W2K3temp 6,75 GB 142,00 MB
Commands Network

g Virtual Machine Netw...

& New Virtual Machine
Figure 7-73 Data store original size

Take the following steps:
1. In Virtual Center, right-click the data store object and select Properties (Figure 7-74).

itsovmwo04.rchland.ibm.com VMware ESX Server, 3.0.2, 61618

Hardware Storage
Processors Identification | Device | Capacity |
VMWAPPOG o bl Fie 3 9,75 GB
Memaory = -
3 S 3 storagel (1) Bl 7,00 GB
L3 ¥ r
W 4 B vMwappos Rename 19,25 GB
Netwaorking B waKkstemp FIEEIIEE 6,75 GB
Storage Adapters Remove
Network Adapters Refresh
Software
Details
Licensed Fc—atl..|rc—s N ACTIC e
DNS and Routing Location:  /vmfsfvolumes/4745ddb3-5...
Virtual Machine Startup/Shutdown 6,61 GB
314 GB
Security Profile
System Resource Allocation Path Selection Properties Exten
tdvanced Settings Fixed Volume Label: VMWAPPO6 vmhl
Datastore Name: VMWAPPOG
Tota
Paths Formatting
Total: 1 File System: YMFS 3.21
Broken: 0 Block Size: 1 MB
Disabled: 0

Figure 7-74 Data store properties
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2. The Volume Properties window opens. Click Add Extent (Figure 7-75).

Volume Properties

General —Format
Datastore Name: WVMWAPPDE File System: WMES 3.21
Maximum File Size: 256 GB
Change.. | Block Size: 1ME
Extents Extent Device

AVMFS file system can span multiple hard disk partitions, or
extents, to create a single logical volume.

The extent selected on the left resides on the LUN or physical
disk described below.

Extent [

Capacity |

wmhba0:0:4:1

10,00 GB|

Total Formatted Capacity: 975 GB

vmhbai:0:4 15,01 GB
Primary Fartibons C
1. VMF5 10,00 GB

Path Selection
Fixed

Paths
vmhba0:0:4

Add Exent... |

& Active

Manage Paths

Close I Help

Figure 7-75 Add Extent
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3. The Add Extent wizard shows the new disk capacity: 15 GB. It also shows the available
additional space: 5 GB. Select the disk device and click Next (Figure 7-76).

Extent Device
If a device cannot be configured unambiguously, you will be asked to select a partition.

Extent Device SAN Identifier contains: ~ I Clez

Current Disk Layout

Extent Size Device Capacity| Availab|e| SAN Identifier | LUN"
Ready to Complete vmhba0:0:1 1,00 GB None ign.1924-02.com.ibm:103... 1
ymhba0:0:4 15,01 GB 4,99 GB ign.1924-02.com.ibm:103... 4 |

Help | < Back | Next = Cancel |

Figure 7-76 Add Extent Wizard
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4. On Current Disk Layout window, a warning message says that all the data will be lost
permanently. Actually, the new extension will be acquired without losing any data on the
original disk. Click Next to continue (Figure 7-77).

Current Disk Layout
You can partition and format the entire device, all free space, or a single black of free space.

Extent Device

Current Disk Layout
Extent Size Device Capacit arget Identifier
Ready to Complete fvmfsjdevices/disks/. 15,01 GB vmhba0:0:4 4

Please review the current disk layout:

Primary Partitions Capacit Description
vmfs 10,00 GB
Free space 4,99 GB

& Warning: The current disk layout will be destroyed. All file systems and data will be lost
permanently

Help | < Back | Mext = Cancel

Figure 7-77 Warning message - no data will be actually lost
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5. In the Extent Size window check the Maximize Capacity box in order to acquire all of the
additional disk space. Click Next to continue (Figure 7-78).

=

Extent Size
Specify how much capacity should be allocated to the new extent.

Extent Device

Current Disk Layout
Extent Size Capacity

Ready to Complete [+ Maximize capacity 3: GB

Help | < Back | MNext = Cancel |

Figure 7-78 Maximize Capacity
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6. The Ready to Complete window shows the new disk structure and partitions. Review the

details, then click Finish (Figure 7-79).

Ready to Complete
Please verify that the selected extent device is configured appropriately.

Extent Device

Current Disk Layout
Extent Size

Ready to Complete

Please reviewthe proposed disk layout for the new extent device:

Device Capacity arget Identifie
fvmfs/devices/disks/ 15,01 GB vmhba0:0:4
Primary Partitions Capacity Description
vmfs 10,00 GB Extent for VMWAPPOG
vmfs 4,99 GB Extent for VMWAPPOG

The following WMware file system will be extended as shown:

Maximum file size: 256 GB

Properties Extents
Datastore name: VMWAPPOG vmhbal:0:4:1
vmhbal:0:4:2
Formatting
File system: WMFS-3 Total capacity:
Block size: 1 MB

10,00 GB
4,99 GB

15,00 GB

Help |

< Back | Finish I Cancel

Figure 7-79 Ready to complete the data store resizing

On the Recent Tasks pane, the Extend Datastore task is completed (Figure 7-80).

Recent Tasks

Mame | Target | Status | Initiated by |
L‘ﬁj Compute Disk Partition.. [J itsovmwO4.rchl.. @ Completed Administrator

¥"| Bxtend Datastore B itsovmwo4rchl.. @& Completed Administrator

Figure 7-80 Extend Datastore task

7. Review the data store properties and find the new disk capacity (Figure 7-81).

= [F Hosts &Clusters

= itsovmwr

= ffly itsocluster

§ itsovmwo3.rchiand.
@ |itsovmwi4.rchland.

B
tf1 VMWAPPIS
G v

MWAPPOS

itsovmwO04.rchland.ibm.com VMware ESX Server, 3.0.2, 61618

nes | Performance Configuration | Tasks & Events | Marms | Permissions | Maps

Hardware Storage
Processors Identification | Device [ Capacity |
Memory E VMWAPPOG vmhbal:0:4:1 14,50 GB
st [SCSI, SAN, and NFS) # storagel(l) vmhba0:0:0:3 7.00 GB
*

Drage- e B vMwaPPos vmhba:0:2:1 19,25 GB
enerking B wakstemp vmhbai:0:3:1 6,75 GB
Storage Adapters

Figure 7-81 Data store size has been enlarged
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Rescan the storage on all the ESX Servers. See 7.1.3, “Storage adapter rescan using
Virtual Center” on page 162.

Now proceed to enlarge the vmdk files inside the new available data store space. Refer to
7.5.2, “Enlarging a vmdk file using VMware ESX commands” on page 212.

7.6 VMotion

As explained on 4.3, “VMware High Availability (HA)” on page 97, the VMotion feature allows
us to move a Virtual Machine from a source ESX Server to target ESX Server.

The Virtual Machine itself stays active during the VMotion, without any loss of network
connectivity or service availability.

7.6.1 VMotion prerequisites

To be configured for VMotion, each host in the cluster must meet the following requirements:

>

The VMotion network has to be configured on both the source and the target ESX hosts.
See “Set up the VMkernel to enable VMotion” on page 172. VMotion requires a Gigabit
Ethernet connection between hosts.

Ensure that the source and target hosts have a compatible set of processors. Processor
clock speeds and cache sizes might vary, but processors must come from the same
vendor class (Intel versus AMD™) and same processor family to be compatible for
migration with VMotion.

Each Virtual Machine is contained in a data store. The storage space must be accessible
by both the source and target hosts.

A Virtual Machine is connected to one or more network port groups. The port groups must
be configured on both the source and target ESX hosts.

If a CD-ROM drive or an ISO disk image are linked to a Virtual Machine, they have to be
disconnected before starting VMotion.

7.6.2 Migrate an active Virtual Machine with VMotion

When you want to move an active Virtual Machine from a source ESX Server to a target ESX
Server, use the Virtual Center interface as follows:

1.
2.

Open a session from a VMware VI3 Virtual Client to the Virtual Center server.

Log in as administrator, or as a user allowed to run VMotion on the Virtual Machines that
you want to manage.

On the left pane, click the Inventory button on the upper left corner. Select Host and
Clusters on the pull-down menu.

Expand the inventory tree and look for the Virtual Machine that you want to migrate.
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5. Right-click the Virtual Machine name and select Open Console. The Console window
opens. On the toolbar, select VM — Migrate (Figure 7-82). With the console open you can
verify that the guest operating system is not experiencing any downtime during VMotion.
For example, start a ping command to an external address, or keep the system clock GUI
running on window.

File View VM
og Power On Cirl+B [iﬂ
Power Off Cirl4E . @ m

Suspend
Reset

Shut Down Guest
Standby Guest
Restart Guest

Snapshot

Add Alarm...
Add Permission. ..

Send Cirl+alt+Del

Answer Questic

Report Performance...

Install VMware Tools
Edit Settings. ..

#Hsart| | B @ | ZLE 150 PM

Figure 7-82 Starting the VMotion wizard
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6. The VMotion wizard starts. Select Destination is the first step. Select a target ESX host.
The target host must match the prerequisites listed in 7.6.1, “VMotion prerequisites” on
page 224. If everything is okay, the Validation Succeeded message is displayed on the
Compatibility window (Figure 7-83). Select a target host with enough available CPU and
memory resources for the Virtual Machine that you are going to migrate. Click Next.

@ Migrate Virtual Machine Wizard E]@

Select Destination
Select the destination host or cluster far this virtual machine migration.

Select Destination

il -
-] |Hg itsovme
Select Resource Pool p

CL REs0oUrce

= [l itsocluster
[ [itsovmwo3.rchland.ibm.com
@\ itsovmw04.rchland.ibm.com
[§ itsovmwis.rchland.ibm.com

] | i
Compatibility:
Validation succeeded

Help | < Back | Next = I Cancel

Figure 7-83 VMotion Wizard - Select Destination

|
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7. In the Select Resource Pool step, you can select the target resource pool (Figure 7-84).

Accordingly, with the VMware documentation, resource pools can be used to
hierarchically partition available CPU and memory resources.

If you created any resource pool on your cluster, the VMotion wizard allows you to select
the pool where the Virtual Machine will run after the migration.

Refer to the VMware Resource Management Guide for information about creating and
managing resource pools.

Click Next to continue.

() Migrate Virtual Machine Wizard E]@ﬁ

Select Resource Pool
Select the destination resource pool for this virtual machine migration.

Select Destination -
itsoclust
Select Resource Pool Em |J

Compatibility:
Validation succeeded

Help | < Back | Mext > I Cancel

Figure 7-84 VMotion Wizard - Select Resource Pool
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8. The Migration Priority step allows you to choose between high and low priority. Select
High Priority and click Next (Figure 7-85).

@ Migrate Virtual Machine Wizard P (1 w
Migration Priority
Set the priority of the migration, relative to other operations on destination host.

Select Destination
Select Resource Pool
Migration Priority Reserve resources on boththe source and destination hosts to maintain virtual machine
Ready to Complete availability during the migration.

{* High Priority

High priority operations will not proceed if the resources are unavailable.

™ Low Priority

Low priority operations will always proceed, but the virtual machine may become briefly
unavailableif sufficient host resources are unavailable,

Help | < Back | Next > I Cancel

Figure 7-85 VMotion Wizard - Priority
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9. Review the migration summary on the Ready to Complete step, then click Next to start the
VMotion process (Figure 7-86).

() Migrate Virtual Machine Wizard g@ >

Summary
Please review this summary before completing the wizard.

Select Destination

calect Resource Pool Please review this summary before finishing the wizard.
Migration Priority

Host: itsovmw03.rchland.ibm. com
Ready to Complete

ResourcePool: Resources

Datastore: Current Location

Migration Priority: High Priority

Help | < Back | Finish I Cancel

Figure 7-86 VMotion Wizard - Ready to Complete

The Migrate Virtual Machine task starts on the Recent Tasks pane. A status bar shows the
VMotion in progress (Figure 7-87).

Recent Tasks ”

MName Target Status Initiated by
@ Migrate Virtual Maching B vMwaPPDS L | Administrator
¥ Migrate Virtual Machine G vMwaPPDS & Compleed Administrator
¥ PowerOn Virtual Machine Eh vMwaPPoS 2 Compleed Administrator

Figure 7-87 Vmotion Progress Bar

7.7 Cluster, HA, and DRS

VMware introduced the cluster concept and the new DRS and HA features with Virtual
Infrastructure 3.

A cluster in VMware ESX is a collection of hosts sharing the same resources and managed
by the same VirtualCenter server.

VMware HA, or high availability, allows the virtual machines in a cluster to be restarted
automatically on other ESX hosts in the cluster in the event of a host failure.

VMware Distributed Resource Scheduler (DRS) monitors the distribution of CPU and memory
resources for all hosts and virtual machines in the cluster. When a cluster enabled for DRS
becomes unbalanced, DRS makes recommendations or migrates the virtual machines,
depending on the automation level.
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By default, the automation level is specified for the whole cluster. You can also specify a
custom automation level for individual virtual machines.

Refer to the official VMware documentation for a complete explanation of the HA and DRS
features.

To enable the HA and DRS features, right-click the cluster’s object in Virtual Center and select
Edit Settings (Figure 7-88).

@9_592_62\"ir'tua[lnfrastructumﬁhent
File Edit Wiew Inventory Administration Help
& . | Y 7 &
Imventory Scheduled Tasks Events Admin Maps
4
@ » H &
= [¥ Hosts &Clusters
= itsovmw
- —
[ itsowm AddHost.. cirl+
E itsoym  Mew Virtual Machine... Ctrl+
& :m:: Add Alarm...
@ Add Permission... WM, and MNFS)
5
Remove
rs
Rename

Figure 7-88 Cluster edit settings
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The cluster settings configuration window opens. On the General window read the HA and
DRS descriptions and check the boxes next to the features that you want to enable

(Figure 7-89).

[~
(/) itsocluster Settings @
General — MName
VMware HA -
Virtual Machine Options Iltsoduster
VWMware DRS
Rules —Features

Virtual Machine Options

¥ Enable VMware HA

VMware HA allows VirtualCenterto automatically migrate and restart
virtual machines when a host fails.

¥ Enable YMware DRS

VMware DRS enables VirtualCenter to manage hosts as an aggregate
pool of resources. Cluster resources can be carved up into smaller
resource pools forusers, groups, and virtual machines.

WMware DRSalso enables VirtualCenterto manage the assignment of
virtual machines to hosts automatically, suggesting placement when
virtual machines are powered on, and migrating running virtual
machines to balance load and enforce resource allocation policies.

ol o _ 3

Help |

o]

Cancel |

Figure 7-89 Enabling HA and DRS

If you check the Enable VMware HA box and click OK, a task starts that enables the ESX
hosts in the cluster for the high availability feature (Figure 7-90).

Recent Tasks
Name | Target | status | itiated by =
%7 Configuring HA B itsovmw0S.rchl.. 8 InProgress
@ Configuring HA B itsovmwodrchl.. @ InProgress
¥4 Configuring HA B itsovmwi3.rchl. €5 InProgress

Figure 7-90 Configuring HA task
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To refine the VMware HA configuration click VMware HA. You can decide how many ESX
host failures can be handled by the cluster, and how to handle the Virtual Machine startup
requests when the resource availability is low (Figure 7-91).

¢ itsocluster Settings @
General Host Failures
VMware HE
Virtual Machine Options Specify the total number of host failures that the cluster should allow. This
WMware DRS value should reflect the amount of spare capacity you wantto ensure for this
Rules cluster.

Virtual Machine Options Number of host failures allowed: IEI:

Admission Control

& Do not power on virtual machines if they violate availability
constraints

{~ Allow virtual machines to be powered on even if they violate availability
constraints

Advanced Options

KN 2l
Help oK | Cancel

Figure 7-91 High Availability Settings
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On the Virtual Machine Options window you can decide how the Virtual Machines behave in
case of ESX host failure (Figure 7-92).

@ itsocluster Settings
General Set options that define the behavior of virtual machines in case of host
WMware HA failure.
[Virtual Machine Optiong
WMware DRS Virtual Machine | Restart Prioriry | Isolation Response |
Rules G VMWAPRDS  Medium Power off
Virtual Machine Options Gh wa2K3temp  Medium Power off
B VMWAPPOE  Medium Power off

KN 2l
Help | oK I Cancel

Figure 7-92 Virtual Machine HA settings

Chapter 7. Virtual Machine administration =~ 233



234

On the VMware DRS window you can set up the automation level. DRS is able to start
VMotion automatically to migrate a Virtual Machine from an overloaded ESX host to a target
ESX host where more resources are available. In fully automated mode you can reduce the
VMotion traffic on your network by sliding the migration threshold cursor to the left

(Figure 7-93).

I itsocluster Settings

General
VMware HA
Virtual Machine Options
Rules
Virtual Machine Options

<] |

Automation Level

" Manual

WirtualCenter will suggest migration recommendations for virtual
machines,

" Partially automated

Wirtual machines will be automatically placed onto hosts at power an
and Virtual Center will suggest migration recommendations for virtual
machines.

* Fully automated

Wirtual machines will be automatically placed onto hosts when
powered on, and will be automatically migrated from one host to
another to optimize resource usage.

Migrationthreshold: Conservative

J— Agaressive

Apply recommendations with three or more stars.
irtualCenter will apply recommendations that promise at least good
improvement to the cluster's load balance.

Advanced Options... |

Help

oK | Cancel |

Figure 7-93 VMware DRS Automation Level

Find detailed information about VMotion and DRS see the VMware VI3 Resource

Management Guide.
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Migration

After you have set up Integrated VMware VI3 infrastructure, you can begin moving some of
the existing servers to the new platform.

These servers can be originally located on physical standalone systems, IXS, IXA, or iSCSI
integrated servers on System i, VMware virtual servers from other platforms.
Servers from which you might need to move include:

» Physical stand-alone systems
» IXS, IXA, oriSCSI integrated servers on System i
» VMware virtual servers on other platforms

This chapter explains the different techniques to migrate your systems onto your Integrated
VMware VI3 environment.
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8.1 Benefits of migrating servers to Integrated VMware VI3

Why should you move an existing and running server to the Integrated infrastructure? There
are many meaningful reasons to do so:

» Get rid of old and outdated hardware.

» Free some expensive machine room space.

» Be able to upgrade the hardware without stopping the application services.

All of the above are well-known advantages of a VMware Virtual Infrastructure. Additional
advantages are provided by the Integrated System i platform, such as:

» Store the Virtual Machine data in a fast and reliable storage subsystem, provided by
System i, avoiding the higher costs of a SAN storage solution.

» Easy and reliable backup and restore allowed by the Storage Space System i objects.

» The possibility for the System i administrators to manage a VMware infrastructure using
System i Navigator and CL commands.

8.2 Migration tool: VMware Converter
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Starting from VI3, the new VMware migration tool is Converter. The new tool replaces the
former P2V Assistant, adding more options and a wizard console (Figure 8-1).

m
L

VMware Converter

Widware, Inc. All rights reserved. Protected by one or mone LS. Patent Mos. 6,397 242, 6 496 B47, 6,704,525,
7 2,6 9,6,735,601, 6,785 BaS, 6,789,156, 6,795,966, 6,880,022, 6,544,699, 6,961 506, 5,961 541, 7,059,413, 7,082,598,
7,089,377, 7, B5, 7,111,145, 7,117,481, 7,149,843, 7,155,558, 7,222,221, 7,260,815, 7,260,820, and 7,265,583; patents pending.

Figure 8-1 VMware Converter

P2V Assistant is no longer available for purchase. VMware enforces the use of Converter for
any migration requirements.

VMware Converter allows you to import a standalone server to the VI3 infrastructure, moving
both the system and data partitions. For Windows OS, it automatically adds the drivers
needed to enable the server on the VI3 Infrastructure. On a Linux server, you have to perform
manual configuration steps after the migration.

VMware Converter is also able to import a Virtual Machine from another platform, or from a
system image created by third-party tools.
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Figure 8-2 shows the VMware Converter migration options.

ESX Server 3.x

VM

VMware virtual
machines
ESX Server 2.5x

b r.

gl VirtualCenter
T Server
VMware

Converter

VM

Third-party
virtual
machines

Workstation 6
VMware Fusion
VMware Server 2

VM

Workstation 5

Third-party VMware Player
system — VMware Server 1
images VM

Workstation 4
GSX Server

VM

Figure 8-2 VMware Converter migration options

VMware Converter can be downloaded from the VMware Web site. At the time of writing this

book, the product link was:

http://www.vmware.com/products/converter

VMware Converter is available in two versions:
» VMware Converter Starter

— Free download.
— Ideal for single tasks.
— Support needs to be purchased on a per-incident basis.

» VMware Converter Enterprise

— Licensed
— Ideal for volume tasks
— Support included in support for VirtualCenter

Both versions allow you to hot clone a physical machine while it is still running.

Chapter 8. Migration
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http://www.vmware.com/products/converter

8.2.1 VMware Converter-supported OS

VMware Converter allows you to migrate a wide variety of operating systems. Depending on
the OS type, the post-cloning configuration steps are executed automatically or manually
performed by the user.

Table 8-1 shows the different migration options.

Table 8-1 Migration options

Operating Clone Configure
system

Windows NT® Yes Yes
4.0

Windows 2000 Yes Yes
Windows XP Yes Yes
32-bit and 64-bit

Windows 2003 Yes Yes
32-bit and 64-bit

MS-DOS® Yes* No
Windows 9x Yes* No
Novell® Yes* No
Linux Yes* No

*Cold cloning required

8.2.2 Installing VMware Converter

VMware Converter can run on Windows NT SP4, Windows 2000, Windows 2003, and
Windows 2003 Professional.

Download the installation file from the VMware Web site, and launch the installation on a
Windows system.

Typically, install VMware Converter on the same server on which your VirtualCenter 2.x is
running.

If you install the VMware Converter Enterprise version, obtain a license file from VMware,
then add the license to Converter as follows:
1. Start the VMware Converter console.

2. Click Administration.
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3. Click Licensing Information. See Figure 8-3.

':a ¥Mware Converter
File Edit Wiew Task

Administration  Help

IS[=] E3

Clear all Tasks

@ Import Maching ﬁ

Fiter By | <NoFiters |

Bum Drder.... I

Maxiniuni Concurrent Tasks, ..

] I Description
._."F;' Import a phys

Licensing Information. ..

l

Zompleted

Progress I Skatus I Skark Tirne I End Tirme

112002007 02:13... [11J20/2007 0z2:23...

3

Figure 8-3 Adding License to VMware Converter

4. On the License Information window, click Add License and look for the directory where

the Converter .lic file has been stored (Figure 8-4).

Welcome to VMware Converter!

If you have an enterprise license, you can add it now to enable full
functionality. Otherwise, you can continue in Starter Mode.
You can also add a license later through the Administration menu.

et

For information on obtaining a license, please see
http:/ fwww.vmware.comfinfo?id=312

Add License...

Continue in Starter Mode

Help

Figure 8-4 License Information window

When the License step is done, the VMware Converter Console is ready to import several
kind of servers onto the Integrated VMware VI3 infrastructure.

8.3 Migration from a standalone server

To import a stand-alone Windows server onto the Integrated VI3 infrastructure:

1. Create a new storage space large enough to receive the source server’s files. See 7.1.2,
“Create a new storage space using i5/OS command line” on page 161, or 7.1.1, “Create a
new storage space using System i Navigator” on page 159. Give the storage space the
same name as the Virtual Machine that you are going to create.

2. Link the new storage space to all the ESX hosts in the cluster. See 7.1.4, “Assigning the
new storage space to all ESX Servers in the cluster” on page 164.

3. Format the new storage space as VMFS3. See 7.1.5, “Creating a VMFS data store in a

storage space with partition alignment” on page 166.
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4. Start VMware Converter. On the Converter console click Import Machine (Figure 8-5).

& VMware Converter ’;J@
File Edit Wiew Task Administration Help
@Dﬂportﬂadﬂine |%Conﬁgure Machine | @ @ | ﬁ Filter By: |<Nn Filkers
D I Description | Source | Destination | Progress | Status
Impart Machine
[No Tasks]
1< | i [»

Welcome to VMware Converter

The WMware Converter allows you to take one of a variety of machines and impaort ‘
@ itinto a new YMware virtual machine. The machines you may import indude:
- physical machines
Import - VMware Virtual machines
Machine - Microsoft VirtualPC's or Virtual Server virtual machines
- Symantec Backup Exec(TM) System Recovery
-MNorton Ghost 9 or later

<] I I | 2]

Figure 8-5 VMware Converter console

5. The VMware Converter Import wizard opens. Click Next to continue (Figure 8-6).

VMware Converter Import Wizard

Welcome to the ViMware Converter
Import Wizard

This wizard will step you through the process of imparting a
physical machine, an ESX server, or a standalone virtual machine
into any type of VYMware virtual machine.

VMware Converter

Help Mext = I Cancel

Figure 8-6 VMware Converter Import Wizard
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6. Step1 allows you to select the source server to be imported in your virtual infrastructure.

Click Next to proceed (Figure 8-7).

¥Mware Converter Import Wizard

Source
Wwhat do wau want ko impart? ' | |

. e —Source —‘
Step 2: Destination =

Step 31 Cuskarmization § E ﬁ

Ready ko Complete o " [

Step 1: Choose a source forimport
This maw be:

this physical computer

a remoke physical computer

a VMware virtual machine

a Microsaft Yirtual Machine

a 3rd party disk image

Log Info ==

Help | < Back I hexk = | Cancel |

Figure 8-7 Source server selection

7. On the Source Type step, select Physical Computer and click Next (Figure 8-8).

VMware Converter Import Wizard

Source Type
What do you want to impart? tl

Source

[+ physical computer
Create a virtual machine from any computer on your
netwark,

" ESX server or VirtualCenter virtual machine
A virtual machine from YMware ESX Server or VMware
VirtualCenter,

" standalone virtual machine, backup or disk image

A VMware Workstation virtual machine, 3rd party
virtual machine, YMware Consolidated Backup (VCE),
or 3rd party disk image.

Log Info ==
Help < Back | Next = | Cancel |

Figure 8-8 Select the source server type

Chapter 8. Migration

241



8. In order to perform the migration, Converter needs to log in to the physical server. On the
Source Login step enter the physical system’s IP address and the administrator password
(Figure 8-9).

VMware Converter Import Wizard

Source Login
Select a physical machine and login to import it. !;I

Physical machine

Step 10 5 .
QUree f*" A remote machine

Source Type
Source Login Mame or IP Address: | 8.5.92.62 j

(Mote: Machine must be running)
(™ This local machine

Authentication

Enter the DOMAIN‘user name and password for the above machine,
‘You must have administrative privileges to proceed.

User name: | administrator

Password: | Heber

Log Info ==
Help < Badk | Mext = | Cancel |

Figure 8-9 Source Login information
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9. When the login is successful, the wizard shows the physical system’s disks. Select the

disks that you want to import: system drive and data drives (Figure 8-10).

Note: Some hardware-specific partitions can show up as drive letters. The target virtual
machine does not need these partitions. Uncheck the box to avoid importing a disk that

is not useful.

VMware Converter Import Wizard

Source Data

Choose the disks to import and specify their size. E

Step 1: Source
Source Type
Source Login )

Help

~
* Select volumes and resize to save or add space.

‘You may choose from the menu or type in a size (in GB or MB)
Volume | Disk(s) | Total... | Used | New Disk Space |
¥ = c: Diskd 4.01GB 3.52... Maintsin Size (4.01G8) = |
v =pd: Disk1 0.84GB 0.62... Maintain Size (0.84GE)

[# Ignore page file and hibernation file
P System & Active = SystemfActive  Z%p Unknown

You need fo safect af feast one systemy/achive valume fo be able fo boot
the virtual machine.

Log Info ==
< Back | Next = | Cancel |

Figure 8-10 Source Data selection
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Click Next to select the destination for the migration (Figure 8-11).

VMware Converter Import Wizard

Destination
Where do you want to put the new virtual machine? !;I

Destination

Step 1: Source
Source Type
Source Loagin
Source Data

Step 2: Choose a destination for the new virtual
machine

Log Info == |
———————

Help < Back | MNext = | Cancel |

Figure 8-11 Step 2: Destination

10.For destination type, select VMware ESX Server or Virtual Center virtual machine
(Figure 8-12).

VMware Converter Import Wizard

Destination Type
Where would you like to import the new virtual machine? !;I

Step 1: Source Destination

Source Type
~ Import this machine to a:
Source Loagin
Source Data {* YMware ESX server or VirtualCenter virtual machine

Step 2: Destination

(" VMware standalone virtual machine

(VMware Workstation, VMware Fusion, WMware Server, or
YMware Player)

Log Info ==
Help < Badk | MNext = | Cancel |

Figure 8-12 Destination type
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11.0n the Destination Login window, enter your VirtualCenter IP address, user name, and

password (Figure 8-13).

VMware Converter Import Wizard

Destination Login

Choose an ESX or VirtualCenter server where you want the new virtual machine to be

stored.

&

Step 1: Source

Source Loagin
Source Data

Step 2: Destination
Destination Type
Destination Login

—ESX or VirtualCenter Server Login

Source Type Log in to the ESX or VirtualCenter server where you would like your
imported virtual machine to be stored.

ESX / VC Server: |9.5.92.sz

[~

User name: I Adminstrator

Password: I e

Help |

< Badk ! Mext = |

Log Info ==

Cancel |

Figure 8-13 Destination Login

Chapter 8. Migration

245



12.For VM Name & Folder, assign a name to the new Virtual Machine, and select the folder in
the data center where you want to locate the Virtual Machine (Figure 8-14).

VMware Converter Import Wizard

Virtual Machine Name and Folder
Provide & name and select a folder for the new virtual machine. !;I

Provide a name for the new virtual machine and select its folder location in

Step 1: Source the inventory below. Virtual machine names can contain up to 80

Source Type characters, but they must be unique within each inventory folder.

Source Login

Source Data Virtual machine name: {(maximum 80 characters)
Step 2t Destination |\."M_\."C2

Destination Type

Destination Login

VM Name & Folder | = [ Virtual Machines & Templates

|3 itsovmw

Virtual Machine Inventory Location:

Log Info ==
Help < Back | Next = | Cancel |

Figure 8-14 Assign Virtual Machine Name & Folder
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13.Depending on your clusters configuration, on the Host/Cluster step you can select a target
cluster or a specific target ESX host in a cluster (Figure 8-15).

VMware Converter Import Wizard

Host or Cluster

Select the host, duster, or resource pool from which you would like to run this virtual

machine.

Step 1: Source
Source Type
Source Login
Source Data

Step 2: Destination
Destination Type
Destination Login

VM Name & Folder

Host [ Cluster

Help

Select the host, duster, or resource pool within a host or duster from

which you wish to run this virtual machine.

")

J_Il itsovmw

= |ﬁ itsoduster
[ litsovmwi3.rchland.ibm.com:
B itsovmwi4.rchland.ibm.com

< Back | Mext = !

Log Info => |

Cancel |

Figure 8-15 Select the target host or cluster
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14.The data store step allows you to select the target disk data store. Choose the data store
created for this Virtual Machine (Figure 8-16).

VMware Converter Import Wizard

Datastore
Which datastore should be used for this virtual machine's files and disks? !-_.I

Step 1: Source The disks you've selected to import require 4.87 GB.
Source Type
Source Login Choose a datastore for the imported virtual machine:
Source Data

Step 2: Destination Datastore | Available space
Destination Type storage1 (1) 6.39GB
Destination Login WM_WC2 9.14GB
WM Mame & Folder VMWAPPOS 5.01GE
Host | Cluster VMWAPROG 0.89 GB

W2K3temp 0.14GB

@ Checking destination availability...

Log Info ==
| | |

Figure 8-16 Select the target data store
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15.0n the Networks window, select the port group to which the new Virtual Machine will be
connected. Uncheck Connect at Power On if you need to modify the Virtual Machine’s IP
address before accessing the network (Figure 8-17).

Mware Converter Import Wizard

Networks
Map this virtual machine's NICs to a VirtualCenter JESX network. !;l
Step 1: Source How many NICs do you want to have? 1 -
Source Type
] Network Adaptor | Network | Connection Options
Source Lodgin -
Source Data 8 nNIC1 ! + | [V Connect at power. ..

Step 2: Destination
Destination Type
Destination Login
VM Name & Folder
Host [ Cluster
Datastore
Hetworks

Log Info ==
Help < Badk | Mext = I Cancel |

Figure 8-17 Network setup
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The last step is Customization (Figure 8-18).

VMware Converter Import Wizard

Customization
Would you like to customize the guest operating system of the virtual machine? ! II

Step 1: Source You may customize the guest operating system of the new virtual
Source Type machine.
Source Login
Source Data |
Step 2¢ Destination e e Ll
Destination Type
Destination Login
VM Mame & Folder
Host [ Cluster

Datastors [ Customize the identity of the virtual machine
Metworks You can change the hostname, configure the network settings,
Step 3: Customization etr.

Log Info ==

Help < Badk Mext = | Cancel

Figure 8-18 Customization

16.Check the option Install VMware Tools if you want the VMtools to be automatically
applied. See 7.4.6, “Install VMware Tools on a Windows Virtual Machine” on page 203, for
more information about the VMtools.

17.Check the option Customize the identity of the virtual machine if you want to run
sysprep automatically in order to customize the target operating system. Sysprep is a
Microsoft tool designated to deploy and clone a Windows operating system to multiple
computers, assigning a unique security ID (SID). Download the sysprep tool from the
Microsoft support site. Install sysprep on the same system as VMware Converter.
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If you choose to not customize the operating system, the Ready to Complete window is
displayed. Review the migration parameters, choose whether to power on the new VM after
creation, and click Finish (Figure 8-19).

VMware Converter Import Wizard

Ready to Complete
Are these the options you want to use? Ei
Step 1: Source When you dick Finish, a task will be started that will create a new
Source Type virtual machine from the source. The virtual machine will be created |
Source Login as follows:
Source Data
Step 2: Destination Source -~
Destination Type Source: Physical machine (remote) 9.5.92.62
L ] Disk Options: Copy selected volumes and resize
Destination Login
WM Mame & Folder Destination
Host | Cluster Mame: WM_WC2
Datastare Host/Cluster: itsovmwi4.rchland.ibm.com ‘
Datastore: WM_WC2
Sistwarks o MIC1: Virtual Machine Metwork ]
Step 3¢ Customization
Ready to Complete Customization ["]

[ Power on the new Virtual Machine after creation:

i, Youwill not be able to use or edit the virtual machine until the
import is complete,

Log Info ==
Help I < Badk ] Finish | Cancel I

Figure 8-19 Migration review: Ready to Complete

A migration task starts on the VMware Converter console. The Progress field shows the
migration in progress (Figure 8-20).

¥ VMware Converter u@] x
File Edit View Task Administration Help
@Import Machine %Conﬁgure Machine U f, ﬁ Filter By: ’W f
D ] Description I Source | Destination ] Progress 1 Status 1 Start Time j End Time
1 @ Import a physical machine  3.5.92.62 9.5.92.62 29 (B InProgress 11/23/2007 03:10... —

< 1 [
1D 1:
9.5.92.62

Import a physical machine

9.5.92.62

Task Progress

1
m [
Log Information l B

03:10:31FM Step 1 : Connecting to VMware Converter Agent on 9.5.92.62

03:10:31PM Step 2 : Creating target virtual machine and importing data

03:10:46 PM Configuring parameters for the target virtual machine. ..

03:10:46 PM Creating target virtual machine. ..

03:10:56 PM Taking a snapshot of the volume. ..

03:10:56 PM Cloning source volume c: into target virtual machine... w

Figure 8-20 Migration task in progress
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At the end of the migration task, a note explains where the migration logs can be retrieved
(Figure 8-21).

£ VMware Converter g@
File Edit View Task Administration Help
£ Import Machine %Conﬁgure Machine O l{) ﬁ Filter By: | <MoFilters =
D | Description | Source | Destination | Progress | Status | Start Time | End Time
1 @ Import & physical machine  9.5.92.62 9.5.92.62 00 % + Completed 11/23/2007 03:10... 11/23/2007
03:18:13PM Taking a snapshot of the volume... -
03:18:13PM Cloning source volume d: into target virtual machine...
03:20:07 PM Updating boot sectors. ..
03:20:07 PM Skipping boot.ini update. ..
03:20:07 PM Skipping drive letter mapping adjustment. ..
03:20:08 PM Step 3 : Preparing target virtual machine

Mote: VMware Converter Agent logs can be found on 9.5.92.62 at C:\WINDOWS \Tempwmware-temp ywmware-conver ter®
VMware Converter Client logs on this computer can be exported, or found at "C:\Documents and Settings\Administrator\Local Setting
VMware Converter logs are stored on a temporary basis, and should be retrieved as soon as possible.

Figure 8-21 Migration task completed

After the migration, before starting the target Virtual Machine, remember to power down the
source physical server in order to avoid any IP address conflicts in the network.

8.4 Migration from a System i Integrated server

System i Integrated servers can be migrated to VMware VI3 using VMware Converter. Both
IXS/IXA and iSCSI based servers can be moved to the virtual infrastructure. Some additional

configuration steps are needed on the target Virtual Machine in order to disable or delete the
Integration components.

The Integrated Server Support installs Windows Services to interface with the System i5®
and allow some Integration functions as file level backup, user enroliment and password
synchronization, logging, and command execution. These services have to be disabled on
the Virtual Machine after the migration.

The Integrated Server Support also installs a Virtual Ethernet Adapter, a program group, and

other integration-specific components. You might want to delete them from the target Virtual
Machine.

8.4.1 Exclude the installation drive from the migration
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An Integrated server is made of two system storage spaces. Additional user storage spaces
can be created to store data. The second system storage space is an installation disk
required only by the integration structure. Thus, when an integrated server is moved to a
VMware Virtual Machine, the second server storage space is no longer required.
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During the Source Data step of the Converter Wizard, unselect the D: drive (Figure 8-22).

¥Mware Converter Import Wizard

Source Data

Choose the disks to import and specify their size, ! ]

Step 1: Source
Siource Tvpe
Siource Login
Source Data

Skep 2! Destination
Skep 3 Customization
Ready to Complete

 Import &l disks and mainkain size

* Select volumes and resize to save or add space.
You may choose From the menu ar bype in a size (in GE6 or ME)

Yaolume | Disk(s) | Tatal. .. | Used | Mews Disk Space ,|

¥ =pc: Diskn 4.01 GB 3.56 ... Maintain Size (4.01 GE) ~

¥ Ignove page File and hibernation File

P System P Active = Systemjictive =% Unknown

You need fo Falect af feaxé one spsfam/ackive voluma fa fe abie fo book
fhe virtual machine.

Log Info == 1

Help |

< Back | Tk = l Cancel '

Figure 8-22 Uncheck the D: drive when importing a Series i integrated server
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8.4.2 Post conversion activities

Use VMware Converter to migrate an IXS/IXA or iSCSI server, as explained in 8.2, “Migration
tool: VMware Converter” on page 236. Then execute the following steps on the target Virtual
Machine to delete the Integration objects not used by the new, virtual environment.

1. Disable the Windows Integration Services.
a. On the Windows desktop right-click My Computer. Select Manage (Figure 8-23).

Browse with Paint Shop Pro 9
Explore
Search...

Map Metwaork Drive...
Disconnect Metwork Drive...

Create Shortout
Delete
Rename

Properties

Figure 8-23 Windows Computer Management

b. On the Computer Management window expand Service and Applications —
Services.
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c. Look for the three integration services. Depending on the Integration release of the

source server, their names can change. For a Windows 2003 server running on i5/0S
Integration V5R4, look for the services shown in Figure 8-24:

i5/0OS administration
i5/08S integration manager
System i remote command

</ VM_VC2 on itsovmw(04.rchland.ibm.com

File View VM

mwy &

Q Bile  Action  Wiew  Window

Help

E Computer Management IR

<::"'|||E||§| (I [ ([

& Disk Defragmenter
Disk Management
I'_—'I--@ Services and Applications
; S Telephany

-
1 BT

%License Logaing
%Logical Disk [Manager

@ Services —
WMI chtrDl ﬁl Py [ S Y, PR N [y P

Q Computer Management (Local) & | Mame  # | Ciescription | Status | Startup Tvp
Elﬁg System Toals %HTTP 550 This service impleme. .. Manual
@ Event Viewsr %Human Interface Device Access  Enables generic inpu. .. Disabled
% Shared Folders %iSIOS Administration 7,01 Supporks user enrall, Manual
Local Users and Groups %iSIOS Integration Manager Manages integrated ... Aubornatic
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Figure 8-24 Windows Integration Services
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d. Right-click the first service and select Properties. In the configuration window set the
status type to disabled and click OK (Figure 8-25).

E Computer Manag a{i5/05 Integration Manager Properties (Local Con f ﬂ X
g File  Action VWiew ! General | Log On I Recowvemn I Diependencies I
e - | &L _ .
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[]---% Local Users and + operations. _'J
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= Device Manager Fath to executable; >

=N Strage Cuaf IND DWW S hasd 00w serviceh UWMASTER EXE
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Disk Managemen
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Services

----- WL Conkrol Start | Stop | Eat J 5= |
om . . .

'ou can specify the startt parameters that apply when pou start the service
framm here.

Start parameters: I

ok | Cancel J Apply

Figure 8-25 Service disabled

Repeat the same operation on the other two integration services.
2. Remove the Virtual Ethernet connection.
a. On the Virtual Machine, open a DOS prompt and enter the commands:

set devmgr_show_nonpresent devices=1
start devmgmt.msc
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b. A Windows management console opens. On the toolbar, select View — Show hidden

devices (Figure 8-26).
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Figure 8-26 Show hidden devices

c. Expand the Network adapters section. The IBM System i Virtual Ethernet Point to

Point adapter is marked with a yellow splash. Right-click the adapter and select

Uninstall (Figure 8-27).
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Figure 8-27 Virtual Ethernet adapter
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d. Click OK on the warning message. The Virtual Ethernet adapter, not needed by the
Virtual Machine, is removed (Figure 8-28).

W arning: You are about to uninztall this device from your systemn.

Cancel |

Figure 8-28 Uninstall the Virtual Ethernet adapter

You can browse the Device Manager tree looking for grayed out devices no longer
present on the Virtual Machine, and uninstall them.

3. Remove the integration folders.

Two additional folders have been created on the guest operating system during the
installation on IXS/IXA or iSCSI:

- CA\WSV
— C:\WINDOWS\AS400WSV (Figure 8-29)

wowmoows .~
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[ AppPatch File Falder
File Folder
[y assembly Folder
|5 Cluster File Folder
__)Config File Folder
| Conneckion Wizard File Folder
[ Cursors File Falder
[ Debug File Folder
__)Downloaded Installations File Folder
&1 Downloaded Program Files Folder
_)Driver Cache File Folder
l

Figure 8-29 Integration folders

Delete both folders from the Virtual Machine hard disk.
4. Remove the IBM System i program group.
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On the Windows desktop click Start — Programs and right-click IBM iSeries and select
Delete (Figure 8-30).
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-30 Delete the Integration program group

d | Windows Server 2003 Standard Edition

5. Disable the integration service pack synchronization.
a. On the Windows console click Start — Run. Enter regedit.

b. On the Registry Editor expand the menu
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\Current Version\Run.

c. On the right pane delete the i5/0S Support Login key.

8.5 Migration of V5R4 ESX Integrated servers to V6R1

If you installed an Integrated VMware VI3 infrastructure on i5/0S V5R4, you have to do
additional steps when i5/0S is upgraded to V6R1. Go to the System i integration Web site for
instructions:

http://www.ibm.com/systems/i/advantages/integratedserver/vmware/
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this book.

IBM Redbooks publications

For information about ordering these publications, see “How to get IBM Redbooks
publications” on page 261. Note that some of the documents referenced here might be
available in softcopy only.

» Implementing Integrated Windows Server through iSCSI to System i5, SG24-7230

Online resources

These Web sites are also relevant as further information sources:

» The complete list of supported iISCSI HBAs and System i models is available at:
http://www.ibm.com/systems/i/advantages/integratedserver/iscsi/#support

» For the complete list of supported System x and BladeCenter systems go to:
http://www.ibm.com/systems/i/advantages/integratedserver/iscsi/servermodels/

» Information about network switch requirements and configuration considerations is
available at:

http://www.ibm.com/systems/i/advantages/integratedserver/iscsi/switches.html

How to get IBM Redbooks publications

You can search for, view, or download IBM Redbooks, Redpapers, Technotes, draft
publications and Additional materials, as well as order hardcopy Redbooks, at this Web site:

ibm.com/redbooks

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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