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Hardware Management Console V8.8.1.0 new features

    This chapter provides an overview of the Hardware Management Console (HMC) and the following HMC V8.8.1.0 enhancements. 

    This chapter covers the following topics:

    •Hardware Management Console V8.8.1.0 overview

    •NIST support for HMC V8.8.1.0

    •Live Partition Mobility improvements

    •IBM i virtual terminal changes

    •Single Root I/O Virtualization support

    •Dynamic Partition Remote Restart

    •Absolute value for the partition command-line interface

    •POWER8 processor-based systems support

    •Power Integrated Facility for Linux

    •Save Area improvements

    •Dynamic Platform Optimizer

    •Power Enterprise Pools and the HMC

    1.1  Hardware Management Console V8.8.1.0 overview

    The HMC is an appliance for planning, deploying, and managing IBM Power Systems servers. It can be used to create and modify logical partitions, including dynamically adding and removing resources from a running partition.

    The latest HMC V8.8.1.0 has numerous enhancements:

    •NIST support for HMC V8.8.1.0

    •Live Partition Mobility improvements

    •IBM i virtual terminal changes

    •Single Root I/O Virtualization support

    •Dynamic Partition Remote Restart

    •Absolute value for the partition command-line interface

    •POWER8 processor-based systems support

    •Power Integrated Facility for Linux

    •Save Area improvements

    •Dynamic Platform Optimizer

    •Power Enterprise Pools and the HMC

    •HMC V8.8.1.0 upgrade (See Chapter 2, “Hardware Management Console V8.8.1.0 upgrade” on page 29.)

    •HMC and PowerVM simplification enhancements (See Chapter 3, “Hardware Management Console and PowerVM: New simplification enhancements” on page 37.)

    •System and Partitions Template (See Chapter 4, “System and partition templates” on page 47.)

    •Manage Partitions enhancement (See Chapter 5, “Managing partition enhancements” on page 131.)

    •Performance and Capacity Monitoring (See Chapter 6, “Performance and Capacity Monitor” on page 165.)

    1.2  NIST support for HMC V8.8.1.0

    HMC V8.8.1.0 supports NIST SP800-131A by implementing the following features:

    •Upgrading JVM to a version that contains NIST support.

    •Enabling TLS V1.2. Prepare to disable protocols less than TLS V1.2.

    •Cryptographic keys adhere to a minimum key strength of 112 bits.

    •Digital signatures at a minimum use SHA2.

    •Uses approved random number generator (Java only).

    Enabling NIST SP800-131A in HMC performs the following tasks:

    •Changes the SSL protocol to TLS V1.2.

    •HMC now uses the SP 800-131a approved cipher suites.

    1.2.1  HMC browser requirements

    Table 1-1 lists the HMC browser requirements after NIST SP800-131A is enabled.

    Table 1-1   HMC browser requirements

    
      
        	
          Browser name

        
        	
          Browser version

        
        	
          NIST (TLS v1.2) supported

        
      

      
        	
          Firefox

        
        	
          •1 - 18

          •ESR 10 and 17

          •19 - 23

        
        	
          No

        
      

      
        	
          •24 - 26

          •ESR 24‘

        
        	
          Yes, but disabled by default

        
      

      
        	
          •27+

          •ESR31 and above

        
        	
          Yes

        
      

      
        	
          Internet Explorer

        
        	
          6 and 7

        
        	
          No

        
      

      
        	
          8 and above

        
        	
          Yes, but disabled by default

        
      

      
        	
          11

        
        	
          Yes

        
      

      
        	
          Chrome

        
        	
          0 - 29

        
        	
          No

        
      

      
        	
          30 and above

        
        	
          Yes

        
      

    

    1.2.2  Checking the HMC security mode

    To check the current security mode, run lshmc. If NIST SP800-131A is disabled, the system returns legacy as the output, as shown in Example 1-1.

    Example 1-1   HMC without NIST SP800-131A security compliance

    [image: ]

    hscroot@hmc8:~>lshmc -r -Fsecurity

    legacy

    [image: ]

    If NIST SP800-131A is enabled, the system returns nist_sp800_131a as the output, as shown in Example 1-2.

    Example 1-2   HMC with NIST SP800-131A security compliance

    [image: ]

    hscroot@hmc8:~>lshmc -r -Fsecurity

    nist_sp800_131a

    [image: ]

    1.2.3  Enabling the NIST SP800-131A security mode

    To enable the NIST SP800-131A security mode, run chhmc, as shown in Example 1-3.

    Example 1-3   Enable the NIST SP800-131A security mode

    [image: ]

    hscroot@hmc8:~>chhmc -c security -s modify --mode nist_sp800_131a

    The Hardware Management Console will automatically be restarted after the security mode is changed. Are you sure you want to change the security mode now (0 = no, 1 = yes)?

    1

     

    Broadcast message from root@hmc8 (Thu May  8 14:40:43 2014):

     

    The system is shutting down for reboot now.

    [image: ]

     

    1.2.4  Disabling the NIST SP800-131A security mode

    To disable the NIST SP800-131A security mode, run chhmc, as shown in Example 1-4.

    Example 1-4   Disable the NIST SP800-131A security mode

    [image: ]

    hscroot@hmc8:~>chhmc -c security -s modify --mode legacy

    The Hardware Management Console will automatically be restarted after the security mode is changed. Are you sure you want to change the security mode now (0 = no, 1 = yes)?

    1

     

    Broadcast message from root@hmc8 (Thu May  8 14:53:33 2014):

     

    The system is shutting down for reboot now.

    [image: ]

     

    
      
        	
          Note: The HMC is rebooted to enable the new security mode.

        
      

    

    1.2.5  Effect of NIST SP800-131A compliance

    After NIST SP800-131A is activated, the following tasks are effected:

    •All base HMC and REST API calls allow the TLS V1.2 protocol and approved cipher suite

    •If a dependent component is not configured with the TLS V1.2 protocol or an approved cipher suite, the system generates an SSL handshake error.

    1.3  Live Partition Mobility improvements

    Improvements were made to the internal logic that is used for Live Partition Mobility to reduce the number of calls that are made by the HMC. During a Live Partition Mobility activity, the HMC makes find_device calls to the Virtual I/O Server (VIOS) that is involved in the migration when virtual SCSI (vSCSI) device mapping is specified.

    In previous versions of HMC, the number of find_device calls was equal to the number of vSCSI adapters in each VIOS. For example, if the VIOS LPAR had four vSCSI adapters, then four find_device calls were made. In HMC V8.8.1.0, the logic is improved so that only one find_device call is made to each VIOS. Depending on the version of VIOS and the configuration of the backing devices, each find_device call can take 1 - 15 seconds to complete, so a reduction in the number of find_device calls improves Live Partition Mobility performance.

    1.4  IBM i virtual terminal changes

    IBM i Access Client Solutions replaces IBM i Access for Linux Emulation. It provides a Java based, platform-independent interface that runs on operating systems that support Java, including Linux, Mac, and Windows.

    IBM i Access Client Solutions consolidates the most commonly used tasks for managing your IBM i into one simplified location.

    The main IBM i Access Client Solutions window is shown Figure 1-1.

    [image: ]

    Figure 1-1   IBM i Access Client Solutions

    For more information, see the IBM POWER8™ systems information that is found at the following website:

    http://www.ibm.com/systems/power/software/i/access/index.html

    1.5  Single Root I/O Virtualization support

    Single Root I/O Virtualization (SR-IOV) is an extension to the PCI Express (PCIe) specification that allows multiple operating systems to simultaneously share a PCIe adapter with little or no runtime involvement from a hypervisor or other virtualization intermediary. 

    Initial support for SR-IOV is included in HMC V7.7.9.0. With the release of HMC V8.8.1.0, support for the following adapters is included:

    •PCIe2 4-port (10 Gb FCoE and 1 GbE) SR&RJ45 Adapter

    •PCIe2 4-port (10 Gb FCoE and 1 GbE) SFP+Copper and RJ4 Adapter 

    •Integrated Multifunction Card with 10 GbE RJ45 and Copper Twinax 

    •Integrated Multifunction Card with 10 GbE RJ45 and SR Optical 

    1.5.1  SR-IOV overview

    SR-IOV is a PCI standard architecture that enables PCIe adapters to become self-virtualizing. With an SR-IOV capable adapter, you assign virtual slices of a single adapter to multiple partitions through logical ports without needing a VIOS. 

    Initial SR-IOV deployment supports up to 48 logical ports per adapter, depending on the adapter. Additional partition support is possible by assigning a logical port to a VIOS and then using that logical port as the physical device for a Shared Ethernet Adapter (SEA). VIOS clients can then use the SEA through a traditional virtual Ethernet configuration.

    Comparison of SR-IOV with similar virtualization technologies

    Compared to the existing PowerVM technologies of SEA and Integrated Virtual Ethernet (IVE), SR-IOV has several key differences, as shown in Table 1-2.

    Table 1-2   Virtualization technology comparison

    
      
        	
          Technology

        
        	
          Live

          Partition 

          Mobility

        
        	
          Quality of

          service

          (QoS)

        
        	
          Direct

          access

          performance

        
        	
          Per client

          scalability

        
        	
          Link

          aggregation/

          Etherchannel

        
        	
          Requires

          VIOS?

        
      

      
        	
          SR-IOV

        
        	
          No1

        
        	
          Yes

        
        	
          Yes

        
        	
          High

        
        	
          Yes2

        
        	
          No

        
      

      
        	
          SEA/virtual Ethernet

        
        	
          Yes

        
        	
          No

        
        	
          No

        
        	
          Medium

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          IVE

        
        	
          No

        
        	
          No

        
        	
          Yes

        
        	
          Low

        
        	
          Yes

        
        	
          No

        
      

    

    

    1 SR-IOV optionally can be combined with VIOS and virtual Ethernet to use Live Partition Mobility.

    2 To use SR-IOV logical ports in Link Aggregation Control Protocol (LACP), only one logical port per physical port can be used. 

    1.5.2  Benefits of SR-IOV

    SR-IOV provides significant performance and usability benefits: 

    •Direct-access I/O and performance

    •Adapter sharing

    •Adapter resource provisioning (quality of service)

    •Flexible deployment

    •Reduced costs

    1.5.3  SR-IOV architecture

    To accomplish adapter virtualization without a virtualization intermediary, the SR-IOV and Sharing Specification introduces the concept of Physical Functions (PFs) and Virtual Functions (VFs)

    A PF is a PCIe function that supports SR-IOV capabilities that are defined in the specification. A VF is a PCIe function that is associated with a PF and is directly accessible by a system image, such as an operating system. It shares physical resources, such as an Ethernet Link, with the PF and other VFs that are associated with the same PF.

    SR-IOV capable adapters can be used in two modes.

    Dedicated mode

    The traditional mode where the I/O adapter is assigned to a partition and ports are not shared. The partition owns the whole adapter and is managed from a single operating system.

    SR-IOV shared mode

    In shared mode, the adapter is assigned to the Power Hypervisor firmware, where it is shared by multiple operating systems at the same time. Each operating system accesses its share of the adapter by using a VF device driver.

    In SR-IOV shared mode, adapters partition their host interface by using VFs. PowerVM implements VFs as logical ports. Each logical port is associated with a physical port on the adapter.

    Logical ports are created for a partition through the HMC and given a capacity, which determines the desired percentage of the physical port’s bandwidth for the partition to use. Each of the partitions accesses its share of the adapter with its own VF device driver. From the partition perspective, the VF is considered a single-function, single-port adapter and treated like physical I/O. 

    Implementing the SR-IOV technology requires some planning, which starts with the appropriate operating system levels, firmware level, adapter types, and adapter settings.

    For a detailed SR-IOV technical overview, including planning, deployment, and configuration prerequisites, see IBM Power Systems SR-IOV: Technical Overview and Introduction, REDP-5065

    1.5.4  Device mapping

    If your managed system supports SR-IOV and has SR-IOV capable adapters, the HMC can show SR-IOV End-to-End Mapping.

    This new task is under the Hardware Information → Adapters menu at the server level, as shown in Figure 1-2.
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    Figure 1-2   SR-IOV End-to-End Mapping

    This task starts a view-only window that lists the SR-IOV physical ports of the system.

    Select the radio button of a physical port to view the device mapping between the configured logical ports and the operating system devices, as shown in Figure 1-3.

    [image: ]

    Figure 1-3   SR-IOV mappings

    If the owner partition is running AIX or Linux, a Resource Monitoring and Control (RMC) connection is required to see the operating system device names. Without RMC, the Device Name shows Unknown.

    End-to-end mapping is similar in IBM i, but does not require an RMC connection

    The introduction of SR-IOV enables capable IBM Power Systems to share simultaneously a PCIe adapter without the need of a virtualization intermediary. However, note the following points before implementing SR-IOV on an IBM Power System:

    •When a system is in Manufacturing Default Configuration (MDC) mode, all adapters are in dedicated mode. Switching an adapter to shared mode also switches the system out of MDC mode.

    •Partitions with SR-IOV logical ports cannot be migrated, suspended, or remotely restarted. You must remove the logical ports before you perform such tasks on the partition.

    •Shared mode adapters and configured SR-IOV logical ports are not included in I/O Registry (IOR) data collection and sysplans.

    •Activating full system resource profiles fails if any adapter is in shared mode.

    •System profile validation or activation fails if there are SR-IOV logical port conflicts across partition profiles.

    •The HMC limits the number of logical ports to 1024 per system because of Save Area space constraints

    For all SR-IOV configuration and operation tasks, see IBM Power Systems SR-IOV: Technical Overview and Introduction, REDP-5065.

    1.6  Dynamic Partition Remote Restart

    Partition Remote Restart is a function that is designed to enhance the availability of a partition on another server when its original host server fails. This is a high availability (HA) function of PowerVM Enterprise Edition. 

    With HMC V8.8.1.0, the requirement of enabling Remote Restart of an LPAR only at creation time is removed. Dynamic Partition Remote Restart allows for the dynamic toggle of Remote Restart capability when an LPAR is deactivated. 

    To verify that your managed system can support this capability, enter the command that is shown in Example 1-5.

    Example 1-5   PowerVM Remote Restart Capable
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    hscroot@slcb27a:~>lssyscfg -r sys -m Server1 -F capabilities

    "active_lpar_mobility_capable,inactive_lpar_mobility_capable,os400_lpar_mobility_capable,active_lpar_share_idle_procs_capable,active_mem_dedup_capable,active_mem_expansion_capable,hardware_active_mem_expansion_capable,active_mem_mirroring_hypervisor_capable,active_mem_sharing_capable,autorecovery_power_on_capable,bsr_capable,cod_mem_capable,cod_proc_capable,custom_mac_addr_capable,dynamic_platform_optimization_capable,dynamic_platform_optimization_lpar_score_capable,electronic_err_reporting_capable,firmware_power_saver_capable,hardware_power_saver_capable,hardware_discovery_capable,hardware_encryption_capable,hca_capable,huge_page_mem_capable,lpar_affinity_group_capable,lpar_avail_priority_capable,lpar_proc_compat_mode_capable,lpar_remote_restart_capable,powervm_lpar_remote_restart_capable,lpar_suspend_capable,os400_lpar_suspend_capable,micro_lpar_capable,os400_capable,5250_application_capable,os400_net_install_capable,os400_restricted_io_mode_capable,redundant_err_path_reporting_capable,shared_eth_auto_control_channel_capable,shared_eth_failover_capable,sp_failover_capable,sriov_capable,vet_activation_capable,virtual_eth_disable_capable,virtual_eth_dlpar_capable,virtual_eth_qos_capable,virtual_fc_capable,virtual_io_server_capable,virtual_switch_capable,vlan_stat_capable,vtpm_capable,vsi_on_veth_capable,vsn_phase2_capable"
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    In Example 1-5, the highlighted text indicates that the managed system can remotely restart a partition.

    From the HMC, click Managed System Properties and then the Capabilities tab to show all the managed system capabilities, as shown in Figure 1-4.
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    Figure 1-4   PowerVM Partition Remote Restart Capable

    The capability is displayed only if the managed system supports it. 

    Power Systems servers running PHYP code 760 or later support the Dynamic Partition Remote Restart feature.

    To activate a partition on a supported system to support Dynamic Partition Remote Restart, run the following command:

    chsyscfg -r lpar -m <ManagedSystemName> -i "name=<PartitionName>,remote_restart_capable=1"

    To use the Remote Restart feature, the following conditions must be met:

    •The managed system must support the toggle partition remote capability.

    •The partition must be in the inactive state.

    •The partition type must be AIX, IBM i, or Linux.

    •The reserved storage device pool exists.

    •The partition should not own any of the following resources or have these settings:

     –	BSR

     –	Time Reference Partition

     –	Service Partition

     –	OptiConnect

     –	HSL 

     –	Physical I/O

     –	HEA

     –	Error Reporting Partition

     –	Part of EWLM

     –	Huge Page Allocation

     –	Owns Virtual Serial Adapters

     –	Belongs to I/O Fail Over Pool

     –	SR-IOV non-adjunct

    For more information, including the usage of Partition Remote Restart, go to the following website:

    http://www.ibm.com/support/knowledgecenter/POWER8/p8hat/p8hat_enadisremres.htm

    1.7  Absolute value for the partition command-line interface

    HMC V8.8.1.0 adds additional functionality to the dynamic logical partitioning (DLPAR) commands. The new functionality enables the absolute value to be set for processor and memory DLPAR operations.

    With previous versions of HMC, it was possible to add or remove only the delta between the current and target values for processor or memory during DLPAR operations.

     

    
      
        	
          Important: This function is supported for both Active and Inactive partitions.

        
      

    

    1.7.1  Setting the processor and memory absolute value

    There is a single command to set this value. It might vary depending on the attribute to be set.

    DLPAR command to set the absolute value for a partition processor

    Here is the syntax of the chhwres command to set processor absolute value:

    chhwres -r proc -m <managed_system_name> --id <lpar_id> -o s [--procs quantity] [--procunits quantity][--5250cpwpercent percentage] [-w wait-time] [-d detail-level] [--force] [--help]

    Here are the parameters that are required to set the absolute value for partition processor:

    chhwres -r proc -m ManagedSys_A --id 1 --procs 3 -o s

     

    
      
        	
          Note: The -o s flag is used to set the absolute processor value to a partition using DLPAR.

        
      

    

    DLPAR CLI command to set the absolute value for a partition memory

    Here is the syntax of the chhwres command to set memory absolute value:

    chhwres -r mem -m <managed_system_name> --id <lpar_id> -o s [-q quantity] [-w wait-time] [-d detail-level] [--force] [--entitled value] [--help]

    Here are the parameters that are required to set the absolute value for partition memory:

    chhwres -r mem -m ManagedSys_A -o s --id 1 -q 256

     

    
      
        	
          Note: The -o s flag is used to set the absolute value for a partition using DLPAR.

        
      

    

    Using the lshwres command, it is possible to verify that the resource value is properly set.

    Example 1-6 shows the adjustment of partition memory by using previous method where the delta of the change was specified, and then you used the absolute value setting in the chhwres command. 

    The example shows that the partition had 2048 MB memory allocated. This allocation was changed from 256 MB to 2304 MB by using the delta change method. The partition then had its memory changed to 3072 MB through the new absolute value parameter.

    Example 1-6   Addition of memory to a partition by using the delta and absolute value settings
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    hscroot@hmc8:~>lshwres -r mem -m 9117-MMA*101F170  --level lpar --filter "lpar_names=VIOS2" -F curr_mem

    2048

    hscroot@hmc8:~>chhwres -r mem -m 9117-MMA*101F170 -o a -p VIOS2 -q 256          hscroot@hmc8:~>lshwres -r mem -m 9117-MMA*101F170  --level lpar --filter "lpar_names=VIOS2" -F curr_mem

    2304

    hscroot@hmc8:~>chhwres -r mem -m 9117-MMA*101F170 -o s -p VIOS2 -q 3072         hscroot@hmc8:~>lshwres -r mem -m 9117-MMA*101F170  --level lpar --filter "lpar_names=VIOS2" -F curr_mem

    3072
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    1.7.2  Supported setup combination

    This absolute value DLPAR function is supported by the following partition setup combinations:

    •Dedicated memory and dedicated processor

    •Shared processor and shared memory

    •Shared processor and dedicated memory

    1.7.3  Active Memory Sharing

    The absolute value also can be set on an Input/Output Entitled Memory for IBM Active Memory™ Sharing (AMS) configured partition.

    The chhwres command that is shown in the following example is used to set absolute value when using Active Memory Sharing:

    chhwres -r mem -m firebird4 --id 3 -o s --entitled 80 -q 5376

    1.8  POWER8 processor-based systems support

    HMC V8.8.1.0 is updated for the POWER8 processor. The details of the updates and how they affect various HMC functions are described in this section.

    1.8.1  Processor modes

    There are two processor modes that are available on the POWER8 processor-based systems:

    Configured/Desired Mode	A mode that is configured by an administrator creating or modifying a partition profile or when creating a partition.

    Effective/Current Mode	A mode that is negotiated between the PHYP and the OS running on the partition when the partition is activated or whenever the IPL happens.

    The configurable processor modes that are available on the POWER8 processor-based systems are shown in Table 1-3.

    Table 1-3   Processor modes that are available on POWER8 systems

    
      
        	
          Mode

        
        	
          Systems

        
      

      
        	
          Configurable modes

        
        	
          Default, IBM POWER6®, IBM POWER6+™, IBM POWER7®, and POWER8

        
      

      
        	
          Effective modes

        
        	
          POWER6, POWER6+, POWER7, and POWER8

        
      

      
        	
          Default mode

        
        	
          POWER8

        
      

    

    Command-line support for the new processor modes

    Here are the commands that are affected by the addition of POWER8 support. The syntax of the commands has not changed, but the output from the commands is updated with support for POWER8.

    •To show the supported modes for a system, run the following command:

    lssyscfg –r sys –F lpar_proc_compat_modes 

    The output is one of the following items:

    Default, POWER6, POWER6+, POWER7, or POWER8

    •To show the desired and current mode of a partition, run the following command:

    lssyscfg -r lpar –F desired_lpar_proc_compat_mode, curr_lpar_proc_compat_mode

    POWER8 is a new possible value for these two attributes.

    •To show the mode at the profile level, run the following command:

    lssyscfg -r prof –F lpar_proc_compat_mode

    POWER8 is a new possible value for this attribute.

    •To specify a mode when creating an LPAR or a profile, run the following command:

    mksyscfg -r prof/lpar –m <cec_name> -I “lpar_proc_compat_mode =POWER8”

    •To change the mode for a profile, run the following command:

    chsyscfg -r prof –m <cec_name> -I “lpar_proc_compat_mode =POWER8”

    Processor modes for Live Partition Mobility

    Here is a list of the different methods of Live Partition Mobility and the supported processor modes:

    •Active partition mobility

    Both desired and current processor compatibility modes of logical partition must be supported by the destination server.

    •Inactive partition mobility

    Only desired processor compatibility mode of the logical partition must be supported by the destination server.

    •Suspended partition mobility

    Same as active partition mobility.

    The processor compatibility matrix for migration is updated to include POWER8 processor-based systems, as shown in Table 1-4.

    Table 1-4   Processor compatibility modes matrix for POWER8 to POWER8 migration

    
      
        	
          Source environment

          POWER8 based system

        
        	
          Destination environment

          POWER8 based system

        
      

      
        	
           

        
        	
          Active migration

        
        	
          Inactive migration

        
      

      
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
      

      
        	
          Default

        
        	
          POWER8

        
        	
          Default

        
        	
          POWER8

        
        	
          Default

        
        	
          POWER8

        
      

      
        	
          POWER8

        
        	
          POWWER8

        
        	
          POWER8

        
        	
          POWER8

        
        	
          POWER8

        
        	
          POWER8

        
      

      
        	
          POWER8

        
        	
          POWER7

        
        	
          POWER8

        
        	
          POWER7

        
        	
          POWER8

        
        	
          POWER7

        
      

      
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
      

      
        	
          Default

        
        	
          POWER7

        
        	
          Default

        
        	
          POWER7

        
        	
          Default

        
        	
          POWER7

        
      

      
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
      

      
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
      

      
        	
          Default

        
        	
          POWER6

        
        	
          61V and 71N onwards are the OS levels supporting POWER8 hardware. POWER6 mode is not possible for the default as desired mode.

        
      

    

    The compatibility matrix for POWER7 processor-based servers is updated to include migration from POWER8 processor-based system, as shown in Table 1-5.

    Table 1-5   Processor compatibility modes matrix for POWER8 to POWER7 migration

    
      
        	
          Source environment

          POWER8 based system

        
        	
          Destination environment

          POWER7 based system

        
      

      
        	
           

        
        	
          Active migration

        
        	
          Inactive migration

        
      

      
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
      

      
        	
          POWER8

        
        	
          POWER8

        
        	
          Fails because the desired processor mode on POWER8 is not supported on the destination environment.

        
        	
          Fails because the desired processor mode on POWER8 is not supported on the destination environment.

        
      

      
        	
          POWER8

        
        	
          POWER7

        
        	
          Same as above

        
        	
          Same as above

        
      

      
        	
          Default

        
        	
          POWER8

        
        	
          Fails because the current processor mode is not supported on the destination environment.

        
        	
          Default

        
        	
          POWER7

        
      

      
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
      

      
        	
          Default

        
        	
          POWER7

        
        	
          Default

        
        	
          POWER7

        
        	
          Default

        
        	
          POWER7

        
      

      
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
      

      
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
      

    

    The compatibility matrix for POWER6 processor-based systems is updated to include migration from POWER8 processor-based systems, as shown in Table 1-6.

    Table 1-6   Processor compatibility modes matrix for POWER8 to POWER6 migration

    
      
        	
          Source Environment

          POWER8 processor-based system

        
        	
          Destination environment

          POWER6 processor-based system

        
      

      
        	
           

        
        	
          Active migration

        
        	
          Inactive migration

        
      

      
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
      

      
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
      

      
        	
          Default

        
        	
          POWER7

        
        	
          Fails because the current processor mode is not supported on the destination environment.

        
        	
          Default

        
        	
          POWER6

        
      

      
        	
          Default

        
        	
          POWER8

        
        	
          Same as above

        
        	
          Default

        
        	
          POWER6

        
      

      
        	
          POWER8

        
        	
          POWER8

        
        	
          Fails because the current processor mode is not supported on the destination environment.

        
        	
          Fails because the current processor mode is not supported on the destination environment.

        
      

      
        	
          POWER8

        
        	
          POWER7

        
        	
          Same as above

        
        	
          Same as above

        
      

      
        	
          POWER7

        
        	
          POWER7

        
        	
          Same as above

        
        	
          Same as above

        
      

      
        	
          POWER6+

        
        	
          POWER6+

        
        	
          Same as above

        
        	
          Same as above

        
      

    

    The compatibility matrix for POWER7 processor-based systems is updated to include migration to POWER8 processor-based systems, as shown in Table 1-7.

    Table 1-7   Processor Compatibility Modes Matrix for POWER7 to POWER8 migration

    
      
        	
          Source environment

          POWER7 processor-based system

        
        	
          Destination environment

          POWER8 processor-based system

        
      

      
        	
           

        
        	
          Active migration

        
        	
          Inactive migration

        
      

      
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
      

      
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
        	
          POWER7

        
      

      
        	
          Default

        
        	
          POWER7

        
        	
          Default

        
        	
          POWER7 

          (If OS supports POWER8, it will be POWER8 after restarting the logical partition.)

        
        	
          Default

        
        	
          POWER8 or POWER7

          (Depends on the operating system version)

        
      

      
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
        	
          POWER6

        
      

      
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
        	
          POWER6+

        
      

    

    The compatibility matrix for POWER6/6+ processor-based systems is updated to include migration to POWER8 processor-based systems, as shown in Table 1-8.

    Table 1-8   Processor Compatibility Modes Matrix for POWER6/6+ to POWER8 migration

    
      
        	
          Source environment

          POWER6/6+ processor-based system

        
        	
          Destination environment

          POWER8 processor-based system

        
      

      
        	
           

        
        	
          Active migration

        
        	
          Inactive migration

        
      

      
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
        	
          Desired processor compatibility mode

        
        	
          Current processor compatibility mode

        
      

      
        	
          Default

        
        	
          POWER6/6+

        
        	
          Default

        
        	
          Power6/6+

          (It will be POWER7 or POWER8 depending on the operating system version upon restarting the partition.)

        
        	
          Default

        
        	
          POWER8 or POWER7

          (Depends on the operating system version)

        
      

      
        	
          POWER6/6+

        
        	
          POWER6/6+

        
        	
          POWER6/6+

        
        	
          POWER6/6+

        
        	
          POWER6/6+

        
        	
          POWER6/6+

        
      

    

    1.8.2  Performance usage metrics

    Here are the usage attributes that are added for POWER8 processor-based systems and other Power Systems servers.

    New LPAR level performance usage attributes 

    The following attributes are introduced in HMC V8.8.1.0 and are available for POWER8 processor-based systems:

    •total_instructions 

    The number of instructions that are performed by the partition since the managed system was started. It is independent of the whether the partition is in its idle loop or running real work; the instruction count increments as instructions are completed. 

    •total_instructions_execution_time

    The number of time instruction counts were collected since the managed system was started. The time value also is not gated by the run latch and is a measure of the time the partition was running on a physical processor. 

    Unavailable LPAR level performance usage attributes

    The following attributes are not available for POWER8 processor-based systems:

    •run_latch_cycles 

    The number of non-idle cycles that are used by the partition when the run latch was set and since the managed system was started.

    •run_latch_instructions 

    The number of non-idle instructions that are performed by the partition when the run latch was set and since the managed system was started.

    Usage of the new performance usage attributes

    The following example shows the output of the lslparutil command when run against a POWER8 processor-based system and how the metrics can be used to aid in performance-related problem determination. See output in Example 1-7.

    Example 1-7   The lslparutil output for a partition on a POWER8 processor-based system
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    lslparutil -r lpar -m <P8_sys> --filters lpar_ids=<lpar Id> -n 2

    time=02/05/2014 19:34:00,event_type=sample,resource_type=lpar,sys_time=07/22/2026 14:06:54,time_cycles=855743101199861,lpar_name=tul179c1,lpar_id=6,curr_proc_mode=ded,curr_procs=1,curr_sharing_mode=share_idle_procs,curr_5250_cpw_percent=0.0,mem_mode=ded,curr_mem=2048,entitled_cycles=576965682013944,capped_cycles=576965682013944,uncapped_cycles=0,shared_cycles_while_active=0,idle_cycles=573779118316816,total_instructions=29173046763191,total_instructions_execution_time=576964317138087
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    The two new metrics can be used to diagnose performance issues at a high level by looking at the amount of time each instruction is taking to complete:

    Average time per instruction = total_instructions_execution_time / total_instructions

    1.9  Power Integrated Facility for Linux

    Power Integrated Facility for Linux (Power IFL) is an optional, lower-cost per processor core activation feature for Linux only workloads on IBM Power Systems servers. Processor cores that are activated for general-purpose workloads can run any supported operating system. If you choose to activate Power IFL processor cores, the systems must be in compliance with the license terms.

    1.9.1  What is new in Power IFL

    Since the previous update of Power IFL, changes were introduced in HMC V8.8.1 to assist with managing the compliance of Power IFL processors:

    •Enabled Power IFL processors can be viewed from the HMC GUI.

    •Updated command-line interface (CLI) commands.

    •An updated compliance monitoring assistance feature.

    Command-line and graphical interface updates

    Power IFL was introduced in HMC 7.9.0 and had only command-line tools for monitoring the activated processor allocation and activation. 

    In HMC V8.8.1.0, the Capacity on Demand (CoD) Processor Capacity Settings and managed system properties in the GUI are updated to show the activations and enable the monitoring of Power IFL processor allocation and activation. 

    The CLI commands also were updated to show IFL activations and available IFL processor cores.

    Capacity on Demand CLI and graphical interface changes

    The lscode command shows the permanent Linux only and all operating system processors. Example 1-8 shows the syntax of the lscod command and its output.

    Example 1-8   Syntax of the lscode command syntax and its output
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    lscod -t cap -c cuod -r proc -m <managed system>

    perm_procs=10,perm_procs_linux=3,perm_procs_all_os=7
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    The perm_procs_linux=3 parameter indicates that three processor cores are licensed for Linux only workloads.

     

     

     

     

    
      
        	
          Note: An additional -F flag is required if those values are not displayed in the output.

          If perm_procs_linux is 0, it is not shown in the default output. It is shown only when -F is specified.

          If perm_procs_all_os = perm_procs, perm_procs_all_os is not shown in the default output. It is shown only when -F is specified.

          If the managed system does not support Power IFL compliance monitoring, these attributes are not shown.

        
      

    

    Support for Power IFL is added in HMC V8.8.1.0 to show information about CoD Capacity Processor Settings, as shown in Figure 1-5.
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    Figure 1-5   CoD Processor Capacity Settings showing activated IFL processors

    The lshwres command is updated to show the number of processor units that are configurable for either Linux only or all operating system workloads, as shown in Example 1-9.

    Example 1-9   Syntax of the lshwres command and its output
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    lshwres -m <managed system> -r proc --level sys configurable_sys_proc_units=10.0,curr_avail_sys_proc_units=1.0,pend_avail_sys_proc_units=0.0,installed_sys_proc_units=16.0,deconfig_sys_proc_units=0,min_proc_units_per_virtual_proc=0.05,max_virtual_procs_per_lpar=256,max_procs_per_lpar=256,max_curr_virtual_procs_per_aixlinux_lpar=64,max_curr_virtual_procs_per_vios_lpar=64,max_curr_virtual_procs_per_os400_lpar=64,max_curr_procs_per_aixlinux_lpar=64,max_curr_procs_per_vios_lpar=64,max_curr_procs_per_os400_lpar=64,max_shared_proc_pools=64,configurable_sys_proc_units_all_os=7.0,configurable_sys_proc_units_linux=3.0
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    The configurable_sys_proc_units_linux=3.0 parameter indicates that 3.0 processor cores are configured for Linux only workloads.

     

    
      
        	
          Note: An additional -F flag is required if the expected values are not shown in the output.

          If configurable_sys_proc_units_linux is 0, it is not shown in the default output. It is shown only when -F is specified.

          If configurable_sys_proc_units_all_os = configurable_sys_proc_units, configurable_sys_proc_units_all_os is not shown in the default output. It is shown only when -F is specified.

          If the managed system does not support Power IFL compliance monitoring, these attributes are invalid.

        
      

    

    The updated managed system properties tab now shows the number of Linux only and any operating system processors that are licensed in the system, as shown in Figure 1-6.
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    Figure 1-6   GUI window output to show the Linux only and all OS processors

    Compliance monitoring assistance

    For certain models of IBM Power Systems servers, the HMC shows a message if the managed system is not in compliance with the Power IFL license terms.

    Compliance monitoring assistance is available on the following models with firmware version 7.8.1 or later:

    •9119-FHB 

    •9117-MMD 

    •9179-MHD 

    System firmware on supported models periodically computes the actual processor core consumption. 

     

    
      
        	
          Note: If your system is determined to be out of compliance with the processor core license terms, the HMC displays a message every hour. You must be logged in to the HMC GUI to see these messages; otherwise, they are discarded.

        
      

    

    On HMC V8.8.1.0 or later, you can see the license configuration for a managed server with Power IFL activations in the HMC server properties Processors tab. 

    Two categories are listed in the Configurable section:

    •Processors that are listed as Linux only represent the number of Power IFL processor cores. 

    •Processors that are listed as Any can be used for any (general purpose) workload. 

    This same information is available in the CoD Processor Capacity Settings window. 

    Compliance conditions

    The system records an entry in the CoD history log when an out of compliance condition is first detected.

    When the number of out of compliance processor units changes, an A7004735 system reference code (SRC) is logged. 

    If a system is out of compliance for 24 continuous hours, an A7004736 SRC is logged as a serviceable event. 

    If you determine that your system is out of compliance, you must correct the problem. Reduce the processor usage of one or more of the running AIX, IBM i, or VIOS partitions on the managed system, reduce processor usage through dynamic partitioning, or shut down or suspend a partition.

    1.10  Save Area improvements

    HMC V8.8.1.0, is enhanced with improvements in the ability to recover the data in the configuration Save Area. This improvement makes recovery of the Save Area data possible when corruption occurs on the HMC and Flexible Service Processor (FSP) and there are no good backups from which to restore.

    In earlier HMC versions, the recovery consisted of multiple commands, which were available only to Product Engineers, to recover the Save Area configuration. These commands are now combined into the mkprofdata command.

    The mkprofdata command also can convert the Save Area data in to an XML file to enable verification of the data before using it for a recovery or restore operation. Previously, this task could be done only by restoring the Save Area data. 

    The authorization to run the mkprofdata command is added to the hmcpe and hmcsuperadmin task roles.

     

    
      
        	
          Note: Use the mkprofdata command only when there are no other options and normal operations of recovery is not working.

        
      

    

    1.10.1  Re-creating the Save Area data configuration from the POWER Hypervisor

    If the Save Area data must be re-created, run mkprofdata to re-create the Save Area configuration with the following syntax:

    mkprofdata -r sys - m <System Name> - o recreate -s sys -v

     

    
      
        	
          Note: This command can be run only when the system in a standby or operating state.

        
      

    

    If the Save Area data must be recovered, run mkprofdata. The output of a successful recovery is shown in Example 1-10.

    Example 1-10   Successful mkprofdata output
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    hscroot@hmc8:~> mkprofdata -r sys -m SystemB -o recreate -s sys -v

     Service processor and management console data backups taken and saved with the names FSP_1399485387564 , MC_1399485387564

    Verification of save area directory objects is complete

    Initialization of save area is complete

    Execution of recover operation is complete

    Update of partition attributes, profiles, and associations is complete
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    Example 1-11 shows an example where mkprofdata recovers only partial data.

    Example 1-11   Partial successful mkprofdata output
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    hscroot@hmc8:~> mkprofdata -r sys -m SystemB -o recreate -s sys -v

     Service processor and management console data backups taken and saved with the names FSP_1399485387564 , MC_1399485387564

    Verification of save area directory objects is complete

    Initialization of save area is complete

    Execution of recover operation is complete

    PartitionId of partially updated Partitions attributes, profiles and associations are { 1,2,3 }
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    The output in Example 1-11 shows that mkprofdata successfully recovered only LPAR IDs 1, 2, and 3.

    1.10.2  Converting Save Area configuration data from a binary file to XML 

    The Save Area data is in binary format, and it is difficult to check whether there are consistency issues with the data.The mkprofdata command can convert the Save Area data to XML format so that the data that is contained in the Save Area is checked before it is used for a recovery or restore operation. It also checks the consistency of the data because the command generates an error if the data is inconsistent.

    To convert the Save Area data to an XML format, run mkprofdata with the following syntax:

    mkprofdata -r sys -o createxml -m <system name> -x <xmlfile name>

     

    Example 1-12 shows the conversion of Save Area data to XML format that is saved to the user home directory.

    Example 1-12   Convert Save Area data to XML format by using mkprofdata
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    hscroot@hmc8:~>mkprofdata -r sys -o createxml -m SystemA -x 08052014data

    hscroot@hmc8:~>ls

    08052014data.xml  08052014data_dir.xml  tmp

    hscroot@hmc8:~>
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          Note: The mkprofdata command also can be run in Power Off condition, regardless of the server connection.

        
      

    

    1.11  Dynamic Platform Optimizer

    The Dynamic Platform Optimizer (DPO) is a PowerVM virtualization feature that is designed to improve partition memory and processor placement (affinity) on Power Servers. The server must be running firmware level 760 or later. DPO determines an optimal resource placement strategy for the server based on partition configuration and hardware topology on the system. It performs memory and processor relocations to transform the existing server layout to the optimal layout. This process occurs dynamically while the partitions are running. 

    HMC V8.8.1.0 added the ability to schedule DPO from the HMC GUI. In earlier HMC versions, DPO was available only on the CLI and had to be run manually.

     

    
      
        	
          Note: For a complete explanation about DPO and how to perform DPO from the CLI, see Chapter 15, “Dynamic Platform Optimizer”, of IBM PowerVM Virtualization Managing and Monitoring, SG24-7590.

        
      

    

    1.11.1  Scheduling DPO from the HMC GUI

    To schedule a DPO task to either start monitoring or to perform DPO from the HMC GUI, complete the following steps:

    1.	In the navigation pane, expand System Management. Select the server and click Operations → Schedule Operations, as shown in Figure 1-7.
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    Figure 1-7   Schedule operations from the HMC menu

    2.	Create a schedule in the Customize Scheduled Operation window by clicking Options → New, as shown in Figure 1-8.
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    Figure 1-8   Customize Schedule Operation window

    3.	If the system can perform DPO, a new task that is named Monitor/Perform Dynamic Platform Optimize is shown (Figure 1-9). Select Monitor/Perform Dynamic Platform Optimize and click OK.
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    Figure 1-9   Add a Scheduled Operation window

    4.	From the Set up a Scheduled Operation window, you can set up the task, as shown in Figure 1-10.
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    Figure 1-10   Set up a Scheduled Operation task - Date and Time tab

    Figure 1-11 shows the Repeat tab of the Set up a Scheduled Operation window, which you can use to repeat operations.
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    Figure 1-11   Set up a Scheduled Operation task - Repeat tab

    You can configure DPO thresholds, alerts, and actions from the Options tab, as shown in Figure 1-12.
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    Figure 1-12   Set up a Scheduled Operation task - Options tab

    There are four sections in the Options tab:

    Target of Operation	Shows the System name, Potential Affinity Score, and Current Affinity Score.

    Affinity Threshold	Sets the Server Affinity Threshold and Server Affinity Delta Threshold (Potential-Current).

    Alert/Actions	Configures a system alert email when the server reaches a certain condition.

    Perform Dynamic Platform Optimization	
Select Automatically Perform a Dynamic Platform Optimization (DPO) to perform DPO automatically when Server Affinity Threshold is less than Current Affinity Score, and the server Affinity Delta (Potential Affinity Score minus Current Affinity Score) is greater than the Server Affinity Delta Threshold.

    1.12  Power Enterprise Pools and the HMC

    Each Power Enterprise Pool is managed by a single master HMC. The HMC that is used to create a Power Enterprise Pool is set as the master HMC of that pool. After a Power Enterprise Pool is created, a redundant HMC can be configured as a backup. All Power Enterprise Pool resource assignments must be performed by the master HMC. When powering on or restarting a server, ensure that the server is connected to the master HMC, which ensures that the required Mobile Capacity on Demand resources are assigned to the server. 

    The maximum number of systems in a Power Enterprise Pool is 32 high-end or 48 mid-range systems. An HMC can manage multiple Power enterprise pools, but is limited to 1000 total partitions. The HMC can also manage systems that are not part of the Power Enterprise Pool. Powering down an HMC does not limit the assigned resources of participating systems in a pool, but does limit the ability to perform pool change operations.

    After a Power Enterprise Pool is created, the HMC can be used to perform the following functions:

    •Mobile Capacity on Demand processor and memory resources can be assigned to systems with inactive resources. Mobile Capacity on Demand resources remain on the system to which they are assigned until they are removed from the system.

    •New systems can be added to the pool and existing systems can be removed from the pool.

    •New resources can be added to the pool or existing resources can be removed from the pool.

    •Pool information can be viewed, including pool resource assignments, compliance, and history logs.

    Power Enterprise Pools qualifying machines

    To qualify for use of the Power Enterprise Pool offering, a participating system must be one of the following systems:

    •IBM Power 795 with POWER7 processors (9119-FHB)

    •IBM Power 780 with POWER7+™ processors (9179-MHD)

    •IBM Power 770 with POWER7+ processors (9117-MMD)

    Each system must have installed Machine Code release level 7.8.0 or later, and be configured with at least the minimum number of permanently active processor cores. Processor and memory activations that are enabled for movement within the pool are in addition to these base minimum configurations. 

    Two types of pools are available: 

    •One enables Power 770 class systems and is restricted to valid configurations of 9117-MMD systems. This pool is designated as a 770 pool and can support systems with different clock speeds. 

    •One enables Power 780 (9179-MHD) and Power 795 (9119-FHB) class systems and is designated as a high-end pool. This pool can support different clock speeds and different machine types. 

    Memory activations within a Power Enterprise Pool are independent of physical memory DIMM sizes and are supported in blocks of 100 GB.
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Hardware Management Console V8.8.1.0 upgrade

    This chapter covers the following topics:

    •Hardware Management Console upgrade hardware requirements and planning

    •Hardware Management Console migration to a new software level

    2.1  Hardware Management Console upgrade hardware requirements and planning

    The following section describes the prerequisites for the migration to Hardware Management Console (HMC) V8.8.1.0.

     

    
      
        	
          Note: These requirements were correct at the time of writing, but the readme file should be checked before you perform the upgrade.

        
      

    

    2.1.1  Hardware Management Console prerequisites

    Here are the HMC hardware and software prerequisites. It is a preferred practice to upgrade a backup HMC and test it before putting a new level online in a production environment.

    Software

    The migration to HMC V8.8.1.0 is supported only from the following HMC versions:

    •HMC V7.7.8 with Fix Pack MH01402

    •HMC V7.7.9

    Hardware

    The migration to HMC V8.8.1.0 is supported only from the following HMC models:

    •Rack-mounted HMC 7042-CR5, 7042-CR6, 7042-CR7, and 7042-CR8 or later

    •Desktop HMC 7042-C08 or later

    The supported minimum memory is 2 GB, although 4 GB memory is preferable.

     

    
      
        	
          Note: If the HMC has less than 2 GB of memory installed, it will not display the new User Interface.

        
      

    

    2.1.2  Managed systems

    The following IBM Power Systems are supported:

    •POWER6

    •POWER7 and POWER7+

    •POWER8

    To support the PowerVM simplification enhancements and the performance metrics, the IBM POWER7 Systems™ must be running Version 780 firmware or later.

    2.1.3  PowerVM

    PowerVM 2.2.3.0 is required for the performance metrics and the Shared Ethernet Adapter simplification.

    2.2  Hardware Management Console migration to a new software level

    To perform the HMC migration to a new software level, complete the following steps:

    1.	In the navigation pane, click HMC Management → Save Upgrade Data, as shown in Figure 2-1.
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    Figure 2-1   Save Upgrade Data

    2.	After the Save Upgrade Data task completes, put the HMC V8.8.1.0 recovery media into the HMC DVD drive and reboot the HMC. 

    3.	The HMC boots from the recovery media and starts the Install Wizard, as shown in Figure 2-2. The Next button is preselected; to cancel the installation, press the Tab key to select Cancel and then press the Enter key; otherwise, press Enter to continue with the upgrade.
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    Figure 2-2   HMC Install Wizard

    4.	Press the Tab key to select the operation, either Upgrade to a new version or Install, as shown in Figure 2-3.
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    Figure 2-3   Selecting the installation type

    You can perform an upgrade by selecting the Install operation. The Install operation destroys all the data on the hard disk, including the save upgrade data partition. If this task is used to perform the upgrade, the save upgrade data must be saved to an external USB device.

     

    5.	A confirmation window opens and prompts you to confirm the upgrade. This is the last point at which the upgrade can be canceled. 

    If the upgrade will continue, press the Enter key; otherwise, press the Tab key to select Cancel to exit the upgrade.

     

    The installation progress continues, as shown in Figure 2-4.
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    Figure 2-4   Installation progress

    6.	The HMC reboots and displays the locale selection dialog box. The default action is to display at every reboot and time out after 30 seconds. To change this action, select the appropriate entry from the three options and click OK, as shown in Figure 2-5.
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    Figure 2-5   Select Locale

    The Keyboard layout selection panel allows for a non-English US keyboard to be selected. The panel times out after 30 seconds if no selection is made, as shown in Figure 2-6.
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    Figure 2-6   Keyboard layout selection

    7.	The License Acceptance window opens. Click Accept to accept the license and continue. A second license acceptance window opens, as shown in Figure 2-7. Click Accept to display the login window.
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    Figure 2-7   License Acceptance

    Now, explore the new software level to ensure that your settings were maintained.
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Hardware Management Console and PowerVM: New simplification enhancements

    Hardware Management Console (HMC) and PowerVM enhancements were introduced by HMC V8.8.1.0.1 to simplify end-to-end IBM Power Systems virtualization and management. 

    This chapter describes the new server management tasks that are introduced by HMC 8.8.1.0.1, and PowerVM simplification enhancements.

    This chapter covers the following topics:

    •New server management tasks

    •Simplified deployment of virtualization infrastructure using templates

    •The Manage PowerVM function

    •Manage Partition enhancements

    •Integrated performance and capacity monitoring

    3.1  New server management tasks

    As part of the changes that were introduced in October 2013 to PowerVM, new features are added as part of the simplification enhancements project. 

    Here are the updates that were introduced:

    •Simplified deployment of virtualization infrastructure using templates

    •Managing PowerVM

    •Managing partition

    •Integrated Performance and Capacity Monitoring

    3.2  Simplified deployment of virtualization infrastructure using templates

    System and Partition Templates are a new concept that lets the user easily deploy a new system or a logical partition (LPAR). This section provides a brief overview about this topic; more information can be found in Chapter 4, “System and partition templates” on page 47.

    3.2.1  System templates

    Many of the system settings that were configured by using the HMC command-line interface (CLI) or the HMC GUI can now be completed by using the Deploy System from Template wizard.

    System templates contain configuration information about resources, such as the following ones:

    •System properties

    •Shared processor pools

    •Reserved storage pool

    •Shared memory pool

    •Physical I/O adapters

    •Host Ethernet Adapters

    •Single root I/O virtualization (SR-IOV) adapters

    •Virtual I/O Server (VIOS)

    •Virtual networks

    •Virtual storage

    •Initial program load (IPL)

    System template library

    The template library includes predefined system templates that are available for your immediate use.

    There are available functions that you are allowed to perform on systems templates:

    •Create custom system templates that are specific to your environment.

    •Create a custom template by copying any template that is available in the library and then change it to suit your requirements.

    •Capture the configuration of an existing system and save the details in a template.

    •Deploy a template to other systems that require the same configuration.

    Here are the list of actions: 

    •View / Edit

    •Import / Export

    •Deploy

    •Capture

    •Copy / Delete

    3.2.2  Partition templates

    Partition templates contain details for a partition that enables the deployment of partitions with consistent resource allocations.

    Here are the details that are contained in a partition template:

    •Partition name

    •Physical adapters

    •Virtual networks

    •Storage configuration

    You do not have to use a template to create a partition; however, you might find that using templates can simplify the partition creation process.

    Templates offer flexibility during the deployment process with the following deployment options:

    Create partition	This option creates a partition that is based on the template you chose, but does not turn on the partition.

    Create and activate partition	This option creates a partition that is based on the template you chose and commits the resources that are associated with that template to the partition. Unlike the previous option, this option turns on the partition.

    The predefined partition templates that are included in the template library contain configurations that are based on common scenarios. However, you also can create custom templates that contain configuration settings that are specific to your environment.

    You can create client partitions from the predefined templates that are available in the template library or from your own custom templates. 

    You can use the Deploy Partition template wizard to create AIX, IBM i, or Linux logical partitions.

    There are also actions that are allowed for Partition Templates, such as the following ones: 

    •View partition templates details.

    •Capture a partition configuration.

    •Create a logical partition from a template.

    •Change a partition template.

    •Copy a partition template.

    •Import and export a partition template.

    •Delete a partition template.

    3.3  The Manage PowerVM function

    The Manage PowerVM function on the HMC V8.8.1.0.1 manages the system-level virtualization capabilities of IBM Power Systems servers. The Manage PowerVM function presents a new way to manage the virtual resources that are associated with a system, such as the following examples: 

    •Integrated view of all virtualization resources

    •Single view of all VIOSes

    •Virtual Storage Management

    •Virtual Network Management

     

    
      
        	
          Note: You can manage the PowerVM functions at the managed system level in response to changes in workloads or to enhance performance.

        
      

    

    3.3.1  Integrated view of all virtualization resources

    As part of the enhancements that are introduced in this version, this new capability aids in the management of PowerVM from a single UI. Figure 3-1 shows that all of the virtualization components are now shown in a single UI.		
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    Figure 3-1   Virtual I/O Servers, virtual network, and virtual storage are accessible from the UI

    3.3.2  Single view of all Virtual I/O Servers

    The Manage Virtual I/O Servers function displays a list of VIOSes that are configured in the managed system. It also displays information about each VIOS configuration such as allocated memory, allocated processing units, allocated virtual processors, and status. Figure 3-2 shows the properties of the VIOSes.
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    Figure 3-2   Virtual I/O Server properties displayed in a single UI

    3.3.3  Virtual Storage Management

    You can use HMC V8.8.1.0 to manage and monitor storage devices in a PowerVM virtual storage environment. It is possible to change the configuration of the virtual storage devices that are allocated to each VIOS on the managed system. Also, you can add a VIOS to a shared storage pool cluster and manage all the shared storage pool clusters.

    The new UI lets the user view the adapter configuration of the virtual storage devices that are allocated to the VIOS. The adapter view provides a mapping of the adapters to the physical storage device. By selecting a VIOS, you can manage the virtual storage devices that are configured to a particular partition and select and view all the partitions with storage provisioned by the VIOS. Figure 3-3 shows a single VIOS scenario managing multiple LPARs and their virtual SCSI devices.
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    Figure 3-3   Adapters that are assigned to each partition

    3.3.4  Virtual Network Management

    HMC V8.8.1.0.1 helps you manage PowerVM virtual networks through a User Interface (UI). This UI uses a defined set of concepts about networking technologies with specific terminology that is introduced by IBM Power Architecture®. 

    As part of Virtual Network Management, new functions are added to perform actions on the virtual network devices:

    •Add Virtual Network wizard

    •Network Bridge Management

    •Link Aggregation Management

    •PowerVM networking concepts review

    Add Virtual Network wizard

    Click Add Virtual Network in the HMC to add an existing virtual network or a new virtual network to the server. 

    The following tasks must be completed by using the Add Virtual Network wizard:

    •Create internal or bridged networks.

    •Create tagged or untagged virtual networks.

    •Create a virtual network on an existing or a new virtual switch.

    •Create a load group or select an existing load group.

    Network Bridge Management

    From a server that is managed by the HMC, is possible to change the following PowerVM virtual network bridge properties:

    •Enable or disable network failover in the Failover field.

    •Enable or disable load balancing in the Load Balance field.

    •Change the primary VIOS and the physical adapter location from the table.

    •Enable Jumbo Frames in the network bridge for the virtual Ethernet adapter to communicate to an external network.

    •Enable QoS in the network bridge to check the priority value of all tagged packets and arrange those packets in the corresponding queue.

    Link Aggregation Management

    By using the Add Link Aggregation device wizard, you can manage a link aggregation device on the VIOS, change a link aggregation device’s properties, or remove a link aggregation device.

    PowerVM networking concepts review

    PowerVM includes extensive and powerful networking tools and technologies, which you can use to enable more flexibility, better security, and enhanced usage of hardware resources. Some of these terms and concepts are unique to the Power Architecture. Table 3-1 describes the PowerVM virtual networking technologies.

    Table 3-1   PowerVM Network technologies	

    
      
        	
          PowerVM technology

        
        	
          Definition

        
      

      
        	
          Virtual Network

        
        	
          Enables interpartition communication without assigning a physical network adapter to each partition. If the virtual network is bridged, partitions can communicate with external networks. A virtual network is identified by its name or VLAN ID and the associated virtual switch.

        
      

      
        	
          Virtual Ethernet adapter

        
        	
          Enables a client logical partition to send and receive network traffic without a physical Ethernet adapter.

        
      

      
        	
          Virtual switch

        
        	
          An in-memory, hypervisor implementation of a Layer-2 switch.

        
      

      
        	
          Network bridge

        
        	
          A software adapter that bridges physical and virtual networks to enable communication. A network bridge can be configured for failover or load sharing.

        
      

      
        	
          Link aggregation device

        
        	
          A link aggregation (also known as Etherchannel) device is a network port-aggregation technology that allows several Ethernet adapters to be aggregated.

        
      

    

    3.4  Manage Partition enhancements

    In HMC V8.8.1.0.1, the UI is updated for partition management. It is still possible to manage the partition by using the existing UI, and this is the only way for certain functions, but actions such as dynamic logical partitioning can be performed by using the new updated feature.

    For more information about managing partition enhancements, see Chapter 5, “Managing partition enhancements” on page 131.

    There is a new set of functions that is included in this new UI, as described in this section.

    3.4.1  Viewing and changing partition properties

    This new UI displays the same information that was available in the partition properties window on earlier HMC versions, but it is easier to see in the latest HMC version.

    Here is the information that is displayed about the partition:

    •Partition name

    •Operating system type and environment

    •Operating system version

    •IP address

    3.4.2  Dynamic logical partitioning

    You can use this UI to make the same changes as the previous HMC version through an interface that guides you during the process and performing validation processes concurrently.

    Here are the configuration values that can be changed:

    •Change processor and memory settings.

    •Add or remove physical adapters.

    •Virtual networks management.

    •Storage management.

    •Virtual hardware management.

    3.5  Integrated performance and capacity monitoring

    The Performance and Capacity Monitor (PCM) function collects allocation and usage data for virtualized server resources and displays data in the form of graphs and tables, which are viewable from the PCM home page. The PCM main function is to gather and display capacity reporting data and performance monitoring data. 

    The PCM function monitors the following resources:

    •Processor

    •Memory

    •Virtual storage

    •Virtual networks

    This data can help you understand how managed systems and logical partitions are using resources, and whether resources are underused or overused. It also can help you identify and fix performance bottlenecks.

    You can use the PCM to manage your current capacity and plan for future requirements.

     

    
      
        	
          Note: PCM is available in HMC V8.8.1.0 or later.

        
      

    

    For more information about PCM capabilities, see Chapter 6, “Performance and Capacity Monitor” on page 165.
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System and partition templates

    As the capabilities of PowerVM expand with the introduction of new technologies, the ability to provision virtual machines (VMs) quickly and efficiently becomes a key requirement. 

    The initial setup and configuration of Power Systems can be a complex process, and with the introduction of templates in IBM Hardware Management Console (HMC) V8.8.1.0.1, the provisioning of new Power Host systems and VMs has been simplified.

    The Templates function allows the deployment of standard or customized templates for both systems and partitions. 

    This chapter covers the following topics:

    •Virtualization environment setup

    •System templates

    •Partition templates

    4.1  Virtualization environment setup

    A template is a collection of configuration preferences that can be quickly applied to multiple or single target IBM Power Systems. Templates can be used to set up your virtualization environment, and with preconfiguring of virtual resources, a highly customized template can be created to reduce the repetition of tasks when creating VMs.

    Templates simplify the deployment process because templates contain many of the settings that previously were configured by using the HMC command-line interface (CLI) or the HMC graphical user interface (GUI) of previous versions. You can reuse a single template many times and modify templates to suit changes in environment requirements. 

    4.1.1  Template types

    There are two types of templates: 

    •System template

    •Partition template

    System templates are used to define system configuration settings that include general system properties and virtual environment settings.

    Partition templates are used to define logical partition (LPAR) and VM settings, which include general partition properties, processor and memory configuration, virtual networks and virtual storage configuration, logical Host Ethernet Adapters (HEAs), and logical Single Root I/O Virtualization (SR-IOV) port settings.

    The SR-IOV logical port settings allow virtualization of the physical ports of an adapter so that the ports can be shared by multiple partitions that are running simultaneously. 

    Templates do not contain target-specific information, so templates can be used to configure any system or partition in your environment. Partition templates can be used to deploy AIX, IBM i, and Linux LPARs.

    4.1.2  Predefined and custom templates

    Templates can be further classified as predefined templates or custom templates.

    Predefined templates contain configuration details for typical environment scenarios. Predefined templates are available for immediate use in the template library. You cannot alter the predefined templates; however, you can copy and modify them for various needs.

    Custom templates are templates that you create. Custom templates contain configuration details that are specific to your environment. You can create a custom template by using any of the following methods:

    •Copy an existing template and modify the new template according to the requirements of your environment.

    •Capture the configuration details of a currently running server or partition and save the details in to a new template.

    4.1.3  Template overview

    The deployment of LPARs using the template function requires that you understand your physical infrastructure and how the infrastructure is virtualized. You also are required to ensure that the template can be used multiple times without changing it constantly.

    Successful deployment of an LPAR from a template requires the careful planning, appropriate sizing, and configuration of your virtualization environment. The complexity of your environment might include some or all of the following components:

    •Type of storage that is attached and how it is attached and presented to your environment. For example, allocated storage requires virtual SCSI or virtual fiber connections.

    •Type of peripheral devices and how they are attached to your environment, For example, tape resources possibly require virtual fiber connections.

    •Type of adapters that are installed in your Power Systems, for example, SR-IOV capable adapters.

    •Type of Ethernet connectivity that is required and associated LAN or VLAN considerations.

    •Type of Virtual I/O Server (VIOS) implementation, for example, dual or single VIOS installations.

    You need careful planning and configuring so that a template deployment of a system or partition can be an effective usage of the virtualized environment.

    The successful deployment of templates requires the simple steps that are shown in Figure 4-1.
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    Figure 4-1   Template overview

    4.1.4  Template workflow

    Regardless of the template type, a system or partition template can be viewed, edited, copied, deleted, deployed, and exported. An understanding of the workflow for a template and how it can be customized to suit your environment allows the creation of templates that efficiently deploy systems or partitions from a template.

    An understanding of this workflow shows how templates can be created and how they can be edited to enhance their effectiveness when creating systems or LPARs from a template, as shown in Figure 4-2.

    [image: ]

    Figure 4-2   Template workflow

    In Figure 4-2, a template that is deployed to a target system can be derived from a starter template or a custom template. 

    For a starter template, the preferred practice is not to edit the original template to suit your environment, but to copy the starter template and edit the copied template to suit your current environment. You can use these practices to keep the original template in its original state if you want to create an additional template that is based on the starter template to incorporate a new or different infrastructure.

    A custom system template can be derived by capturing the configuration details of a system in a running state. This custom template includes information about the VIOS, virtual network, virtual storage, and system settings. You can capture and save these details as a custom system template by using the HMC.

    A custom partition template can be derived by capturing the configuration details of a running partition or a partition that is not activated. Save the configuration details as a custom template to enable the creation of multiple partitions with the same configuration.

    Figure 4-3 shows the functionality that is available with the templates in the template library.
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    Figure 4-3   Template options

    These functions are incorporated in to the template workflow and provide the ability to use a template that can be quickly deployed. If changes are necessary, the template can be modified to suit your needs without re-creating the template. 

    Customized templates can be copied and modified to suit an individual application or infrastructure requirement. This flexibility is limited only by your requirements and needs.

    4.1.5  Template contents

    As a template is effectively a collection of configuration details that are captured or configured, a system or a partition can be deployed from a template with minimal input.

    The following sections of this chapter go in to more detail about the templates and their contents. Figure 4-4 shows a high-level diagram of the contents of a template.
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    Figure 4-4   Template contents

    Figure 4-4 shows the relationships between the configuration details and the template.

    4.1.6  Accessing templates

    To access the Templates function of the HMC, select your managed system from the Navigation pane (left portion of the window) of the HMC, and at the bottom of the Work pane, the Templates function displays. Expand the templates to display the list of available template options. See Figure 4-5.
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    Figure 4-5   Accessing the Templates function

     

    
      
        	
          Note: To use templates fully, you must understand both PowerVM Virtualization concepts and have experience with using the HMC.

          For more information about PowerVM and its concepts, see the following IBM Redbooks publications:

          •IBM PowerVM Virtualization Introduction and Configuration, SG24-7940

          •IBM PowerVM Virtualization Managing and Monitoring, SG24-7590

          •IBM PowerVM Enhancements What is New in 2013, SG24-8198

        
      

    

    4.2  System templates

    System templates contain configuration information about resources, such as system properties, shared processor pools, reserved storage pool, shared memory pool, physical I/O adapters, HEAs, SR-IOV adapters, VIOS, virtual networks, virtual storage, and initial program load (IPL).

    Many of the system settings that are previously configured by using HMC V7.7.9.0 or earlier can now be completed by using a system template.

    The template library includes predefined system templates that contain configuration settings that are based on common usage scenarios. Predefined system templates are available for your immediate use.

    You can create custom system templates that contain configuration settings that are specific to your environment.

    You can create a custom template by copying any template that is available in the template library and then changing the copy to suit your environment.

    You can also capture the configuration of an existing system and save the details in a template. You can deploy that template to other managed systems that require the same configuration.

    System templates are primarily used to deploy settings to new systems. To deploy new systems, complete the following tasks:

    •View system template configuration information.

    •Plan to deploy a system template.

    •Capture a system configuration.

    •Deploy a system by using a system template.

    4.2.1  Viewing a system template

    To view templates from HMC V8.8.1.0.1, complete the following steps:

    1.	Select your managed system from the navigator pane, and at the bottom of the work pane, expand Templates, as shown in Figure 4-6.
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    Figure 4-6   Template menu

    2.	Select Template Library to view the available templates. A window opens, as shown in Figure 4-7.
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    Figure 4-7   Template Library

    3.	Select a template, right-click it, and select View. A new window opens, as shown in Figure 4-8.
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    Figure 4-8   System template view

    From this window, you can select menus on the left side of the window to use the various capabilities of PowerVM. These capabilities include Physical I/O, Virtual Storage, and Shared Processor Pools.

     

    
      
        	
          Note: To use fully the capabilities of system templates and to implement them in to managed systems, you must have a thorough understanding of PowerVM and its capabilities. For more information about this topic, see IBM PowerVM Virtualization Introduction and Configuration, SG24-7940.

        
      

    

    Clicking Close at any menu option returns you to the Template Library window.

    Figure 4-9, Figure 4-10 on page 58, and Figure 4-11 on page 58 show the windows that open when you select certain menu choices in Figure 4-8 on page 56. These windows show the capabilities of a system template.
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    Figure 4-9   System View - Hardware Virtualized I/O
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    Figure 4-10   System View - Virtual Networks
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    Figure 4-11   Template View - Shared Memory Pool and Reserved Storage

    4.2.2  Creating a system template

    There are two methods to create a system template from HMC V8.8.1.0.1:

    •The first method is to copy an existing template into a new template, which can then be modified as needed.

    •The second method is to capture a running VIOS server or a VIOS server that is not in an activated state and save the configuration as a customized system template.

    Copying a template

    Complete the following steps:

    1.	From the Template Library, select the system template to be copied, right-click the template, and select Copy, as shown in Figure 4-12.
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    Figure 4-12   System template - copy

    2.	Enter an appropriate system template name, as shown in Figure 4-13.

    [image: ]

    Figure 4-13   System template - copy name

    3.	Click OK.

    After the copy completes, your new template displays in the template library, as shown in Figure 4-14.
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    Figure 4-14   Template Library 

    Capturing a configuration as a template

    You can capture the configuration details from a running VIOS or a VIOS that is in the not activated state and save the configuration as a custom system template.

    This option to capture configuration as a template is available only when the managed system is in the running state.

    This function is useful if you are want to deploy multiple systems with the same configuration.

    Complete the following steps:

    1.	From the HMC V8.1.0.1, work pane, select the managed system containing the VIOS servers from which you want to create a template.

    2.	At the bottom of the work pane, expand Templates and then expand Capture Configuration as Template, as shown in Figure 4-15, to reveal the two available capture options:

     –	With Physical I/O

     –	Without Physical I/O
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    Figure 4-15   Capture Configuration as Template menu

    The configuration can be captured with or without physical I/O resources of the system. For managed systems with the same physical I/O resources, capturing with Physical I/O means that you do not have to select the resources on the target system manually upon template deployment.

    3.	This example captures the configuration with physical I/O. When you are prompted for a template name and description, enter them, as shown in Figure 4-16.
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    Figure 4-16   Capture configuration - Name

    4.	Click OK to start the capture of the configuration.

    After the configuration is captured, you are returned to the Template Library, as shown in Figure 4-17. The captured template is highlighted.

    [image: ]

    Figure 4-17   Template Library after capture

    5.	To look at the template properties, right-click the captured template and select View. Click Physical I/O to display the captured physical I/O resources, as shown in Figure 4-18. In a captured configuration with no physical I/O, no resources are displayed in this menu option.
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    Figure 4-18   System template with captured I/O

    4.2.3  Editing a system template

    To edit templates, in the Template Library window, right-click the selected template and select Edit, as shown in Figure 4-19.
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    Figure 4-19   System template - edit 

    A new window opens, as shown in Figure 4-20. This is the initial system template edit window with the available menu options on the left side of the window. 
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    Figure 4-20   Edit system template - initial window

    To save any changes to your template from any menu option, click Save and Exit to update your template, as shown in Figure 4-20.

    Clicking Save As saves your template configuration, including changes in a new system template. This is the same process as copying a template, which is described in “Copying a template” on page 59.

    You can click Virtual I/O Servers to modify a captured VIOS configuration and add an extra VIOS if your environment requires its implementation. Select the VIOS and right-click it to display the available options, as shown in Figure 4-21.
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    Figure 4-21   Edit system template - VIOS servers

    Click View/Edit VIOS Details to edit the VIOS configuration, as shown in Figure 4-22.
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    Figure 4-22   Edit VIOS details - general

    Clicking Show Advanced displays the available Advanced Settings for the VIOS. Modify these settings to suit your environment.

    You can click the Processor tab to change the Processor mode, assign processor values, and change the Processor Compatibility Mode, as shown in Figure 4-23.
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    Figure 4-23   Edit VIOS details - processor

    Click Show Advanced to display the option to change the Processor Compatibility Mode. Adjust the processor mode and processor values to suit your environment.

    You can click the Memory tab to change the assigned memory, as shown in Figure 4-24. Adjust the memory requirements to suit your environment.
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    Figure 4-24   Edit VIOS details - memory

    Click Save to update your VIOS configuration and return to Figure 4-21 on page 67.

    You can click Virtual Networks to modify the virtual networks that are on the managed system.

    Additional virtual networks can be added to this system template. You can select the appropriate virtual network to modify the selected virtual network configuration, as shown in Figure 4-25.
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    Figure 4-25   Edit system template - Virtual Networks

    Modify your virtual network settings to suit your environment.

    You can click Virtual Storage to configure a Media Repository and specify a repository size, as shown in Figure 4-26.
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    Figure 4-26   Edit system template - Virtual Storage

    Modify the virtual storage to suit your environment.

    You can click Shared Processor Pool to modify the assigned reserved and maximum processing units.

    Additional extra Shared Processor Pools with assigned reserved and maximum processing units can be added to the template, as shown in Figure 4-27.
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    Figure 4-27   Edit system template - Shared Processor Pool

    Modify shared processor pools to suit your environment.

    You can click Memory Pool and Reserved Storage to modify the configured Shared Memory Pool, as shown in Figure 4-28.
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    Figure 4-28   Edit System template - Shared Memory Pool

    Modify the shared memory pool and reserved storage configurations to suit your environment.

     

    
      
        	
          Note: Not all menu choices are shown in this section. Depending on your environment, the other menu options might be relevant and require configuration to become part of your customized system template.

        
      

    

    4.2.4  Deploying a template

    The Deploy System from Template wizard guides you in providing target system-specific information that is required to complete the deployment on to the selected system.

    Before you deploy a system template, consider the following prerequisites:

    •The HMC is at Version 8.8.1.0.1 or later.

    •The hypervisor is in the operating or standby state.

    •The managed system is in the operating or standby state.

    •The managed system does not have any LPARs that are associated to it.

    If LPARs are configured on the target system, an error message is displayed; if you continue with the deployment, the HMC completes the following actions:

     –	All system level configurations are initialized to the default values.

     –	All the LPARs that are in the running state are shut down and removed automatically.

     –	All the VIOSes that are in the running state are shut down and removed automatically.

    The wizard completes the following tasks:

    •Configures the system settings, assigns I/O adapters, and creates VIOSes.

    •Installs the VIOS software.

    •Configures the network and storage I/O settings.

    If you install the VIOS from a Network Installation Management (NIM) server, you must have the NIM server information that is required by the HMC.

    When you deploy a system from a template, the HMC checks whether the configuration that is specified meets the required system capabilities.

    To deploy a system template, select the target managed system in the HMC V8.8.1.0.1 and select Templates → Deploy System from Template, as shown in Figure 4-29.
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    Figure 4-29   Deploy System from Template selection

    Alternatively, select your system template from the Template Library, right-click the template, and select Deploy, as shown in Figure 4-30.
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    Figure 4-30   Deploy - Template Library

    The only difference between the two methods is that when you deploy from the Template Library, you are prompted by the deployment wizard to select the target system.

    Selecting Deploy on the system template starts the deployment wizard, as shown in Figure 4-31.
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    Figure 4-31   Deployment wizard

    Click Next to move to the next tab.

    You use the Select System tab to select the target system to which the template is deployed, as shown in Figure 4-32.
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    Figure 4-32   Deploy - Select a System

    If you selected Deploy System from Template on the HMC work pane, the system is preselected in the Select System tab and you must select the system template that is used for the deployment.

    When you select a target system, the Check option becomes available, as highlighted in Figure 4-32.

     

    
      
        	
          Note: Click Check because the system must be reset to the manufacturer’s default configuration as part of the system template deployment wizard.

        
      

    

    The target system also is checked for available LPARs, which are removed, as with the tasks that are involved with deploying a system from a system template. The target system that is selected for the deployment that is detailed in this section has no partitions that are configured and has the Check option selected, as shown in Figure 4-33.
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    Figure 4-33   Deploy - check target system

    Close this window and click Next to move to the next tab.

    The deployment wizard checks the target system for available resources. In Figure 4-34, the SR-IOV Adapter Settings tab is skipped because the selected system has no SR-IOV capable adapters.

    The VIOS configuration summary tab shows the VIOS configuration that is specified by the system template. To review the template, click Template Details.
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    Figure 4-34   Deploy - VIOS Configuration Summary

    The template can be viewed only when you click Template Details, as described in 4.2.1, “Viewing a system template” on page 54.

    If you want to edit the template details, cancel the deployment wizard, edit the system template, and then recommence with the deployment wizard.

    The system template in this example has only one VIOS specified; a template with an additional VIOS displays the second VIOS server in this tab.

    Click Next to move to the next tab.

    You use the Physical I/O tab to select the physical resources on the target system that will be allocated to the VIOS. Expanding Physical I/O Adapters displays the available physical resources on the target system, as shown in Figure 4-35.
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    Figure 4-35   Deploy - Physical I/O

    Select the resources to suit your environment by selecting the radio button next to the required resource.

    Expanding Host Ethernet Adapters displays the HEA resources that are available on the target system.

    As shown in Figure 4-36, a HEA port can be either a Dedicated or Shared resource. Select the drop-down box next to the required port and assign the port to the VIOS. If the VIOS will share a HEA port, set the required port as a Shared resource and select the check box next to the HEA that you want to assign to the VIOS.
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    Figure 4-36   Deploy - Physical I/O - HEA

    HEAs and SRIOV Logical Ports display only resources if they are supported by your target system.

    Select the resources to suit your environment and click Next to move to the next tab.

    You use the System Configuration Progress tab to apply system settings to the target system and create the VIOS partition. Click Start to begin this process, as shown in Figure 4-37.
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    Figure 4-37   Deploy - System Configuration Progress

    If you do not click Start but click Next instead, an error prompt opens in the deployment wizard window, as shown in Figure 4-38.
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    Figure 4-38   Deploy - System Configuration Progress - error

    Click Start to apply the system settings and to create the VIOS partition.

    The template deployment wizard applies the system configuration and creates the VIOS partition on the target system.

    The deployment shows the successful creation of a VIOS partition on the target system, as shown in Figure 4-39.
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    Figure 4-39   Deploy - System Configuration Progress - success

    Click Next to move to the next tab.

    You use the VIOS Installation Configuration tab to select the installation method for VIOS. If you use a NIM server for installation, you need the appropriate authentication credentials.

    For each VIOS server, specify the Ethernet port and TCP/IP configuration, as shown in Figure 4-40.
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    Figure 4-40   Deploy - VIOS Installation Configuration

    Select the resources and TCP/IP configuration to suit your environment.

    Click Next to move to the next tab.

    You use the VIOS Installation Progress tab to establish a Resource Monitoring and Control (RMC) connection between the HMC and VIOS LPAR.

    Click Start to establish the RMC connection, as shown in Figure 4-41.
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    Figure 4-41   Deploy - VIOS Installation Progress

    After the RMC connection is established, click Next to move to the next tab.

    You use the Network Bridge Configuration tab to set up network bridges, as shown in Figure 4-42.
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    Figure 4-42   Deploy - Network bridge configuration

    Select the resources to suit your environment and click t Next to move to the next tab.

    You use the Storage Configuration tab to create and configure a Shared Storage Pool if one is required by your environment.

    A Reserved Storage Device Pool can be configured, as shown in Figure 4-43.
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    Figure 4-43   Deploy - Reserved Storage Device configuration

    Configure the virtual storage to suit your environment and click Next to move to the next tab.

    The I/O Progress tab shows the progress of the VIOS configuration on the target system after you click Start, as shown in Figure 4-44. The deployment wizard displays the progress of the VIOS installation and the configuration of virtual storage, as specified in the Storage Configuration tab of the wizard. 
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    Figure 4-44   Deploy - I/O Progress tab

    The deployment wizard shows the successful creation of a VIOS running on the target system.

    Click Next to move to the Summary tab and display the results of the wizard, as shown in Figure 4-45.
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    Figure 4-45   Deploy - Summary

    At this stage, the target system has a running VIOS with your configuration and is ready to accept VIOS client LPAR connections, which can be created by using partition templates (for more information, see 4.3, “Partition templates” on page 91).

    4.2.5  Exporting a system template

    The new template functions of HMC V8.8.1.0.1 can export your system template configuration. To do so, select your template in the Template Library, right-click your system template, and select Export. A dialog box opens, as shown in Figure 4-46.
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    Figure 4-46   Export of system template

    You can use this function to export your template configuration to another HMC that supports templates. To do so, click Import in the Template Library.

    You also can use this function as an offsite type backup of your customized templates.

    4.2.6  Deleting a system template

    The new template functions of HMC V8.8.1.0.1 can delete your template configuration. To do so, select your system template in the Template Library, right-click your template, and select Delete. A dialog box opens, as shown in Figure 4-47.
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    Figure 4-47   Delete a system template

    4.3  Partition templates

    With HMC V8.8.1.0.1, you can create an AIX, IBM i, or Linux LPAR from any predefined or custom template in the Template Library.

    The managed system must be in a running state before you can create an LPAR from a template on that managed system. You cannot create a partition from a template when the server is in a powered off state.

     

    
      
        	
          Note: 

          •You can choose to work with one template at a time, whether you are editing, viewing, or deploying a template.

          •You can select only one system at a time when deploying a partition template.

        
      

    

    4.3.1  Viewing templates

    To view templates from HMC V8.8.1.0.1, select your managed system from the navigator pane and, at the bottom of the work pane, expand Templates, as shown in Figure 4-48.

    [image: ]

    Figure 4-48   Template menu

    Click Template Library. A new window opens, where you can view the available templates. Click the Partition tab, as shown in Figure 4-49.
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    Figure 4-49   View the template 

    Select the template that you want to view and right-click it to see the available options for the template.

    Click View to display the initial template window, where you can navigate to the required option and view its properties, as shown in Figure 4-50. When you are finished with this view, click Close.
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    Figure 4-50   View template - Properties - Name

    Click the General tab and then click Show Advanced to open the window that is shown in Figure 4-51. This window shows the advanced properties of the template.
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    Figure 4-51   View template - Properties - General tab 

     

    
      
        	
          Note: 

          •When you deploy the template to create an LPAR partition profile, the template’s assigned values are imported into the profile.

          •To see the advanced options for each tab, click Show Advanced, and each tab displays its advanced options when it is opened.

        
      

    

    Click the Processor tab to show the processor configuration that is specified by this template.

    As shown in Figure 4-52, this template is configured for Dedicated mode with assigned values and a default Processor Compatibility Mode. If you want to change the Processor mode to, for example, Shared Mode, you must edit the template, which is described in 4.3.3, “Editing templates” on page 102.
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    Figure 4-52   View template - Properties - Processors tab

    Click the Memory tab to show the memory configuration that is specified by this template, which is shown in Figure 4-53. 
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    Figure 4-53   View template - Properties - Memory tab

    If you click Virtual Networks in the Template View window, you can see whether the template is configured for either of the following modes:

    •Choose Virtual Networks during Deployment 

    •Specify Virtual Networks in this Partition Template

    Figure 4-54 shows these options.
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    Figure 4-54   View template - Virtual Networks

    If you click Virtual Storage in the Template View window, you see the following additional tabs: 

    •Virtual SCSI

    •Virtual Fibre Channel

    •Virtual Optical Device

    For each tab, you can view how each virtual resource type is configured. Here are the options:

    •Configure virtual resource during deployment

    •Configure virtual resource with captured information

    •Do not configure virtual resource

    For this example (Figure 4-55), the Virtual SCSI is configured to Configure the Virtual SCSI storage during deployment.
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    Figure 4-55   View template - Virtual Storage

    If you click Hardware Virtualized I/O and then the appropriate tab, you see the options that are selected for SR-IOV or HEA resources, as shown in Figure 4-56.
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    Figure 4-56   View template - Hardware Virtualized I/O

    4.3.2  Creating templates

    There are two methods to create a partition template through the HMC V8.8.1.0.1: 

    •The first method is to copy an existing template in to a new template, which can then be modified as needed.

    •The second method is to capture a running LPAR or an LPAR that is not in an activated state and save the configuration as a customized template.

    Copying a template

    From the Template Library, click the Partition tab, right-click the template that you want to copy, and click Copy.

    For our example, we copy one of the starter templates, as shown in Figure 4-57.
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    Figure 4-57   Copy of a template

    Enter an appropriate template name, as shown in Figure 4-58.
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    Figure 4-58   Naming a copied template

    Click OK.

    After the copy completes, your new template displays in the Template Library, as shown in Figure 4-59.
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    Figure 4-59   Copied template

    Capturing an LPAR to create a template

    You can capture the configuration details from a running partition or a partition that is in the not activated state and save the configuration as a custom template.

    This function is useful if you want to create multiple partitions with the same configuration from a correctly configured LPAR, including virtual resources that are used in your environment.

    In the HMC V8.1 work pane, select the LPAR from which you want to create a template. The bottom of the work pane changes and shows the Capture Configuration as Template option, as shown in Figure 4-60.
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    Figure 4-60   Capture Configuration as Template

    Create Capture Configuration as Template. A window opens. You are prompted to name your captured template provide an optional description of it, as shown in Figure 4-61.
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    Figure 4-61   Naming the captured LPAR

    Click OK to begin the capture.

    After the capture function completes, the template library window opens, where you can view your captured template, as shown in Figure 4-62.
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    Figure 4-62   Captured LPAR as a template

    A template that is created by copying an existing template or by capturing a configured LPAR can be edited or recopied. These edited or recopied templates create additional templates that can, for example, be used for specific applications requirements by making granular changes from a base template.

    4.3.3  Editing templates

    To edit templates, on the HMC V8.8.1.0.1, select your managed system in the navigator pane, and in the work pane, expand Templates as shown in Figure 4-63.
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    Figure 4-63   Edit a partition template

    Select Template Library from the menu choices to view the available templates, which display in a new window. Click the Partition tab and the template you want to edit.

    Right-click the template and select Edit, as shown in Figure 4-63. In this example, the IBMi_Client_Base template is selected to edit the template properties.

    A window opens, as shown in Figure 4-64. You can change the name of your template by modifying the Template Name and then clicking Save and Exit.
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    Figure 4-64   Edit template - Name / Description tab

    While you are using the template edit function, within any menu or tab, clicking Save and Exit saves the edited changes and reopens the Template Library window.

    Clicking Save As initiates the template copy function, which is described in “Copying a template” on page 97.

    Click Properties and then the General tab. Click Show Advanced to display the advanced parameters, as shown in Figure 4-65.
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    Figure 4-65   Edit template - General tab 

    Because you selected the Show Advanced option, all tabs of the Properties menu show the advanced properties for each tab by default.

    In this example, the following properties are specified:

    •The maximum number of Virtual Adapters

    •Enabled Connection Monitoring

    •Enabled Performance Information Collection

    Modify your selections to suit your environment.

    You can click the Processor Tab to change the Processor mode, assign processor values, and change the Processor Compatibility Mode. To change the processor mode from Dedicated to Shared, click the Processor Mode drop-down box, as shown in Figure 4-66.
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    Figure 4-66   Edit template - Processor tab

    In this example, changing the Processor Mode to Shared enables the editing of the Virtual Processors and Processing Units. A value can be set by either entering the required value or moving the slider arm to the wanted value.

    You can use Processor Compatibility Mode to select the appropriate mode, with selections from POWER5 to POWER8-enhanced. For more information about Processor Compatibility Modes, see 1.8, “POWER8 processor-based systems support” on page 12.

    Modify the processor assigned values to suit your environment.

    You can click the Memory tab to change the Memory Mode. To change the Memory Mode from Dedicated to Shared, click the Memory Mode drop-box, as shown in Figure 4-67.
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    Figure 4-67   Edit template - Memory tab

    In this example, the Memory Mode remains as dedicated memory and has the assigned values that are shown.

    Under this tab is the PowerVM capability of Active Memory Expansion (AME). Select the check box and enter an appropriate AME factor.

    Selecting Shared Memory Mode changes the Advanced Settings in the memory tab, as shown in Figure 4-68.
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    Figure 4-68   Edit template - Shared memory advanced settings

    Modify the memory configuration to suit your environment.

    You can click Virtual Networks so that the template can choose either of the following settings:

    •Choose Virtual Networks during Deployment

    •Specify Virtual Networks in this Partition Template

    As shown in Figure 4-69, this template specifies a virtual network during deployment and has an appropriate value.
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    Figure 4-69   Edit template - Virtual Networks 

    It is a preferred practice that if you are using the template function to create an LPAR and specify virtual resources in the template that the virtual resources are created before editing the template.

    If no virtual networks are specified on the managed system and you select the Choose Virtual Networks during Deployment option, no available options display during template deployment. This situation is covered in more detail in 4.3.4, “Deploying templates” on page 110.

    Modify the virtual network configuration to suit your environment.

    You can click Virtual Storage so that the template can be configured with the following PowerVM capabilities:

    •Virtual SCSI

    •Virtual Fibre Channel

    •Virtual Optical Device

    As shown in Figure 4-70, the new template can include virtual storage resources as part of your template deployment.
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    Figure 4-70   Edit template - Virtual Storage

    Depending on the environment that is used by the LPAR that you are going to deploy from this template, you can create virtual SCSI adapters, virtual Fibre Channel adapters, and virtual optical devices.

    In this example, during the template deployment, you are prompted to configure your virtual resources as you create the LPAR. To use the template to deploy virtual resources, have a thorough understanding of PowerVM and its concepts.

    Modify the virtual storage to suit your environment.

    When you click Save and Exit at any time while using the template edit function, the HMC V8.8.1.0.1 saves the changes and returns to the Template Library window.

    As shown in Figure 4-71, the edited changes are saved, and the template details in the Template Library window are changed.
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    Figure 4-71   Edited template

    For the IBMi_Client_Base template shown in Figure 4-71, the Processor mode was changed from Dedicated to Shared Mode and the virtual networks were updated to include details about the configured virtual networks.

    4.3.4  Deploying templates

    To create an LPAR by deploying it from a template, there are two approaches that can be taken.

    For the first approach, you can select your managed system in the navigation pane of the HMC V8.8.1.0.1. Then, in the work pane, expand Templates, as shown in Figure 4-72.
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    Figure 4-72   Deploy a partition from a template

    Click Create Partition from Template to start the wizard.

    For the second approach, click Template Library, select your template, right-click the template, and select Deploy, as shown in Figure 4-73.
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    Figure 4-73   Template deployment from the Template Library

    If you selected Create Partition from Template, the only difference from the window that is shown Figure 4-74 is an additional tab where you must specify the template to use for the deployment.

    [image: ]

    Figure 4-74   Initial deployment wizard window

    Click Next to move to the next tab.

    In the Select System tab, select the managed system that you want deploy with the selected template. For this example, System B is selected, as shown in Figure 4-75.
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    Figure 4-75   Deployment - system

    Click Next to move to the next tab

    In the Partition Configuration tab, enter the name of your LPAR, which at the completion of the wizard displays under the selected managed system in the work pane, as shown in Figure 4-76.
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    Figure 4-76   Deployment - Partition Configuration

    This tab also displays the type of LPAR to be created and the Processor and Memory configurations that are specified by the template. In this case, the template deploys an IBM i LPAR with 0.2 shared processors and 2.5 GB of memory.

    To verify the template configuration, click Template Details in the wizard window to view the template configuration, which displays the template details, but you cannot edit the template. If your template details must be edited, cancel the deployment wizard and edit your template, save the changes, and then restart the deployment wizard.

    Click Next to move to the next tab.

    In the Physical I/O tab, there are three available options.

    Physical I/O	Assign physical I/O to the LPAR.

    Logical Host Ethernet Adapter	Assign a logical port on a HEA.

    Logical SR-IOV Ethernet Adapters	Assign a logical port on an SR-IOV Ethernet Adapter.

    Depending on your environment, expand the appropriate option and as shown in Figure 4-77, select the required physical I/O resource that will be assigned to the partition as part of the LPAR deployment.
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    Figure 4-77   Deployment - Physical I/O

    If your managed system does not have HEA or SR-IOV resources, expanding the options does not display any options. For the managed system that is selected in this example, there is a HEA resource but no SR-IOV resource, as shown in Figure 4-78.
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    Figure 4-78   Deployment - Physical I/O additional

    Modify the assigned resources to suit your environment.

    Click Next to move to the next tab.

    In the Network Configuration tab, you see the virtual network that is specified by the template is used for the LPAR deployment.

    In the example that is shown in Figure 4-79, the template was specified to use a virtual network that is named DMZ by using the Specify Virtual Networks in this Partition Template item of the Virtual Networks menu of the template and completing the appropriate values.
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    Figure 4-79   Deployment - Network Configuration

    If the template is specified with the Choose Virtual Networks during Deployment option, the wizard displays the available virtual networks on the managed system.

    As shown in Figure 4-80, the wizard displays the available networks and selections for the LPAR requirements.
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    Figure 4-80   Deployment - Virtual Network

    Click Next to move to the next tab.

    In the Storage Configuration tab, there are three options that are available for your virtual storage, as shown in Figure 4-81:

    •Virtual SCSI

    •Virtual Fibre Channel

    •Virtual Optical Device
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    Figure 4-81   Deployment - Virtual Storage initial

    You can expand Virtual SCSI to assign physical volumes to your LPAR. Figure 4-82 shows volumes that are present and can be selected. Entering a volume name allows for multiple deployments to determine what volumes already are selected and to which LPAR they are assigned.
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    Figure 4-82   Deployment - Storage - Virtual SCSI

    Selecting multiple volumes is supported, as shown in Figure 4-83.
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    Figure 4-83   Deployment - Storage - Multiple Volumes

    Click Edit Connections in the wizard window to modify the virtual SCSI connections to the physical volumes that are specified, as shown in Figure 4-84.
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    Figure 4-84   Deployment - Virtual SCSI connections - Multiple 

    If your managed system has multiple VIOSes, you can select which VIOS you want for your virtual SCSI connections. In Figure 4-83 on page 120, multiple volumes were selected to be assigned to the LPAR upon deployment. In Figure 4-84 on page 121, each volume has its own virtual SCSI connection, which might not be your wanted configuration. To associate multiple volumes with a single virtual SCSI connection, select only one volume at the time of deployment, as shown in Figure 4-85. After the LPAR is created, use the LPAR management functions to add the additional volumes to the created virtual SCSI connector. 
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    Figure 4-85   Deployment -Virtual SCSI Connections - Single

    Expanding Virtual Fibre Channel shows the available Fibre Channel adapters per VIOS server, as shown in Figure 4-86.
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    Figure 4-86   Deployment - Virtual Fibre Channel 

    You can select a Fibre Channel adapter and click Edit Connections to enter appropriate WWPN values manually. If you leave the fields blank, the managed system auto-generates the WWPN values, as shown in Figure 4-87.
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    Figure 4-87   Virtual Fibre Channel connections

    Expanding Virtual Optical Drive shows the available virtual optical devices, if they are present in your managed system. If they are present, create a connection to the virtual optical device.

    Modify the virtual storage connections to suit your environment.

    Click Next to move to the next tab.

    For an IBM i LPAR, as part of the deployment, the Tagged I/O Device Configuration must be specified.

    While you are using the deployment wizard, if you specified virtual storage connections, you can use the drop-down box to select Virtual SCSI Slot for the Load Source and Alternate Restart Devices fields, as shown in Figure 4-88.
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    Figure 4-88   IBM i Tagged I/O Configuration

    Modify the Tagged I/O to suit your environment.

    Click Next to move to the next tab.

    The Summary tab, which is shown in Figure 4-89, displays your selections and is the final opportunity if you want to go back and modify your settings before you start the deployment of the LPAR from the template.
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    Figure 4-89   Deployment Summary tab

    You can click Back to go back to the previous tabs and modify the setting in those tabs.

    The remaining option on this tab is to decide whether to activate the partition after deployment or to create the LPAR only after deployment, as highlighted in Figure 4-89.

    If your LPAR has multiple volumes and you have not specified them as part of the template deployment wizard, create the partition and then modify the LPAR configuration by using the PowerVM Management functions.

    Click Finish when you are ready to begin the deployment of your LPAR on to your managed system.

    With a properly configured template and PowerVM environment, a successful deployment of your template can be achieved, as shown in Figure 4-90.
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    Figure 4-90   Deployment completed successfully 

    Clicking Close on the deployment wizard window and selecting your managed system from the navigator pane of the HMC V8.8.1.0.1 now shows the created LPAR that is based on the template configuration, as shown in Figure 4-91.
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    Figure 4-91   LPAR created in a managed system

    4.3.5  Exporting templates

    Included with the new template functions of HMC V8.8.1.0.1 is the ability to export your partition template configuration. 

    To export your template, select your template in the Template Library, right-click your template, and select Export. The window that is shown in Figure 4-92 opens.
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    Figure 4-92   Export of a partition template

    This function can be used to export your template configuration to another HMC that supports templates. To import the template, click Import in the template library in the other HMC.

    This function also can be used as an offsite type backup of your customized templates.

    4.3.6  Deleting templates

    Included with the new template functions of HMC V8.8.1.0.1 is the ability to delete your template configurations. To do so, select your template in the Template Library, right-click your template, and select Delete. The window that is shown in Figure 4-93 opens. To delete the template, click Yes.
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    Figure 4-93   Delete Template
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Managing partition enhancements

    The new partition management tools in the Hardware Management Console (HMC) V8.8.1.0.1 simplify the management of logical partitions. Changing a partition configuration is an easier task because partition configuration changes that require configuration changes on a Virtual I/O Server (VIOS) are performed along with the partition changes. As a result, there is no need to access the VIOS to perform the changes manually. This chapter explores these enhancements.

    This chapter covers the following topics:

    •Partition management

    •Viewing and changing the partition properties

    •Dynamic partitioning

    •Virtual network management

    •Storage management

    •Managing hardware-virtualized I/O adapters

    5.1  Partition management

    In HMC V8.8.1.0.1, the User Interface (UI) is updated for partition management. It is still possible to manage the partition by using the existing UI, which is the only way for certain functions, but actions such as dynamic partitioning can be performed by using the new UI.

    5.2  Viewing and changing the partition properties

    To access the new UI, you need to select the logical partition that you want to manage. After you select the partition, the Manage menu displays, as shown in Figure 5-1.
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    Figure 5-1   Manage partition selection

     

    
      
        	
          Note: The partition must be activated before you can use the Manage Partition function.

        
      

    

    Click Manage, which opens the window that is shown in Figure 5-2.
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    Figure 5-2   Manage partition window General tab and advanced options

    This window shows the following information about the partition:

    •Partition name

    •Operating system type and environment

    •Operating system version

    •IP address

    A new addition is the Save configuration changes to profile parameter; setting it to Enabled copies changes to the partition configuration by using dynamic partitioning on the partition profile.

     

    
      
        	
          Note: The Save configuration changes to profile setting also can be set in the Properties window of the logical partition in the previous HMC UI. In this window, it is referred to as Sync current configuration Capability.

        
      

    

    It is also possible to access additional partition configuration options by clicking Advanced, which displays additional partition configuration options:

    •Suspend and Resume capability

    •Live partition mobility

    •Remote restart

    5.3  Dynamic partitioning

    Dynamic partitioning can be performed on the partition by selecting the tab of the resource that you want to change.

    5.3.1  Changing processor or memory settings

    The methods of changing processor or memory settings are similar, so only changing the processor settings is described.

    To change the processor allocation, click the Processor tab and move the slider of the resource, Processing Units or Virtual Processors, that you want to change to the required value, as shown in Figure 5-3.
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    Figure 5-3   Changing virtual processors

     

    
      
        	
          Note: It is possible to change the value of the resource by entering it in to the box to the right of the Accepted value. Where the value can be less than 1, for example 0.8, the leading 0 must be included or the box shows an error indicating an invalid value.

        
      

    

    To change the memory settings, click Properties → Memory, adjust the memory settings as required, and click OK, or if additional changes must be made, Apply.

    5.3.2  Adding or removing a physical adapter

    To add a physical adapter, click the Physical I/O Adapter tab. A window similar to Figure 5-4 opens.
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    Figure 5-4   Physical I/O Adapter window

    To add an adapter, click Add Adapter. A window with the available adapters in the system opens, as shown in Figure 5-5. The default filter shows all the available adapters in the system. On systems with multiple I/O drawers, you can be filtered by I/O drawer by selecting the I/O drawer from the View drop-down menu. A filter also can be applied to show only a specific slot in each I/O drawer, for example, slot C1, by entering the filter parameter in the Filter by Physical Location text box.
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    Figure 5-5   Available I/O adapters

    In Figure 5-5, slot C1 is selected. To allocate this slot to the partition, click OK, and this adapter is added to the partition by using dynamic partitioning.

    To remove a physical adapter, select the adapter to be removed at the Physical I/O Adapter window, as shown in Figure 5-6. Click OK in the confirmation box to remove the adapter from the partition configuration.
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    Figure 5-6   Physical adapter removal

    5.4  Virtual network management

    Network management is simplified in HMC V8.8.1.0.1. Previously, the network information was available by looking at the partition profile or the Virtual Network Management window. With the new UI, the virtual network configuration is easier to understand and manage.

    5.4.1  Adding new virtual networks

    To add a new virtual network, click Virtual Networks in the Partition Management window. A window opens and shows the details of the currently configured virtual network on the partition, as shown in Figure 5-7.
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    Figure 5-7   Configured VLANS

    To add a network, click Manage Network Connections. A window opens that shows all the available virtual networks that are configured on the managed host, as shown in Figure 5-8.

     

    
      
        	
          Note: If a network bridge is shown in this window, then it is an adapter with an external connection. Networks that are internal to the managed host do not have a network bridge entry.
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    Figure 5-8   Add a VLAN

    The list of VLANs that are configured on the VIOS are displayed on the required network or networks can be selected. Click OK to add them to the pending configuration changes and return to the window that is shown in Figure 5-9.
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    Figure 5-9   Configured VLAN after it is added

    Click OK to add the adapters to the partition configuration. The HMC adds an adapter or adapters to the partition configuration.

    5.4.2  Removing a VLAN

    The process to remove a VLAN is similar to the process to add a VLAN. Click Virtual Networks → Manage Network Connections, and a window opens with all the configured networks on the partition, as shown in Figure 5-10. Select the VLAN to remove and click OK. 
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    Figure 5-10   Remove VLAN

    The Virtual Network window returns, as shown in Figure 5-9 on page 139. Click OK to complete the removal of the VLAN, which also removes the adapter from the partition configuration.

     

    
      
        	
          Note: The network configuration in the operating system must be removed from the adapter. The adapter resource and logical resources also must be removed from the operating system configuration or the removal operation fails.

        
      

    

    5.5  Storage management

    The new UI has an updated virtual storage management window. An example is shown in Figure 5-11. 
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    Figure 5-11   Updated virtual storage window

    You can use this window to see the currently assigned storage and the mapping on the VIOS. It also is possible to add and remove storage from the partition and to load or unload any virtual optical devices that are assigned to the partition.

    5.5.1  Allocation of a physical volume

    To add a new virtual storage device, click Add Virtual SCSI on the Virtual Storage window, as shown in Figure 5-12.
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    Figure 5-12   Add Virtual SCSI window

    The window that is shown in Figure 5-13 opens. To add a physical volume, select the Physical Volume radio button under Available Virtual Storage Types. A list of the available volumes with a description about the device, its capacity, and which VIOS it is attached to displays.

    In the example in Figure 5-13, the SAS Disk Drive is configured and has the name LPAR1_dvg.
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    Figure 5-13   Physical storage device selected and named

    The default action for the mapping is to create a virtual SCSI server adapter and map the device to that adapter. You can view this mapping and change the virtual adapter that is used to present the device to the client partition. To do this action, click Edit Connection, which opens the window that is shown in Figure 5-14.
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    Figure 5-14   Adapter selection

    In Figure 5-14, the default action Next Available is selected. There are two other virtual SCSI adapters that can be selected by clicking the drop-down list and selecting the adapter from the list. Click OK to accept the connection, which returns you to the previous window. Click OK in that window as well.

    If the Next Available adapter was selected, a virtual SCSI adapter is created on the VIOS and the mapping is made between the physical disk and the virtual SCSI adapter. A virtual SCSI adapter also is created on the client partition, with the required settings to enable a connection to the virtual SCSI server adapter. If an existing virtual SCSI server adapter is chosen, the physical disk is mapped to that adapter. You need to run cfgmgr on the client partition to make the new disk available for use.

    5.5.2  Allocation of a Shared Storage Pool volume

    The process to allocate a Shared Storage Pool volume is nearly the same as the process that is described in 5.5.1, “Allocation of a physical volume” on page 142; the only changes are highlighted in this section. To access the Shared Storage Pool window, click Add Virtual SCSI from the Storage Management window, as shown in Figure 5-12 on page 142. 

    There are two options: 

    •Add new Shared Storage Pool Volume

    •Add existing Shared Storage Pool volume

    To create a Shared Storage Pool volume, click Add new Shared Storage Pool Volume, as shown in Figure 5-15.
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    Figure 5-15   Add a Shared Storage Pool volume

    This window shows the details of which Storage Cluster to use, the name and size of the volume, and which VIOS to use. The virtual SCSI connection can be changed by clicking Edit Connection. The window that is shown in Figure 5-16 opens.
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    Figure 5-16   Adapter selection

    The default action, Next Available, is selected. In this example, there are two other adapters in the list that can be selected. Click OK to return to the previous window if this is the only volume to be added and then click OK again; otherwise, click Apply and enter the required details for additional volumes. 

    After all the required volumes are added, click OK to complete the volume addition task.

    In this example, only one volume was created and the default option for the connection was used. A volume is created in the specified Shared Storage Pool, and a new virtual SCSI adapter is added by using dynamic partitioning to the VIOS. The connection between the volume and the virtual SCSI adapter is created and a new adapter is added to the client partition.

    To use an existing volume, use the same procedure, but click Add Virtual SCSI → Shared Storage Pool Volume and then click Add existing Shared Storage Pool volume, as shown in Figure 5-17. In this window, you can select an existing volume from the table of volumes. You can change the adapter connection by clicking Edit Connection. The default action is Next Available; if other adapters are available, they also are shown. 

    If this is the only volume to be added, click OK; otherwise, click Apply and add additional volumes as required.
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    Figure 5-17   Existing volume selection

    5.5.3  Allocation of a logical volume

    The process to allocate a logical volume is nearly the same as the process that is described in 5.5.1, “Allocation of a physical volume” on page 142; the only changes are highlighted in this section. To access the Logical Volume window, click Add Virtual SCSI in the Storage Management window, as shown in Figure 5-12 on page 142. There are two options: 

    •Add new logical volume 

    •Add existing logical volume

    Figure 5-18 shows the Add new logical volume option.
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    Figure 5-18   Add new logical volume option

    The settings are the same for the logical volume as for the other volume options. The connection can be changed by clicking Edit Connection, which shows the same options as the other volume types.

    5.5.4  Removing storage

    The process to remove a volume is the same whether it is a physical volume, Shared Storage Pool volume, or logical volume.

    To remove a volume, click Virtual Storage → Virtual SCSI and right-click the volume to be removed. The window that is shown in Figure 5-19 opens.

    [image: ]

    Figure 5-19   Remove storage volume

    Click Remove, which removes the connection between the volume and the virtual SCSI server adapter. If the adapters in either the VIOS or client partition have no other connections, then the adapters will be removed. In the case of the Shared Storage Pool volumes, the volume also is removed from the Shared Storage Pool.

    5.5.5  Allocation of a Fibre Channel Storage adapter

    The process to add Fibre Channel storage is similar to the process for adding a virtual SCSI device. To access the Fibre Channel configuration, click Virtual Storage → Virtual Fibre Channel. The window that is shown in Figure 5-20 opens.
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    Figure 5-20   Add Fibre Channel Storage adapter

    Click Add Virtual Fibre Channel. A list of the physical adapters that are available for a virtual Fibre Channel connection (in this example, fcs2) displays, as shown in Figure 5-21.
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    Figure 5-21   Physical adapter selection

    Select the physical adapter that you will use for the virtual Fibre Channel connection and click Edit Connection. The window that is shown in Figure 5-22 opens.
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    Figure 5-22   Adapter details

    In this window, it is possible to specify the worldwide port name that the adapter uses and the connection. Click either Next available slot, which creates an adapter, or select an existing adapter. Click OK to return to the previous window, and then click OK again to configure the adapter. If there are additional adapters to configure, click Apply and repeat the procedure to add additional adapters.

    The configured adapters are now shown in the virtual Fibre Channel window that is shown in Figure 5-23.
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    Figure 5-23   Configured virtual Fibre Channel adapters

    5.5.6  Removing a virtual Fibre Channel adapter

    To remove a virtual Fibre Channel adapter, you must first unconfigure it, along with any child devices, on the client partition. After this task is done, click Virtual Storage → Virtual Fibre Channel, and the window that is shown in Figure 5-24 opens.
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    Figure 5-24   Configured virtual Fibre Channel adapters

    In this window, right-click the adapter that you want to remove and click Remove in the menu that is shown in Figure 5-25. The adapter is removed from the client partition. On the VIOS, the connection is removed between the physical Fibre Channel adapter and the virtual Fibre Channel adapter. The virtual Fibre Channel adapter then is removed from the VIOS configuration by using dynamic partitioning.
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    Figure 5-25   Fibre Channel adapter removal selected

    5.5.7  Virtual Optical devices

    Virtual Optical devices can be added and removed by using the same process that is used for Virtual SCSI devices. 

    To manage a Virtual Optical device, click Virtual Storage → Virtual Optical Device in the Manage Partition window. The window that opens shows the Virtual Optical devices that are assigned to the partition, as shown in Figure 5-26.
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    Figure 5-26   Virtual Optical Device window

    Adding a new Virtual Optical Device

    To add a new Virtual Optical device, click Add Virtual Optical Device. The window that is shown in Figure 5-27 opens. The name of the device, VIOS, and the adapter that is used for connecting to the partition can be specified.
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    Figure 5-27   Add Virtual Optical Device window

    To change the adapter connections, click Edit Connections. The window that is shown in Figure 5-28 opens. As with the Virtual Storage, the default action is to add an adapter; in Figure 5-28, an adapter in slot 17 also can be used for the connection. This example shows that Next Available is selected.
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    Figure 5-28   Edit connection

    Click OK to add the new adapter connection and return to the window that is shown in Figure 5-27 on page 156. Click OK, which, if required, adds a new virtual SCSI adapter to the VIOS and the client partition, creates the File Backed Optical device, and maps it to the specified adapter, as shown in Figure 5-29.
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    Figure 5-29   New Virtual Optical Device

    Removing a Virtual Optical Device

    To remove the Virtual Optical Device, click Virtual Storage → Virtual Optical Device in the Manage Partition window. The list of Virtual Optical Devices that are allocated to the partition is displayed. Right-click the device to be removed and select Remove, as shown in Figure 5-30. This action removes the device from the partition, and if there are no other virtual devices that are connected to the virtual SCSI adapter, then this device is removed from the VIOS and the client partition.
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    Figure 5-30   Remove Virtual Optical Device

    Loading and unloading a Virtual Optical Device

    To load a Virtual Optical Device, right-click the device and select Load, as shown in Figure 5-31.
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    Figure 5-31   Load Virtual Optical Device

    The list of the media files in the repository on the VIOS is shown in Figure 5-32. Select the required media file and click OK. This action loads the Virtual Optical Device with the required media file.
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    Figure 5-32   Media file selection

    To unload the Virtual Optical Device, right-click the device and click Unload, as shown in Figure 5-33.

     

    
      
        	
          Note: The unload operation completes without error even if the Virtual Optical Device is mounted on the client partition.
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    Figure 5-33   Unload Virtual Optical Device

    5.6  Managing hardware-virtualized I/O adapters

    You can add, change, and remove logical host Ethernet ports from the partition configuration by using the Manage Partition function on the HMC.

    5.6.1  Adding a logical host Ethernet port

    To add a logical host Ethernet port, click Add Adapter in the Hardware Virtualized I/O window, as shown in Figure 5-34.
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    Figure 5-34   Adding a Host Ethernet Adapter

    A window opens that lists the adapters that with available ports that can be added to the partition, as shown in Figure 5-35. Select the adapter to be added to the partition from the list, changes the settings (if necessary), and then click OK to apply the settings.
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    Figure 5-35   Port assignment to the partition

    This action returns you to the Hardware Virtualized I/O window, which shows the adapter with the settings from Figure 5-35 applied, as shown in Figure 5-36.

    [image: ]

    Figure 5-36   View of the added adapter

    5.6.2  Modifying a logical host Ethernet port

    To modify the settings on a logical host Ethernet port, right-click the port to be changed and select Modify Port, as shown in Figure 5-37.
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    Figure 5-37   Modify port selection

    A window similar to Figure 5-38 opens, where the settings of the assigned logical host Ethernet port can be changed. When the changes are complete, click OK to save the settings, and you return to the window that is shown in Figure 5-37.
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    Figure 5-38   Modify Host Ethernet Adapter

    5.6.3  Removing a logical host Ethernet port

    To remove a logical host Ethernet port, right-click the port to be removed, as shown in Figure 5-39, select Remove Port, and click OK.
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    Figure 5-39   Remove Host Ethernet Adapter
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Performance and Capacity Monitor

    This chapter introduces a new feature of the Hardware Management Console (HMC) V8.8.1.0: the Performance and Capacity Monitor (PCM).

    This chapter contains the following topics:

    •Performance and Capacity Monitor overview

    •Running the Performance and Capacity Monitor

    •Current Resource Utilization pane

    •Server Overview section

    •Processor Utilization Trend

    •Memory Utilization Trend

    •Network Utilization Trend

    •Storage Utilization Trend

    6.1  Performance and Capacity Monitor overview

    The PCM is a new HMC graphical user interface (GUI) that displays performance and capacity data for managed servers and logical partitions (LPARs). The PCM displays data for a single physical server in a new browser window. 

    The PCM allows the HMC to gather performance data so that a system administrator can monitor current performance and capacity changes in their IBM Power Systems environment over time. 

    Using the PCM information of physical servers and LPARs, a system administrator can determine whether there are any performance problems, and correct the causes of those performance problems. A system administrator also can gather capacity information to support capacity planning and optimize resource allocation.

    The PCM feature is available on HMC V8.8.1.0 or later, and supports POWER6 technology-based servers or higher.

    Table 6-1 lists the available features that are based on firmware and VIOS levels.

    Table 6-1   Available Performance and Capacity Monitor data

    
      
        	
          Firmware level

        
        	
          VIOS level

        
        	
          Available data

        
      

      
        	
          Less than 780 (or 780 Level in MMB Model Systems)

        
        	
          Less than 2.2.3

        
        	
          •Server CPU Utilization Statistics

          •Server Memory Assignment Statistics

          •LPAR/VIOS CPU Utilization Statistics

          •LPAR/VIOS Memory Assignment Statistics

        
      

      
        	
          Less than 780 (or 780 Level in MMB Model Systems)

        
        	
          Less than or equal to 2.2.3

        
        	
          •Server CPU Utilization Statistics

          •Server Memory Assignment Statistics

          •LPAR/VIOS CPU Utilization Statistics

          •LPAR/VIOS Memory Assignment Statistics

          •Virtual Storage Utilization Trends (vSCSI and NPIV Statistics)

        
      

      
        	
          Less than or equal to 780 (Excludes 780 Level in MMB Model Systems)

        
        	
          Less than 2.2.3

        
        	
          •Server CPU Utilization Statistics

          •Server Memory Assignment Statistics

          •LPAR/VIOS CPU Utilization Statistics

          •LPAR/VIOS Memory Assignment Statistics

          •Processing units that are consumed by Power Hypervisor

          •Time an LPAR is waiting to be dispatched

          •Virtual Network Utilization  Statistics, including VLAN stats (Excludes SEA statistics, and GUI does not show Network Trend)

        
      

      
        	
          Less than or equal to 780 (Excludes 780 Level in MMB Model Systems)

        
        	
          Less than or equal to 2.2.3

        
        	
          •Server CPU Utilization Statistics

          •Server Memory Assignment Statistics

          •LPAR/VIOS CPU Utilization Statistics

          •LPAR/VIOS Memory Assignment Statistics

          •Processing units that are consumed by Power Hypervisor alone 

          •Time an LPAR is waiting to be dispatched

          •Virtual Network Utilization  Statistics, including VLAN stats (Includes SEA statistics)

          •Virtual Storage Utilization Statistics (vSCand and NPIV Statistics) 

        
      

      
        	
          Less than or equal to 790 (SRIOV Supported Systems)

        
        	
          Less than 2.2.3

        
        	
          •Server CPU Utilization Statistics

          •Server Memory Assignment Statistics

          •LPAR/VIOS CPU Utilization Statistics

          •LPAR/VIOS Memory Assignment Statistics

          •Processing units that are consumed by Power Hypervisor

          •Time an LPAR is waiting to be dispatched

          •Virtual Network Utilization  Statistics, including VLAN stats (Excludes SEA statistics, and GUI does not show Network Trend)

          •SRIOV Statistics

        
      

      
        	
          Less than or equal to 790 (SRIOV Supported Systems)

        
        	
          Less than or equal to 2.2.3

        
        	
          •Server CPU Utilization Statistics

          •Server Memory Assignment Statistics

          •LPAR/VIOS CPU Utilization Statistics

          •LPAR/VIOS Memory Assignment Statistics

          •Processing units that are consumed by Power Hypervisor alone 

          •Time an LPAR is waiting to be dispatched

          •Virtual Network Utilization  Statistics, including VLAN stats (Includes SEA statistics)

          •Virtual Storage Utilization Statistics (vSCSI and NPIV Statistics) 9. SRIOV Statistics

        
      

    

    6.2  Running the Performance and Capacity Monitor

    This section shows how to run the PCM feature.

    6.2.1  Enabling Performance and Capacity Monitor data collection

    Data collection is disabled for all managed servers by default. Server resource utilization monitoring starts after you enable data collection and continues until you disable it. All server utilization data is stored on the HMC hard disk drive (HDD). 

    To enable the PCM data collection, complete the following steps:

    1.	In the navigation pane, click HMC Management → Change Performance Monitoring Settings, as shown in Figure 6-1.
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    Figure 6-1   Change Performance Monitoring Settings 

    2.	Enable or disable performance monitoring from the Settings for Performance Monitoring window, as shown in Figure 6-2.
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    Figure 6-2   Settings for Performance Monitoring window

    There are two sections of the Setting for Performance Monitoring window:

    Performance Data Storage	Shows and specifies the number of days to store performance data. The default number of days is 180, but the value can be set to 1 - 366 days. 

    Performance Monitoring Data Collection for Manage Servers	 
Click the toggle switch in the Collection column next to the server name from which you want to collect data to activate or disable performance monitoring. A green toggle shows that performance monitoring is activated, and a red toggle shows that performance monitoring is disabled. The toggle also displays the international symbol for on or off. You can click All On or All Off to enable or disable data collection for all servers that are managed by this HMC.

     

    
      
        	
          Note: If storage space is limited, it might not be possible to collect data for all managed servers at the same time. In this case, the All On button might be disabled.

        
      

    

    3.	Click OK to apply the changes and close the window. 

    6.2.2  Accessing the Performance and Capacity Monitor home page

    After data collection is enabled, PCM plots the data in graphs and summarizes the information in tables. A user can view the graphs and tables from the PCM home page window.

    To access the PCM home page window, complete the following steps:

    1.	In navigation pane, click System Management and select your server. 

    2.	Click Performance, or click the menu icon and select Performance, as shown in Figure 6-3.
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    Figure 6-3   Run Performance and Capacity Monitoring from HMC GUI

    6.2.3  Performance and Capacity Monitor home page

    The PCM home page contains graphs and tables representing the data that is collected from the server, as shown in Figure 6-4.
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    Figure 6-4   Performance and Capacity Monitor home page window

    There are three panes in the PCM home page window: 

    Current Resource Utilization pane	
These graphs show the systems processor utilization, memory assignment, virtual network traffic, and virtual storage traffic compared against the available capacities or against their maximum historic highs.

    Views pane	Shows a list of server resources for which s user can view performance data. The views include Server Overview, Processor Utilization Trend, Memory Utilization Trend, Network Utilization Trend, and Storage Utilization Trend.

    Details pane	Displays the graph and charts that are associated with the view you selected from the Views pane.

    6.2.4  Changing the Performance and Capacity Monitor home page settings

    A user can change the time interval settings for the graphs in the PCM home page window.

    Changing the Auto-update frequency of the Current Resource Utilization pane

    Current Resource Utilization graphs default to an auto-update value of one minute, but a longer time interval can be specified.

    To change the duration of time between updates, complete the following steps:

    1.	In the upper right corner of Current Resource Utilization section, click the menu next to Auto-update in.

    2.	Select one of the following preset values: 1 minute, 5 minutes, 10 minutes, or 15 minutes.

    The data in the graphs refreshes according to the chosen time interval. The data also is averaged over the chosen time interval. For example, the bar for current processor utilization represents the average over whichever refresh interval is selected, and the maximum value observed during the selected interval.

    Changing the time interval of the data that is displayed in the Details pane

    The default time interval in the Details pane is a four-hour time interval. However, a longer time interval can be specified. A user also can specify custom dates and times. The Details pane refreshes and displays the updated content based on the time interval user that is set and ends with the current time.

    To change the time interval, complete the following steps:

    1.	Click the menu in the upper right corner of the Details pane.

    2.	Select one of the following preset values: Last 4 Hours, Last Day, Last Week, Last Month, or Last Year. Otherwise, select Custom.

    3.	If Custom is selected, a window opens, where you specify the date and time information in the Start Date and End Date fields. Click OK to apply your changes, as shown in Figure 6-5.
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    Figure 6-5   Custom Time Interval window

    The start and end dates might not correspond exactly to the recent view because of the way the data is aggregated.

     

    
      
        	
          Note: If the time interval is changed in one view, then the interval change applies only to that view. For example, if the user changes the time interval for the Server Overview page to Last week, the time interval for the Processor Trend view remains Last 4 hours.

        
      

    

    Modifying the tables column that is viewed in the Details pane

    By default, the table shows all the available columns in the Details pane, but the table can be customized to show specific columns. Click the small triangle in the last column, and then select the required columns to remove or add to the table, as shown in Figure 6-6.
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    Figure 6-6   Modifying the tables column in the Details pane

    6.3  Current Resource Utilization pane

    The top section of PCM home page window shows the Current Resource Utilization pane, as shown in Figure 6-7.
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    Figure 6-7   Current Resource Utilization pane

    There are four graphs in the Current Resource Utilization pane: 

    Processor Usage/Peak	A graph that represents the current and peak utilization compared against the total number of processors available on the server.

    Memory Assignment	A graph that represents the current and recent peak utilization compared against the total amount of memory available on the server.

    Network Traffic	A graph that represents the average network traffic compared against the maximum amount of network bandwidth that the system used. This graph does not display traffic over physical adapters that are dedicated to logical partitions.

    Storage Traffic	A graph that represents the average storage traffic compared against the maximum storage I/O bandwidth that the system used. This graph does not display storage utilization from physical adapters that are dedicated to logical partitions.

    The blue horizontal bar for each graph represents the current utilization and the black vertical bar represent the maximum utilization.

     

    
      
        	
          Note: The Terms Available for Processor Usage/Peak and Memory Assignment graphs refer to activated licensed processor and memory. There might be additional installed processor or memory resources that can be activated through Capacity on Demand, but these resources are not considered as available resources.

        
      

    

    6.4  Server Overview section

    The Server Overview section contains graphs and tables that summarize data from virtualized server resources. This information helps you understand how physical processor and memory resources are allocated among the partitions on your server. Additionally, the information can help you understand whether partitions are using more or less than their entitled capacity for these resources. 

    To access Server Overview section, click Server Overview in Views pane window.

    The Server Overview section contains two graphs that are named Capacity Distribution by Processor and Capacity Distribution by Memory, one graph at the center that is named Top Resource Consumers, and one table at the bottom that is named Resource Utilization table, as shown in Figure 6-8.
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    Figure 6-8   Server Overview details view

    6.4.1  Capacity Distribution by Processor graph

    The Capacity Distribution by Processor graph shows the percentage and number of partitions whose processor usage is high, medium, or low relative to the partition’s entitled processor capacity. PCM designates processor utilization as high if the percentage is 91% or greater, medium if the percentage is 50 - 90%, and low if the percentage is 50% or lower.

    There are no additional configurations available for this graph. For more information, see 6.4.3, “Accessing and reviewing the Detailed Spread graphs” on page 176.

    6.4.2  Capacity Distribution by Memory graph

    The Capacity Distribution by Memory graph shows the percentage and number of partitions whose memory usage is high, medium, or low relative to the partition’s entitled memory capacity. PCM designates memory utilization as high if the percentage is 91% or greater, medium if the percentage is 50 - 90%, and low if the percentage is 50% or lower.

    There are no additional configurations available for this graph. For more information, see 6.4.3, “Accessing and reviewing the Detailed Spread graphs” on page 176.

    6.4.3  Accessing and reviewing the Detailed Spread graphs

    The Detailed Spread graphs provide an in-depth view of the partition metrics that are shown in the Capacity Distribution by Processor and by Memory graphs. Detailed Spread graphs show dots that represent individual partitions whose current processor usage (vertical axis) is plotted against entitlement (horizontal axis). The diagonal lines have slopes of 0.5, 0.9, and 1.0, which represent usage relative to entitlement of 50%, 90%, and 100%. A partition whose position is above the 1.0 line is using more than 100% of its entitled capacity.

    To show the Detailed Spread graphs, complete the following steps:

    1.	On the PCM home page window, click Show Detailed Spread in the upper right corner of Server Overview pane. The Detailed Spread graph opens in a new window, as shown is Figure 6-9.
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    Figure 6-9   Detailed Spread graph

    2.	Click More Graphs to switch between Processor Usage versus Entitlement and Memory Usage versus Assigned views.

    3.	Move the mouse pointer over one of the markers on the graph to display the name of corresponding partition.

    6.4.4  Top Resource Consumers graph

    The Top Resource Consumers graph shows up to 10 partitions or VIOSes that are using the highest number of units of the resource that the user chose.

    Each vertical line represents a single partition, VIOS, or processor pool. The top of each vertical line shows the maximum number of resource units that are consumed, and the bottom of each line represents the minimum number of resource units that are consumed. The horizontal lines that bisect the vertical lines represent the average number of resource units that are consumed. The LPAR IDs appear along the bottom of the graph directly below the vertical line of partition, VIOS, or processor pool that the line represents.

    The graph can be changed to show the 10 partitions or VIOSes that are using the most processor, memory, network, or storage resources. It is also possible to see the 10 highest processor pools. To change the graphs, complete the following steps:

    1.	On the PCM home page, click More Graphs in the upper right corner of the Top Resource Consumer graph pane.

    2.	Click one of the following options:

     –	Partitions

     –	VIO Servers

     –	Processor Pools

    If Partitions or VIO Servers is selected, continue to next step. If Processor Pools is selected, the graph refreshes and shows the top 10 partitions that are using the processor pools.

    3.	Click one of the following options:

     –	Processor

     –	Memory

     –	Network

     –	Storage

    The graph refreshes and shows the top 10 partitions or VIOSes that are using the resource that was chosen. 

    4.	Move your mouse pointer to any horizontal line to see numeric values for minimum, maximum, and average utilization.

     

    
      
        	
          Note: If there are fewer than 10 resources, the graph shows all of the user resources.

        
      

    

    6.4.5  Resource Utilization Table

    The Resource Utilization table shows the amount of server resources, such as processor or memory, that is used by each partition. It is possible to sort and filter the table. More information can be shown by clicking the partition name. An example of the additional information is shown in Figure 6-10.
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    Figure 6-10   Detailed Partitions Information from the Resource Utilization Table

    6.5  Processor Utilization Trend

    The Processor Utilization Trend graphs include historical data and trends that reflect the usage of dedicated or shared processor over time. 

    To access the Processor Utilization view, click Processor Utilization Trend in the Views pane.

    Processor Utilization Trend contains one graph in the top pane, Processor trend graphs, and one table in the bottom pane, Processor breakdown tables, as shown in Figure 6-11.
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    Figure 6-11   Processor Utilization Trend details view

    6.5.1  Processor trend graphs

    There are two kinds of graphs in Processor Utilization Trend: Server Level Utilization and Aggregated Level Utilization. To view these graphs, click More Graphs in the upper right of the Processor trend graph pane and click either Server Level Utilization or Aggregated Level Utilization.

    Processor trend graph: Server Level Utilization

    The Server Level Utilization view indicates the number of processors that a server is using at the times that are indicated along the horizontal axis. The lower shaded area represents the total number of activated physical processors on the server, and the upper shaded area indicates how many additional processors are available for activation. The line shows how total processor usage on the server varies over the selected period in comparison with the available processor capacity.

    Processor trend graph: Aggregated Level Utilization

    The Aggregated Level Utilization view shows the total number of processors that the server is using. Using this graph, it is possible to see whether processors are being used by the system firmware, VIOS, or client partitions by looking at the shading for each of them.

    6.5.2  Processor breakdown tables

    The processor breakdown tables list information that is based on partitions or pools over the selected period. The breakdown tables that are available are Breakdown by Partitions or Breakdown by Pools. 

    6.6  Memory Utilization Trend

    Memory Utilization Trend includes historical data and trends that reflect the amount of dedicated memory that is allocated or shared among logical partitions over time. 

    To access the Memory Utilization view, click Memory Utilization Trend in the Views pane. 

    Memory Utilization Trend contains one graph, Memory trend graphs, and one table, Memory breakdown tables, as shown in Figure 6-12.
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    Figure 6-12   Memory Utilization Trend details view

    6.6.1  Memory trend graphs

    There are three kinds of graphs in Memory trend graphs: the Server Level Utilization view, the Aggregated Level Utilization view, and the Active Memory Sharing (AMS) Level Utilization view. To view these graphs, click More Graphs in the upper right of Memory trend graph view and click Server Level Utilization, Aggregated Level Utilization, or AMS Level Utilization.

    Memory trend graph: Server Level Utilization

    The Server Level Utilization view indicates the memory usage for the server. Shaded areas indicate the amount of memory that is assigned to the server, the amount of memory that is allocated for use by the server, and the total memory available for use. 

    Memory trend graph: Aggregated Level Utilization

    The Aggregated Level Utilization view shows the total memory usage for the partitions on that server. Shaded areas indicate the amount of memory that is allocated to system firmware, the amount of memory that is consumed by all VIOSes, and the amount of memory that is used by client partitions.

    Memory trend graph: AMS Level Utilization

    The AMS Level Utilization view shows the amount of memory that is consumed from Active Memory Sharing (AMS). The shaded area indicates the amount of memory that is used by the shared memory pool over the selected time interval. If AMS is not configured on the managed system or the managed system does not support AMS capability, this graph is not available.

    6.6.2  Memory breakdown tables

    The Breakdown by Partitions table shows the usage of memory by individual partitions during the selected time interval.

    6.7  Network Utilization Trend

    Network Utilization Trend includes historical data and trends that reflect how logical partitions consume physical network resources or virtual local area network resources over time. 

    To access the Network Utilization view, click Network Utilization Trend in the Views pane. 

    Network Utilization Trend contains one graph, Network trend graphs, and one table, Network breakdown tables, as shown in Figure 6-13.
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    Figure 6-13   Network Utilization Trend details view

    6.7.1  Network trend graphs

    There are two kinds of graphs in Network trend graphs: Network bridges Traffic and SR-IOV Adapters Traffic. To view these graphs, click More Graphs in the upper right of Network trend graph and click Network Bridges Traffic or SR-IOV Adapters Traffic.

    Network trend graphs: Network Bridges Traffic

    The Network Bridges Traffic view shows the traffic that is flowing over virtual networks at the times that are indicated along the horizontal axis. The shaded area indicates the amount of internal virtual traffic that is tagged by a VIOS and flows over Shared Ethernet Adapters. The dotted line indicates the amount of physical traffic that is routed to a physical Network Interface Card (NIC) for sharing outside of the virtual network.

    Network trend graphs: SR-IOV Adapter Traffic view

    The SR-IOV Adapter Traffic view shows the traffic that is flowing over the SR-IOV Adapter at the times that are indicated along the horizontal axis.

    6.7.2  Network breakdown tables

    Network breakdown tables list information about network traffic over the selected period. The breakdown tables that are available are Breakdown by Partitions and Breakdown by Network Bridges. 

     

    
      
        	
          Note: PCM does not report on network traffic over physical adapters that are dedicated to partitions. A system administrator needs operating system tools to determine physical adapter traffic from each dedicated network adapter’s traffic.

        
      

    

    6.8  Storage Utilization Trend

    Storage Utilization Trend includes historical data and trends that reflect the amount of physical storage each VIOS uses and permits logical partitions to consume through virtual Small Computer System Interface (vSCSI) connections over time. Storage Utilization Trend also shows the amount of virtualized storage that is provided by an N_Port ID Virtualization (NPIV) adapter to the logical partitions.

    To access the Storage Utilization view, click Storage Utilization Trend in Views pane.

    Storage Utilization Trend contains one graph, Storage trend graphs, and one table, Storage breakdown tables, as shown in Figure 6-14.

    [image: ]

    Figure 6-14   Storage Utilization Trend details view

    6.8.1  Storage trend graphs

    There are two kinds of graphs in Storage trends graphs: vSCSI Adapters Usage and NPIV Traffic. To view these graphs, click More Graphs in the upper right of Storage trend graph view and click either vSCSI Adapters Usage or NPIV Traffic.

    Storage trend graphs: vSCSI Adapters Usage

    The vSCSI Adapters Usage view shows the I/O bandwidth for a VIOS that is using physical storage space on SCSI adapters at the times that are indicated along the horizontal axis. Each of the shaded areas represents one VIOS.

    Storage trend graphs: NPIV Traffic

    The NPIV Traffic view shows the I/O bandwidth for a VIOS that is using physical storage space through logical ports that are provided by the NPIV adapter at the times that are indicated along the horizontal axis. Each of the shaded areas represents one VIOS.

    6.8.2  Storage breakdown tables

    Storage breakdown tables list information that is based on partitions or physical Fibre Channel (FC) adapters over the selected period. The tables that are available are Breakdown by Partitions and Breakdown by Physical FC.

     

    
      
        	
          Note: Breakdown by Physical FC is available only for the Storage trend graphs NPIV Traffic view.
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          AMM

        
        	
          Advanced Management Module

        
      

      
        	
          AMS

        
        	
          Advanced Management System

        
      

      
        	
          ARP

        
        	
          Address Resolution Protocol

        
      

      
        	
          ASCII

        
        	
          American Standard Code for Information Exchange

        
      

      
        	
          ASM

        
        	
          Advanced System Management

        
      

      
        	
          ASMI

        
        	
          Advanced System Management Interface

        
      

      
        	
          BIOS

        
        	
          Basic Input/Output Setup

        
      

      
        	
          BPA

        
        	
          Bulk Power Assembly

        
      

      
        	
          BPC

        
        	
          Bulk Power Controller

        
      

      
        	
          BPH

        
        	
          Bulk Power Hub

        
      

      
        	
          BSR

        
        	
          Barrier Synchronization Register 

        
      

      
        	
          CBU

        
        	
          Capacity Back Up

        
      

      
        	
          CCD

        
        	
          Critical Console Data

        
      

      
        	
          CD

        
        	
          compact disc

        
      

      
        	
          CD-ROM

        
        	
          compact-disc read-only memory

        
      

      
        	
          CDT

        
        	
          Central Daylight Time

        
      

      
        	
          CE

        
        	
          Customer Engineer

        
      

      
        	
          CIM

        
        	
          Common Information Model

        
      

      
        	
          CLI

        
        	
          command-line interface

        
      

      
        	
          CoD

        
        	
          Capacity on Demand

        
      

      
        	
          CPU

        
        	
          central processing unit

        
      

      
        	
          CSM

        
        	
          Cluster Systems Management

        
      

      
        	
          DCOM

        
        	
          Distributed Component Object Model

        
      

      
        	
          DHCP

        
        	
          Dynamic Host Configuration Protocol

        
      

      
        	
          DIMM

        
        	
          dual inline memory module

        
      

      
        	
          DLPAR

        
        	
          Dynamic Logical Partition

        
      

      
        	
          DMA

        
        	
          Direct Memory Access

        
      

      
        	
          DNS

        
        	
          Domain Name Server

        
      

      
        	
          DST

        
        	
          Dedicated Service Tools

        
      

      
        	
          DVD

        
        	
          digital versatile disk

        
      

      
        	
          DVD-RAM

        
        	
          digital versatile disk-random access memory

        
      

      
        	
          ESA

        
        	
          IBM Electronic Service Agent™

        
      

      
        	
          FLRT

        
        	
          Fix Level Recommendation Tool

        
      

      
        	
          FP

        
        	
          Fix Pack

        
      

      
        	
          FRU

        
        	
          field-replaceable unit

        
      

      
        	
          FSP

        
        	
          flexible service processor

        
      

      
        	
          FTP

        
        	
          File Transport Protocol

        
      

      
        	
          GA

        
        	
          general availability

        
      

      
        	
          GB

        
        	
          gigabyte

        
      

      
        	
          GMT

        
        	
          Greenwich mean time

        
      

      
        	
          IBM GPFS™

        
        	
          General Parallel File System

        
      

      
        	
          GUI

        
        	
          graphical user interface

        
      

      
        	
          GUID

        
        	
          Globally Unique Identifier

        
      

      
        	
          IBM HACMP™

        
        	
          High Availability Cluster Multi Processing

        
      

      
        	
          HBA

        
        	
          Host Bay Adapter

        
      

      
        	
          HCA

        
        	
          Host Channel Adapter

        
      

      
        	
          HDD

        
        	
          hard disk drive

        
      

      
        	
          HEA

        
        	
          Host Ethernet Adapter

        
      

      
        	
          HMC

        
        	
          Hardware Management Console

        
      

      
        	
          HPS

        
        	
          High Performance Switch

        
      

      
        	
          HSL

        
        	
          high-speed link

        
      

      
        	
          HTTPS

        
        	
          Hypertext Transfer Protocol Secure

        
      

      
        	
          IBM

        
        	
          International Business Machines Corporation

        
      

      
        	
          ICMP

        
        	
          Internet Control Message Protocol

        
      

      
        	
          ID

        
        	
          identification

        
      

      
        	
          IDE

        
        	
          Integrated Drive Electronics

        
      

      
        	
          IEEE

        
        	
          Institute Electrical Electronics Engineers

        
      

      
        	
          IM

        
        	
          Information Management

        
      

      
        	
          I/O

        
        	
          input/output

        
      

      
        	
          IOA

        
        	
          input/output adapter

        
      

      
        	
          IOP

        
        	
          input/output processor

        
      

      
        	
          IP

        
        	
          Internet Protocol

        
      

      
        	
          IPL

        
        	
          Initial Program Load

        
      

      
        	
          IT

        
        	
          Information Technology

        
      

      
        	
          ITSO

        
        	
          International Technical Support Organization

        
      

      
        	
          IVE

        
        	
          Integrated Virtual Ethernet

        
      

      
        	
          KDC

        
        	
          Key Distribution Center

        
      

      
        	
          KVM

        
        	
          Keyboard, Video, Mouse

        
      

      
        	
          LAN

        
        	
          Local Area Network

        
      

      
        	
          LDAP

        
        	
          Lightweight Directory Access Protocol

        
      

      
        	
          LED

        
        	
          light-emitting diode

        
      

      
        	
          LHEA

        
        	
          Logical Host Ethernet Adapter

        
      

      
        	
          LIC

        
        	
          License Internal Code

        
      

      
        	
          LPAR

        
        	
          logical partition

        
      

      
        	
          LPM

        
        	
          Live Partition Mobility

        
      

      
        	
          LV

        
        	
          logical volume

        
      

      
        	
          LVT

        
        	
          LPAR Validation Tool

        
      

      
        	
          MAC

        
        	
          Media Access Control

        
      

      
        	
          MB

        
        	
          megabyte

        
      

      
        	
          MES

        
        	
          Miscellaneous Equipment Specification

        
      

      
        	
          MPT

        
        	
          Modem Parameter Table

        
      

      
        	
          MSP

        
        	
          Managed Service Provider

        
      

      
        	
          MTM

        
        	
          Machine Type Model

        
      

      
        	
          NDP

        
        	
          Neighbor Discovery Protocol

        
      

      
        	
          NFS

        
        	
          Network File System

        
      

      
        	
          NIC

        
        	
          network interface card

        
      

      
        	
          NIM

        
        	
          Network Installation Management

        
      

      
        	
          NPIV

        
        	
          N-Port ID Virtualization

        
      

      
        	
          NTP

        
        	
          Network Time Protocol

        
      

      
        	
          NVRAM

        
        	
          Non-Volatile RAM

        
      

      
        	
          OEM

        
        	
          Original Equipment Manufacturer

        
      

      
        	
          OS

        
        	
          operating system

        
      

      
        	
          OSI

        
        	
          Open Systems Interconnection

        
      

      
        	
          PC

        
        	
          personal computer

        
      

      
        	
          PCI

        
        	
          Peripheral Component Interconnect

        
      

      
        	
          PDF

        
        	
          Portable Document Format

        
      

      
        	
          PE

        
        	
          Product Engineer

        
      

      
        	
          PHYP

        
        	
          Power Hypervisor

        
      

      
        	
          PM

        
        	
          Performance Management

        
      

      
        	
          PMR

        
        	
          Problem Management Record

        
      

      
        	
          PPP

        
        	
          Point to Point Protocol

        
      

      
        	
          PSP

        
        	
          Preventive Service Planning

        
      

      
        	
          RAID

        
        	
          Redundant Array of Independent Disks

        
      

      
        	
          RAS

        
        	
          reliability, availability, and serviceability

        
      

      
        	
          RDMA

        
        	
          Remote Direct Memory Access

        
      

      
        	
          RIO

        
        	
          remote input/output

        
      

      
        	
          RMC

        
        	
          Resource Monitoring and Control

        
      

      
        	
          RPO

        
        	
          Record Purpose Only

        
      

      
        	
          RPQ

        
        	
          request for price quotation

        
      

      
        	
          RSA

        
        	
          Remote Supervisor Adapter

        
      

      
        	
          SAN

        
        	
          storage area network

        
      

      
        	
          SAS

        
        	
          serial-attached SCSI

        
      

      
        	
          SCP

        
        	
          Secure Copy Protocol

        
      

      
        	
          SCSI

        
        	
          Small Computer System Interface

        
      

      
        	
          SDMC

        
        	
          Systems Director Management Console

        
      

      
        	
          SF

        
        	
          Support Facility

        
      

      
        	
          SFP

        
        	
          Service Focal Point

        
      

      
        	
          SFTP

        
        	
          Secure FTP

        
      

      
        	
          SMS

        
        	
          System Management Server

        
      

      
        	
          SMTP

        
        	
          Simple Mail Transport Protocol

        
      

      
        	
          SNAP

        
        	
          Sub Network Access Protocol

        
      

      
        	
          SNI

        
        	
          Switch Network Interface

        
      

      
        	
          SNMP

        
        	
          Simple Network Management Protocol

        
      

      
        	
          SOL

        
        	
          Serial Over LAN

        
      

      
        	
          SP

        
        	
          Service Pack

        
      

      
        	
          SPCN

        
        	
          System Power Control Network

        
      

      
        	
          SPT

        
        	
          System Planning Tool

        
      

      
        	
          SQL

        
        	
          Structured Query Language

        
      

      
        	
          SRC

        
        	
          System Reference Code

        
      

      
        	
          SSH

        
        	
          Secure Shell

        
      

      
        	
          SSL

        
        	
          Secure Sockets Layer

        
      

      
        	
          SSP

        
        	
          System Support Program

        
      

      
        	
          SSR

        
        	
          IBM System Service Representative

        
      

      
        	
          SSS

        
        	
          Software Service Support

        
      

      
        	
          TCP

        
        	
          Transmission Control Protocol

        
      

      
        	
          TCP/IP

        
        	
          TCP/Internet Protocol

        
      

      
        	
          UDP

        
        	
          User Datagram Protocol

        
      

      
        	
          UEFI

        
        	
          Unified Extensive Firmware Interface

        
      

      
        	
          URL

        
        	
          Uniform Resource Locator

        
      

      
        	
          US

        
        	
          United States

        
      

      
        	
          USB

        
        	
          Universal Serial Bus

        
      

      
        	
          UTC

        
        	
          Universal Time Clock

        
      

      
        	
          VIO

        
        	
          Virtual I/O

        
      

      
        	
          VIOS

        
        	
          Virtual I/O Server

        
      

      
        	
          VLAN

        
        	
          virtual local area network

        
      

      
        	
          VM

        
        	
          virtual machine 

        
      

      
        	
          VPD

        
        	
          vital product data

        
      

      
        	
          VPN

        
        	
          virtual private network

        
      

      
        	
          VSCSI

        
        	
          virtual Small Computer System Interface

        
      

      
        	
          WWN

        
        	
          worldwide name

        
      

    

  
    Related publications

    The publications that are listed in this section are considered suitable for a more detailed description of the topics that are covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Some publications that are referenced in this list might be available in softcopy only. 

    •IBM PowerVM Enhancements What is New in 2013, SG24-8198

    •IBM PowerVM Virtualization Introduction and Configuration, SG24-7940

    •IBM PowerVM Virtualization Managing and Monitoring, SG24-7590

    •IBM Power Systems HMC Implementation and Usage Guide, SG24-7491

    •IBM Power Systems SR-IOV: Technical Overview and Introduction, REDP-5065

    You can search for, view, download, or order these documents and other Redbooks, Redpapers, Web Docs, draft and additional materials, at the following website: 

    ibm.com/redbooks

    Online resources

    These websites are also relevant as further information sources:

    •Capacity on Demand Activation

    http://www-03.ibm.com/systems/power/hardware/cod/activations.html 

    •Capacity on Demand Recovery

    http://www-01.ibm.com/support/knowledgecenter/api/redirect/powersys/v3r1m5/index.jsp?topic=/ipha2/tcodend.htm

    •Compatibility HMC Software and managed system website

    http://www.ibm.com/support/fixcentral/firmware/supportedCombinations

    •Fix Level Recommendation Tool website

    https://www-304.ibm.com/support/customercare/flrt/

    •HMC PDF information resources

    http://www14.software.ibm.com/webapp/set2/sas/f/hmcl/resources.html

    •HMC IBM POWER® Code Matrix

    http://www-304.ibm.com/webapp/set2/sas/f/power5cm/home.html

    •IBM 7042-CR8 Rack-mounted Hardware Management Console

    http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=an&subtype=ca&appname=gpateam&supplier=877&letternum=ENUSZG14-0099

    •IBM AIX information center for virtual device management

    http://www-01.ibm.com/support/knowledgecenter/api/redirect/powersys/v3r1m5/index.jsp?topic=/p7hcg/mkvdev.htm

    •IBM Electronic Support Agent website

    http://www.ibm.com/support/electronic

    •IBM Enhanced Customer Data Repository

    http://www-05.ibm.com/de/support/ecurep/index.html

    •IBM Fix Central website

    http://www-933.ibm.com/support/fixcentral/options

    •IBM ID registration

    http://www.ibm.com/registration

    •IBM Power Systems Hardware Information Center

    http://www-01.ibm.com/support/knowledgecenter/api/redirect/powersys/v3r1m5/index.jsp

    •IBM System Capacity on Demand Information

    http://www-912.ibm.com/pod/pod/

    •IBM Systems Software Information Center

    http://www-01.ibm.com/support/knowledgecenter/api/redirect/eserver/v1r2/index.jsp?

    •Monitoring the virtualization environment

    http://public.dhe.ibm.com/systems/power/docs/hw/p8/p8efe.pdf

    •MustGather LPM AIX

    ftp://ftp.software.ibm.com/systems/virtualization/vio/ztools/lpm-data-collection/lpm_diagnostic_data_requirements.doc

    •MustGather LPM IBM i 

    http://www-912.ibm.com/s_dir/slkbase.NSF/DocNumber/633439208

    •On/Off Capacity on Demand

     –	http://www-01.ibm.com/support/knowledgecenter/api/redirect/powersys/v3r1m5/index.jsp?topic=/p7ha2/onoffcodbillchange.htm 

     –	http://www-01.ibm.com/support/knowledgecenter/api/redirect/powersys/v3r1m5/index.jsp?topic=/p7ha2/onoffcodchangerequest.htm 

    •PE Debug Collection knowledge database

    http://www-912.ibm.com/s_dir/slkbase.NSF/DocNumber/451766819

    •Power Systems Capacity on Demand 

    http://www.ibm.com/systems/power/hardware/cod/index.html

    •Utility Capacity on Demand

    http://www-01.ibm.com/support/knowledgecenter/api/redirect/powersys/v3r1m5/index.jsp?topic=/p7ha2/utilitycapacityondemandkick.htm

    •VIOS Performance Advisor

    https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/Power%20Systems/page/VIOS%20Advisor

    •VIOS upgrades and fixes

    http://www14.software.ibm.com/webapp/set2/sas/f/vios/home.html

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services

  
    IBM Power Systems Hardware Management Console: Version 8 Release 8.1.0 Enhancements

    IBM Power Systems Hardware Management Console: Version 8 Release 8.1.0 Enhancements

    IBM Power Systems Hardware Management Console: Version 8 Release 8.1.0 Enhancements

    IBM Power Systems Hardware Management Console: Version 8 Release 8.1.0 Enhancements

    IBM Power Systems Hardware Management Console: Version 8 Release 8.1.0 Enhancements

    IBM Power Systems Hardware Management Console: Version 8 Release 8.1.0 Enhancements

  
    IBM Power Systems

    Hardware Management Console

    Version 8 Release 8.1.0 Enhancements

    System Partition Template and Manage Partition Enhancement features 

Performance and 
Capacity Monitor

Upgrade changes in 
HMC V8.8.1.0

    The IBM Hardware Management Console (HMC) provides systems administrators a tool for planning, deploying, and managing IBM Power Systems servers. This IBM Redbooks publication is an extension of IBM Power Systems HMC Implementation and Usage Guide, SG24-7491. It explains the new features of IBM Power Systems Hardware Management Console Version V8.8.1.0.

    The major function that the HMC provides are Power Systems server hardware management and virtualization (partition) management. You can find information about virtualization management in the following documents:

    •IBM PowerVM Virtualization Managing and Monitoring, SG24-7590

    •IBM PowerVM Virtualization Introduction and Configuration, SG24-7940

    •IBM PowerVM Enhancements What is New in 2013, SG24-8198

    •IBM Power Systems SR-IOV: Technical Overview and Introduction, REDP-5065

    The following new features of HMC V8.8.1.0 are described:

    •HMC V8.8.1.0 enhancements

    •System and Partition Templates

    •HMC and PowerVM Simplification Enhancement

    •Manage Partition Enhancement

    •Performance and Capacity Monitoring 

    •HMC V8.8.1.0 upgrade changes

    Back cover
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