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    Preface

    The use of external storage and the benefits of virtualization became a topic of discussion in the IBM® i area during the last several years. The question tends to be, what are the advantages of the use of external storage that is attached to an IBM i environment as opposed to the use of internal storage. The use of IBM PowerVM® virtualization technology to virtualize Power server processors and memory also became common in IBM i environments. However, virtualized access to external storage and network resources by using a VIO server is still not widely used.

    This IBM Redbooks® publication gives a broad overview of the IBM Storwize® family products and their features and functions. It describes the setup that is required on the storage side and describes and positions the different options for attaching IBM Storwize family products to an IBM i environment. Basic setup and configuration of a VIO server specifically for the needs of an IBM i environment is also described.

    In addition, different configuration options for a combined setup of IBM PowerHA® SystemMirror® for i and the Storwize family products are described and positioned against each other. Detailed examples are provided for the setup process that is required for these environments.

    The information that is provided in this book is useful for clients, IBM Business Partners, and IBM service professionals who need to understand how to install and configure their IBM i environment with attachment to the Storwize family products.
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Introduction to IBM Storwize Family for IBM i

    With the entrance of the IBM Storwize Family into the market, many options to attach external storage to an IBM i host system became available. This chapter describes the pros and cons of external versus internal storage. This chapter also describes the available options to connect storage of the IBM Storwize Family to IBM Power Systems and explains the differences between the available Storwize models.

    The following topics are covered in this chapter:

    •Decision support for internal versus external storage

    •Attachment options

    •Basics of IBM Storwize family

    •IBM Storwize V7000

    1.1  Decision support for internal versus external storage

    IBM i clients focus on a high number of fast disk arms to handle the small I/O block sizes that often are on IBM i. Disk performance is always mission critical.

    It is reasonable to use internal storage for the following reasons:

    •Easy to distribute specific physical disk arms between the production, test, and development partitions.

    •Everything is managed from one box.

    •In case of errors, there is only one contact person in support.

    •Easy to set up within one department.

    •There are no unwanted side effects if other partitions produce a high workload.

    However, internal disks can be annoying for the following reasons:

    •Low flexibility to expand or reduce the number of disks if needed.

    •Complete disks or expansion units must be provisioned to partitions.

    •No load balancing between disks with high read/write usage and those with low read/write usage.

    •The IBM i administrator must worry about disk protection and the number of hot spare disks.

    External storage helps solve the annoying points of internal storage and can provide solutions for most of the positive points. External storage features the following advantages:

    •Storage area network (SAN) storage can be placed in different pools for production and test workloads. It can also be implemented in different storage tier; for example, with different reliability and performance demands.

    •Availability and disk protection is managed by the storage administrator.

    •It is much easier to move or replicate the storage into other areas to minimize the risk of disaster.

    •Storage can be segmented into more and smaller parts, with the flexibility to move storage between partitions.

    •Smaller footprint in the data center that leads to reduced power and cooling costs.

    •Investment cycle for storage and server can be split apart, which allows longer use of the external storage when the IBM Power System is replaced.

    As a rule, the advantages to use external storage are growing, as more partitions must be deployed. Every logical disk unit is distributed to many physical disks and automatically protected against failure. It is possible to set up new workloads when they are needed, without the demand for more disk adapters or storage boxes.

    With the support for external storage in IBM PowerHA SystemMirror for IBM i or the built-in replication functions of the IBM Storwize Family, a broad range of disaster recovery and high availability options are available.

    IBM PowerVM Live Partition Mobility also depends on external storage. With this product, logical partitions can be moved to another IBM Power System, without the need for downtimes. This can be used for planned outages like maintenance windows or migrations.

    1.2  Attachment options

    There are several different options to connect external storage to the IBM i operating system. This section explains the differences between these attachment options and provide some hints about when to use which option.

    For more information about possible combinations of Host Bus Adapters, specific IBM Power Systems, and firmware levels, see the IBM System Storage® Interoperation Center (SSIC) at this website:

    http://www-03.ibm.com/systems/support/storage/ssic/interoperability.wss

    1.2.1  Direct attached

    Figure 1-1 shows that direct attached means a connection from a member of the IBM Storwize Family to a logical partition that is running IBM i without a switch. It is important to connect each Host Bus Adapter to each Node of the storage system for redundancy.
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    Figure 1-1   Direct attachment of IBM Storwize V7000 to IBM Power System

     

    
      
        	
          Important: Direct attached is restricted to the 4 GB adapters, 5774 or the low profile adapter 5276, and requires IBM i 7.1 TR6 with the latest Program Temporary Fixes (PTFs).

        
      

    

    Direct attached storage is a good choice for systems with up to two logical partitions. The number of partitions is limited by the Fibre Channel Ports in the storage system. It is possible to use fewer Host Bus Adapters at the client partition, but this limits the number of active paths for the disks to one, which is not considered a best practice and can be error prone.

    1.2.2  Native attached

    As shown in Figure 1-2, in a native attached setup, the storage is connected to IBM i by using a SAN switch. IBM i 7.1 TR6 with the latest PTFs is the minimum requirement for this attachment option.
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    Figure 1-2   Two native attached IBM Storwize V7000 to two IBM Power Systems

    The native attach option allows for a greater number of IBM i partitions (compared to the direct attach option) because all Host Bus Adapters are connected to the switch. The amount of the maximum partitions is limited by the number of SAN switch ports and slots in the IBM Power System.

    1.2.3  vSCSI attached

    For a storage attachment that uses vSCSI, an IBM Virtual I/O Server (VIOS) must be installed (see Figure 1-3 on page 9). The logical disks from shared SAN storage are assigned to the VIOS partitions. The VIOS provides them to the IBM i client by using virtual SCSI connections. For more information about the necessary steps for this configuration, see 3.4.1, “Setting up vSCSI connections” on page 72.

    The use of VIOS as virtualization layer provides a highly flexible and customized solution where it is possible to use fewer physical adapters as compared to direct attached and native attached configurations.

    Disks can be attached directly to the VIOS partitions (without the use of a switch) or they can be provided through the SAN fabric. In either case, the disks are mapped directly to the VIOS where they are shown as hdiskX devices. Afterward, a mapping from VIOS to the IBM i client must be configured.

     

    
      
        	
          Note: It is also possible to provide internal disks through VIOS to the IBM i partitions by using vSCSI and mirroring these disks through the IBM i operating system for resilience.
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    Figure 1-3   Dual VIOS setup for vSCSI disks

    1.2.4  N-Port ID Virtualization (NPIV) attached

    Figure 1-4 on page 10 shows the difference between vSCSI and N-Port ID Virtualization (NPIV) attached. Instead of mapping the disks to the VIOS, the disks are transported transparently through VIOS and mapped to the IBM i client. For more information about the setup process for this configuration, see 3.4.2, “Mapping storage by using NPIV” on page 76.

    Virtual Fibre Channel client adapters are assigned to the IBM i partitions. The IBM Power server hypervisor automatically generates a pair of virtual World Wide Port Numbers (WWPNs) for this adapter that is used for SAN zoning and the host attachment within the SAN storage.

     

    
      
        	
          Note: An NPIV capable Host Bus Adapter and an NPIV enabled SAN switch are required.

        
      

    

    The transparent connection of NPIV allows for better performance than virtual SCSI, simplified SAN setup, and multipath connections to the storage by adding them to different zones, as described in 2.5.3, “Multipath” on page 52.

    The NPIV setup is the most flexible configuration for a large number of partitions on a single IBM Power System.
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    Figure 1-4   Dual VIOS setup for NPIV disks

    1.3  Basics of IBM Storwize family

    The SAN Volume Controller is a storage virtualization system that facilities storage management, providing efficiency. It helps to improve storage space usage and SAN administrator productivity.

    The SAN Volume Controller can be a single point of control to provision LUNs to your entire SAN environment. It can virtualize a variety of storage systems. For more information, see the following IBM System Storage SAN Volume Controller website:

    http://www-03.ibm.com/systems/storage/software/virtualization/svc/

    You can use IBM SAN Volume Controller with two or more nodes, which are arranged in a cluster. A cluster is a pair of nodes and can grow up to four SAN Volume Controller node pairs.

    Figure 1-5 shows the front view of an IBM SAN Volume Controller.
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    Figure 1-5   SAN Volume Controller front view

    The IBM SAN Volume Controller main function is to virtualize the disk drives that are provided from different storage systems that are connected at the back end. The main function of the IBM Storwize V3700 and IBM Storwize V7000 is to provide disks from their expansion enclosures. Although these are the most usual Storwize family usage situations, the IBM Storwize V3700 and Storwize V7000 can also virtualize external storages.

    One of the main differences between the IBM Storwize V3700 and the IBM Storwize V7000 is capacity. The Storwize V3700 supports up to four expansion units and can have up to 240 TB of capacity. The Storwize V7000 can support up to nine expansion units, reaching up to 480 TB of capacity.

    Figure 1-6 shows the front view of Storwize V3700.
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    Figure 1-6   Storwize V3700 front view

    The IBM Storwize V3700 is an entry-level storage system that is targeted to meet the requirements of the small business market and the IBM Storwize V7000 is targeted toward more complex environments. There are differences with the cache per controller, maximum number of expansions, quantity of host interface, and so on.

    If you need Real-time Compression™ function, that is supported on the IBM Storwize V7000. For more information, see 2.4, “IBM Storwize V7000 and hardware compression” on page 37.

    Figure 1-7 shows the front view of the IBM Storwize V7000. For more information about configuring an IBM Storwize V7000 in an IBM i environment, see Chapter 2, “Configuring IBM Storwize V7000 with IBM i” on page 17.
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    Figure 1-7   Storwize V7000 front view

    There also is an IBM Storwize V3500 storage system. It consists of a one control enclosure. The control enclosure contains disk drives and two nodes, which are attached to the SAN fabric and reaches up to 36 TB of storage capacity.

     

    
      
        	
          Important: The IBM Storwize V3500 is available only in the following countries and regions:

          •People's Republic of China

          •Hong Kong S.A.R. of the PRC

          •Macao S.A.R. of the PRC

          •Taiwan

        
      

    

    The user interface for the IBM SAN Volume Controller is the same for all of the Storwize family, as shown in Figure 1-8.
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    Figure 1-8   IBM SAN Volume Controller Overview panel

    For more information about the features, benefits, and specifications of the IBM Storwize family, see the following websites:

    •IBM System Storage SAN Volume Controller:

    http://www-03.ibm.com/systems/storage/software/virtualization/svc/

    •IBM Storwize V7000 and Storwize V7000 Unified Disk Systems:

    http://www-03.ibm.com/systems/storage/disk/storwize_v7000/index.html

    •IBM Storwize V3700:

    http://www-03.ibm.com/systems/storage/disk/storwize_v3700/index.html

    •IBM Storwize V3500:

    http://www-03.ibm.com/systems/hk/storage/disk/storwize_v3500/index.html

    Table 1-1 list a series of videos that are available for the IBM Storwize family.

    Table 1-1   IBM Storwize videos

    
      
        	
          Video Description

        
        	
          URL

        
      

      
        	
          Storwize Family

        
        	
          http://www.youtube.com/watch?v=M0hIfLKUk1U

        
      

      
        	
          Storwize V3700

        
        	
          http://www.youtube.com/watch?v=IdxnH9YWF9s

        
      

      
        	
          Storwize V7000

        
        	
          http://www.youtube.com/watch?v=S2p4IQxIiec&feature=c4-overview-vl&list=PL48FE37276F6014E8

        
      

      
        	
          IBM Real-time Compression and Storwize V7000 and SAN Volume Controller demonstration 

        
        	
          http://www.youtube.com/watch?v=rgKj75kn2J0

        
      

    

    1.4  IBM Storwize V7000

    In this section, we provide more details about the IBM Storwize V7000.

    An IBM Storwize V7000 system consists of machine type 2076 rack-mounted enclosures. The control enclosure contains the main processing units that control the entire system and can be connected to expansion enclosures. The expansion enclosures can hold up to 12 3.5-inch drives or up to 24 2.5-inch drives.

    1.4.1  Control enclosure models

    For the 2076-112 and 2076-124 models, there are two power supply slots numbered as 1 and two canister slots numbered as 2 in Figure 1-9. The canister slots have Fibre Channel ports, USB ports, Ethernet ports, and Serial-attached SCSI ports.

    Machine type and model 2076-112 can hold up to 12 3.5-inch drives and the 2076-124 can hold up to 24 2.5-inch drives.
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    Figure 1-9   Storwize V7000 control enclosure rear view, models 112 and 124

    Figure 1-10 shows the rear view of the control enclosure for the machine type and models 2076-312 and 324, which includes 10 Gbps Ethernet ports capabilities.

    Machine type and model 2076-312 can hold up to 12 3.5-inch drives and the 2076-324 can hold up to 24 2.5-inch drives.
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    Figure 1-10   Storwize V7000 control enclosure rear view, models 312 and 324

    1.4.2  Expansion enclosure models

    Expansion enclosure model 2076-212 can hold up to 12 3.5-inch drives, as shown Figure 1-11.
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    Figure 1-11   Storwize V7000 expansion enclosure front view, models 2076-112, 212, and 312

    Expansion enclosure model 2076-224 can hold up to 24 2.5-inch drives, as shown Figure 1-12.
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    Figure 1-12   Storwize V7000 expansion enclosure front view, models 2076-124, 224, and 324

    The expansion enclosure has two power supply slots numbered as 1 and two canister slots numbered as 2 as shown in Figure 1-13.

    [image: ]

    Figure 1-13   Storwize V7000 expansion enclosure rear view

    Each canister has two SAS ports that must be connected if you are adding an expansion enclosure.

     

     

     

    
      
        	
          Note: Control enclosures have Ethernet ports, Fibre Channel ports, and USB ports. Expansion enclosures do not have these ports.
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Configuring IBM Storwize V7000 with IBM i

    This chapter describes configuring an IBM Storwize V7000 with an IBM i system.

    The following topics are covered in this chapter:

    •Initial setup

    •Initial configuration

    •Preparing the IBM Storwize V7000

    •IBM Storwize V7000 and hardware compression

    •Tips for implementing IBM Storwize V7000 in a IBM i environment

    2.1  Initial setup

    This section describes how to perform the initial configuration of an IBM Storwize V7000.

    The Storwize V7000 uses a USB key to start the initial configuration. The USB key comes with the Storwize V7000 and contains a program that is called InitTool.exe to start the initialization.

     

    
      
        	
          Tip: If you do not have the USB key that is shipped with the Storwize V7000, you can use another USB key. You can also download the InitTool.exe file from this website:

          http://www-933.ibm.com/support/fixcentral/swg/selectFixes?parent=Mid-range+disk+systems&product=ibm/Storage_Disk/IBM+Storwize+V7000+(2076)&release=All&platform=All&function=all

        
      

    

    Complete the following steps to start the initial configuration of an IBM Storwize V7000:

    1.	Insert the USB key into a personal computer that is running the Microsoft Windows operating system. The initialization program is started automatically if the system is configured to autorun for USB keys or open the USB key from Windows system and click InitTool.exe.

    2.	In the IBM Storwize V7000 Initialization Tool window (see Figure 2-1), select Initialize a new system using the USB key and click Next.
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    Figure 2-1   IBM Storwize V7000 initialization tool

    3.	The initialization panel guides you through the following steps:

    a.	Enter the IP address, subnet mask, and network gateway address.

    b.	After the initialization process finishes, eject the USB key and insert it into any USB port on the control enclosure of your Storwize V7000 system. After the USB key indicator lights stops flashing, remove the USB key from the system. 

    c.	Reinsert the USB key in your personal computer to continue setting up your system. On the Microsoft Windows operating system, you see the results of the operation.

    4.	From a personal computer that has an Ethernet connection, open a supported web browser and point to the system management IP address to start the graphical user interface.

    5.	Log in as superuser and use passw0rd for the password. It is considered a best practice to change the default password for security reasons.

     

    
      
        	
          Tip: Normally, the Storwize V7000 contains sufficient power for the system to start. If the batteries do not have sufficient charge, the system cannot start. You must wait until the system became available.

        
      

    

    2.2  Initial configuration

    Complete the following steps to complete the initial Storwize V7000 configuration:

    1.	From the Microsoft Windows operating system, open a web browser and point to the system management IP address. You see the IBM Storwize V7000 GUI, as shown in Figure 2-2.

    Log in as superuser and use passw0rd for the password. Click Continue.
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    Figure 2-2   IBM Storwize V7000 initial configuration

    2.	Read and agree to the license agreement, as shown in Figure 2-3. Click Next.

    [image: ]

    Figure 2-3   IBM Storwize V7000 license agreement

    3.	Enter the system name, time zone, date, and time, as shown in Figure 2-4. Click Next.
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    Figure 2-4   IBM Storwize V7000 system name, time zone, and date setup

    4.	You can add a license for external storage, remote copy, and real-time compression, as shown in Figure 2-5. Click Next.
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    Figure 2-5   IBM Storwize V7000 system license

    5.	Configure call home and email alert.

    You can configure your system to send an email report to IBM support if a hardware issue is detected. This function is called Call Home. To configure the Call Home feature, complete the following steps:

    a.	Click Configure Email Event Notifications, as shown in Figure 2-6.
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    Figure 2-6   Email event notifications setup

    b.	Configure the email account information as shown in Figure 2-7. Click Next.
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    Figure 2-7   Email account information

    c.	Configure the email servers, as shown in Figure 2-8. Click Next.
[image: ]

    Figure 2-8   Configuring the email servers

    d.	Enter the IBM support email address to receive the notifications, as shown in Figure 2-9. Click Next.
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    Figure 2-9   Support notifications email address

    e.	Verify the Summary information as shown in Figure 2-10 to ensure the information that is provided is correct. Click Finish.
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    Figure 2-10   Support notification summary

    f.	After the support notification is configured, you can edit the configuration by clicking Edit or you can continue with the setup by clicking Next, as shown in Figure 2-11.
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    Figure 2-11   Support notification information

    6.	The next window displays the hardware configuration, as shown in Figure 2-12. Click Next.
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    Figure 2-12   IBM Storwize V7000 hardware

    7.	An Add Enclosure pop-up window opens, as shown in Figure 2-13. Wait until the task is finished and then click Close.
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    Figure 2-13   Adding an enclosure

    8.	The configuration wizard detects the internal disk drives, as shown in Figure 2-14. The following choices are available:

     –	Accept the configuration that is proposed by selecting the check box to automatically configure the internal storage and click Finish.

     

    
      
        	
          Note: All available disks are configured into RAID sets and hot spare drives that are based on the number of drives that are found. However, this might not be what you intended to configure. Check the intended configuration before you click Finish.

        
      

    

     –	Leave the check box cleared, click Finish, and continue with the storage configuration.
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    Figure 2-14   Internal disk drives configuration proposed

    9.	After you click Finish, wait until the setup Wizard is complete, as shown in Figure 2-15.
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    Figure 2-15   Wizard setup complete

    2.3  Preparing the IBM Storwize V7000

    This section describes the steps to set up the IBM Storwize V7000, which consists of the following tasks:

    •2.3.1, “Step 1: Creating the storage pool” on page 25

    •2.3.2, “Step 2: Creating a generic volume” on page 29

    •2.3.3, “Step 3: Creating a compressed volume” on page 31

    •2.3.4, “Step 4: Creating a host” on page 34

    •2.3.5, “Step 5: Mapping the LUN to the host” on page 36

    2.3.1  Step 1: Creating the storage pool

    Complete the following steps to create the storage pool:

    1.	Open the GUI by entering the management IP address into a web browser’s URL field and log in to the Storwize V7000, as shown Figure 2-16 on page 26.
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    Figure 2-16   IBM Storwize V7000 login panel

    Figure 2-17 shows the Storwize V7000 overview window.
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    Figure 2-17   Storwize V7000 Overview panel

    2.	Go to the storage pool panel to create a storage pool. Click the Pools image button, as shown Figure 2-18.

    [image: ]

    Figure 2-18   Selecting the IBM Storwize V7000 Pools panel

    3.	To create a storage pool, click the New Pool button. In the Create Pool window, enter the pool name and click Next, as shown Figure 2-19.
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    Figure 2-19   Creating a pool

    4.	Click Detect MDisks to show you the MDisks that are to be added to the storage pool, as shown in Figure 2-20.
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    Figure 2-20   Detecting MDisks

    5.	When the Discover Devices task completes, click Close, as shown in Figure 2-21.
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    Figure 2-21   Discovering devices

    6.	Select the MDisks and click Finish to create the storage pool.

    The storage pool is created. The next steps describe how to create the volumes to be used by the systems.

    2.3.2  Step 2: Creating a generic volume

    Complete the following steps to create a generic volume:

    1.	Click the Volumes image and then select Volumes, as shown in Figure 2-22.
[image: ]

    Figure 2-22   Volumes options

    2.	In the Volumes window, click New Volume. The New Volume window is displayed, as shown in Figure 2-23.
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    Figure 2-23   Creating a volume

    3.	Click Generic and select the pool name. Enter the volume name and size, then click Create, as shown in Figure 2-24.
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    Figure 2-24   Creating a generic volume

    4.	Figure 2-25 shows the output of the volume creation task. Click Close.
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    Figure 2-25   Volume creation task output

    5.	In the Volumes window, you can see the new volume, as shown in Figure 2-26.
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    Figure 2-26   Volume information

    6.	Right-click the volume to see the volume details, as shown in Figure 2-27.

    [image: ]

    Figure 2-27   Displaying volume details

    2.3.3  Step 3: Creating a compressed volume

    This step is optional. IBM Storwize V7000 is designed to improve storage efficiency by compressing data through supported real-time compression for block storage. With real-time compression, you save a considerable amount of space. IBM Real-time Compression operates as data is written to disk, which avoids the need to store uncompressed data when waiting for compression. On the Storwize V7000, the IBM Real-time Compression feature is licensed by enclosures; on the IBM SAN Volume Controller, it is licensed by storage space (in terabytes).

    For more information about hardware compression, see 2.4, “IBM Storwize V7000 and hardware compression” on page 37.

    Complete the following steps if you want to create a compressed volume:

    1.	Click the Volumes image and select the Volumes option, as shown Figure 2-28.
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    Figure 2-28   IBM Storwize V7000 volumes options

    2.	At the top of the Volumes window, click New Volume.

    3.	In the New Volume window, click the Compressed icon to create a Compressed volume, as shown in Figure 2-29.
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    Figure 2-29   Creating a volume

    4.	As shown in Figure 2-30, select the pool and enter the volume name and size. Click Create.
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    Figure 2-30   Creating a compressed volume

    5.	After the volume is created, click Close, as shown in Figure 2-31.
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    Figure 2-31   IBM Storwize V7000 Create Volumes task panel

    6.	In the Volume window, you see the new compressed volume, as shown in Figure 2-32.
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    Figure 2-32   IBM Storwize V7000 compressed volume

    7.	Right-click the new volume and select Properties to see the volume details, as shown in Figure 2-33.
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    Figure 2-33   IBM Storwize V7000 compressed volume details

    2.3.4  Step 4: Creating a host

    Complete the following steps to create a host:

    1.	Click the Hosts image and select Hosts, as shown in Figure 2-34.
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    Figure 2-34   Hosts options

    2.	In the Hosts window, click New Host.

    3.	In the Create Host window, select Fibre Channel Host or iSCSI Host, as shown Figure 2-35.
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    Figure 2-35   Create Host options

    4.	In this example, Fibre Channel Host was selected. Enter the host name and add the WWPN. In the Advanced Settings section, select the settings that are related to your Storwize V7000 I/O Group configuration and then select the Host Type. Click Create Host, as shown in Figure 2-36.
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    Figure 2-36   Creating a Fibre Channel host

    5.	After the host is created, click Close, as shown in Figure 2-37.
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    Figure 2-37   Create host task output

    2.3.5  Step 5: Mapping the LUN to the host

    Complete the following steps to map the LUN to the host:

    1.	Click the Volumes image and select Volumes, as shown in Figure 2-38.
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    Figure 2-38   Volumes options

    2.	In the Volumes window, right-click the volume and select Map to Host, as shown in Figure 2-39.
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    Figure 2-39   Volume mapping

    3.	In the Modify Host Mappings window, select the host, select the volumes to be mapped, and click the right arrow to move the volume from the Unmapped Volumes column to the Volumes Mapped to the Host column. Click Map Volumes, as shown in Figure 2-40.
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    Figure 2-40   Mapping volumes

    The volume is now mapped to the server. Ask the server administrator to verify that the new disks are now recognized.

    2.4  IBM Storwize V7000 and hardware compression

    IBM Storwize V7000 is designed to improve storage efficiency by compressing data through supported real-time compression for block storage. With real-time compression, you save a considerable amount of space. IBM Real-time Compression is used with primary data and in production environments with database and email systems. IBM Real-time Compression operates as data is written to disk, which avoids the need to store uncompressed data when you are waiting for compression.

    On the Storwize V7000, the IBM Real-time Compression feature is licensed by enclosures; on the IBM SAN Volume Controller, it is licensed by storage space (in terabytes).

     

    
      
        	
          Important: A system with compressed volumes dedicates processor and memory resources for running the Real-time Compression function. Clients must evaluate the impact to existing workloads on systems that are heavily used before the Real-time Compression function is enabled.

        
      

    

    IBM Storwize V7000 and SAN Volume Controller customers can evaluate the Real-time Compression capability at no cost. Clients have 45 days to evaluate the Real-time Compression function. At the end of this trial period, you must purchase the required licenses for Real-time Compression or disable the function. For more information about this program, see the IBM Real-time Compression Evaluation User Guide, which is available at this website:

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S7003988&myns=s028&mynp=OCST3FR7&mync=E

    On average, an IBM i 7.1 system can achieve a data compression ratio of approximately 1:3, which is about a 66% of compression savings. For an example, see 2.4.2, “Creating a volume mirrored copy on a compressed volume” on page 39.

    2.4.1  Using the IBM Comprestimator Utility

    The IBM Comprestimator Utility is a host-based utility that can be used to provide an estimate for the achievable capacity savings by using Storwize V7000 compression and thin-provisioning. This utility is delivered as a binary executable file and is run from a host with access to the Storwize V7000 volumes to be analyzed. It performs read operations only.

    The Comprestimator tool can analyze and provide estimated compression rate for data. By using this tool, clients can determine the data that can be a good candidate for Real-time Compression. You can download this tool from this website:

    http://www-304.ibm.com/support/customercare/sas/f/comprestimator/home.html

     

    
      
        	
          Important: The IBM Comprestimator Utility does not run on IBM i; therefore, it can be used only with VIOS attached storage and not direct attached storage.

        
      

    

    Example 2-1 shows the use of this utility on a PowerVM Virtual I/O Server to provide an estimate for the compression savings for an IBM i load source volume that is mapped to the Virtual I/O Server.

    Example 2-1   Comprestimator output

    [image: ]

    # ./comprestimator -d /dev/hdisk1

    Version: 1.2.01 (Build u0004)

    Start time: 30/07/2012 03:50:58

    Device name: /dev/hdisk1

    Device size: 20.0 GB

    Number of processes: 10

    Exhaustive: no

    Sample# | Device     | Size(GB) | Compressed | Total      | Total      | Thin Provisioning | Compression | Compression

            | Name       |          | Size(GB)   | Savings(GB)| Savings(%) | Savings(%)        | Savings(%)  | Accuracy Range(%)

    --------+------------+----------+------------+------------+------------+-------------------+-------------+------------------

    3526    |/dev/hdisk1 | 20.0     | 3.9        | 16.1       | 80.6%      | 22.9%             | 74.9%       | 4.7%
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    In this example of an IBM i load source of a 20 GB volume on the Storwize V7000, the utility estimates a thin-provisioning savings of 22.9% and a compression savings of 74.9%. This results in a compressed size of 3.9 GB, which is a total capacity savings of 80.6%. This result is the required physical storage capacity that is predicted to be reduced by 80.6% as a result of the combined savings from thin provisioning and compression.

     

    
      
        	
          Note: A Storwize V7000 compressed volume is always a thinly provisioned volume from an architectural perspective when it was created with a real size of 100%. Therefore, the reported compression savings are in addition to the savings that are provided by thin provisioning, which stores areas of zeros with minimal capacity.

        
      

    

    Thin provisioning

    IBM i can use thin provisioning because it is not apparent to the server. However, you must provide adequate hard disk drives (HDDs) to sustain the required performance regardless of whether the capacity is required. Also, IBM i 7.1 does not pre-format LUNs so that initial allocations can be thin-provisioned; therefore, there is no space reclamation and the effectiveness of the thin provisioning can decline over time.

    You also must ensure that you have sufficient disks that are configured to maintain performance of the IBM i workload.

    Thin provisioning might be more applicable to test or development environments.

    2.4.2  Creating a volume mirrored copy on a compressed volume

    IBM Storwize V7000 volume mirroring is required to migrate from a standard volume to a compressed volume. The following steps show how to create a volume (VDisk) copy from an existing non-compressed IBM i volume to a compressed volume for evaluating the new Storwize V7000 real-time compression feature; for example, in terms of compression ratio and performance:

    1.	From the V7000 GUI, right-click an existing non-compressed IBM i volume and select Volume Copy Actions → Add Mirrored Copy to create a VDisk mirrored copy on a compressed volume, as shown in Figure 2-41.
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    Figure 2-41   IBM Storwize V7000 adding a mirrored copy

    2.	In the Add Volume Copy window, select Compressed as the volume type and a pool for the new VDisk copy. Click Add Copy to create a VDisk copy on a compressed volume, as shown in Figure 2-42.
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    Figure 2-42   IBM Storwize V7000 adding a volume copy

    As an alternative to the GUI procedure, the addvdiskcopy CLI command can be used for creating a compressed mirrored VDisk from an existing VDisk. The following CLI command shows an example of creating a compressed mirrored VDisk from an existing VDisk ID 10 in mdiskgroup 1, which initially allocates 2% real capacity and uses the thin-provisioning auto expand option:

    svctask addvdiskcopy -mdiskgrp 1 -rsize 2% -autoexpand -compressed 10

    The VDisk copy creation synchronization progress can be monitored from the Running Tasks information in the Storwize V7000 GUI or with the CLI command that is shown in Example 2-2, which also shows the estimated completion time.

    Example 2-2   Compression progress
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    IBM_2076:V7000-ctr-03:admin>svcinfo lsvdisksyncprogress 10

    vdisk_id vdisk_name      copy_id progress estimated_completion_time

    10       i7PFE2_SYSBAS_0 0       100

    10       i7PFE2_SYSBAS_0 1       51       120625171149
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    In this example, VDisk 10 is a 20 GB LUN that is used as an IBM i 7.1 load source. From its 18,204 MB net capacity that is available to IBM i from the virtual SCSI disk unit, approximately 59.3% is used, as shown in Figure 2-43.

    
      
        	
                                      Work with Disk Status                       I7PFE2 

                                                                       10/16/13  12:02:19 

           Elapsed time:   00:00:00                                                       

                                                                                          

                          Size    %     I/O   Request   Read  Write   Read  Write    %    

           Unit  Type      (M)  Used    Rqs  Size (K)    Rqs   Rqs     (K)   (K)   Busy   

              1  6B22    19088  59.3     .0       .0      .0     .0     .0     .0     0   

              2  6B22    19088  51.2     .0       .0      .0     .0     .0     .0     0   

              3  6B22    19088  51.2     .0       .0      .0     .0     .0     .0     0   

              4  6B22    19088  51.2     .0       .0      .0     .0     .0     .0     0   

                                                                                       

           Command                                                                        

           ===>                                                                           

           F3=Exit   F5=Refresh   F12=Cancel   F24=More keys                              

        
      

    

    Figure 2-43   IBM i Work with Disk Status display

    From the audit log entry that is shown in Example 2-3, you can see that the mirrored copy creation was started at 14:21, with an estimated completion time of 17:11. This process takes about 2:50 hours to finish the 20 GB LUN that uses the default volume synchronization rate of 50%, which provides a synchronization data rate of approximately 2 MB.

    Example 2-3   Audit log entry
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    IBM_2076:V7000-ctr-03:admin>svcinfo catauditlog -first 1

    audit_seq_no timestamp    cluster_user ssh_ip_address result res_obj_id action_cmd

    819          120625142114 superuser    9.155.44.66    0                 svctask addvdiskcopy -mdiskgrp 1 -rsize 2% -warning 80 -autoexpand -compressed 10
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    You can review the VDisk volume properties by right-clicking the volume and selecting Properties from the context menu. In the Volume Details window, select Show Details. A compression savings for the IBM i load source disk unit of 65.5% is reported, as shown in Figure 2-44. Therefore, the total savings (including thin-provisioning) are 100% − 3.64 GB / 20 GB = 81.8%.
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    Figure 2-44   IBM Storwize V7000 volume details

    Change the synchronization rate to 100% by clicking Edit or by using the svctask chvdisk –syncrate 100 <vdisk_id> command for the remaining three 20 GB LUNs from ASP1, which are on a V7000 RAID 10 array with 8x 10k RPM SAS drives that are each used by IBM i by 51.2%. This results in the following VDisk mirror creation times:

    •10 minutes for a single compressed volume with up to 16% V7000 RTC CPU usage

    •10 minutes for two compressed volumes with up to 32% V7000 RTC CPU usage

    On average, approximately 66% of compression savings was achieved, which is a data compression ratio of approximately 1:3 for the IBM i 7.1 system as shown by the volume compression savings information that is highlighted in Figure 2-45 on page 43.
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    Figure 2-45   IBM Storwize V7000 Volumes by host panel

    When the first compressed volume is created, some of the Storwize V7000 and SAN Volume Controller CPU cores and memory within the I/O group are reserved for use by the real-time compression engine. On a four-core system with Storwize V7000 or SAN Volume Controller CF8 nodes, three cores are reserved for the compression engine. On a six-core SAN Volume Controller CG8 nodes system, four cores are reserved.

    These resources are returned for general system use again when the last compressed volume is deleted. It is considered a best practice to enable compression on four- or six-node systems only if the current system CPU usage is less than 25% for a four-node system and less than 50% for a six-node system. This can have significant performance implications to all hosts that are served by the storage unit.

    2.4.3  Comparing the performance of compressed and non-compressed volumes

    For comparing the performance of compressed and non-compressed volumes, an IBM i database test workload was used, which performs read and write I/Os on a 32 GB large DB2® database.

    In the first scenario of using Storwize V7000 VDisk mirroring, both volume copies (that is, the compressed and non-compressed copies), were on the same RAID 10 rank that uses 8x 300 GB 10k RPM SAS drives. For the second scenario with a split VDisk mirroring, each copy was on its own dedicated RAID rank configuration.

     

    
      
        	
          Note: The small Storwize V7000 disk configuration that is used in this example was saturated by the IBM i workload. Therefore, it is not representative of a properly sized IBM i SAN storage configuration. However, this example still shows a compression performance evaluation.

        
      

    

    Scenario 1: Volume mirroring

    This scenario shows the achieved disk I/O performance results for the IBM i database workload with the mirrored VDisk configuration that was created as described earlier in this section. With the non-compressed volume flagged as the primary copy, approximately 899 read I/Os per second and 1165 write I/Os per second were achieved with a corresponding service time of 9 ms and 11 ms, as shown in Figure 2-46.
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    Figure 2-46   IBM Storwize V7000 performance for non-compressed primary mirrored VDisks

    After the primary copy was switched, which designates the preferred copy of the mirrored VDisk to read from, from the non-compressed volume to the compressed volume by using the svctask chvdisk −primary <copy_ID> <vdisk_ID> command, you can see a significant increase in read I/O performance with 4681 read I/Os per second and 1062 write I/Os per second with a service time of 1 ms and 12 ms, as shown in Figure 2-47 on page 45.

     

    
      
        	
          Note: Depending on the host workload characteristics, a significant read I/O performance improvement when compressed volumes are used can be achieved. Because of the compression for cache read misses and write de-stages from cache to disk, less data must be transferred.

        
      

    

    This result can be verified by comparing the disk backend read I/O rate for the MDisks, which dropped from 966 read I/Os per second for the non-compressed primary (see Figure 2-46) to only 181 read IOs per second for the compressed primary, as shown in Figure 2-47 on page 45.
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    Figure 2-47   IBM Storwize V7000 performance for compressed primary mirrored VDisks

    Scenario 2: Split volume mirroring

    As described in “Scenario 1: Volume mirroring” on page 44, which used VDisk mirroring to create a compressed copy of a non-compressed volume, this can be seen as an interim solution for testing the efficiency of the Storwize V7000 compression engine before deciding to stay with independent (that is non-mirrored) compressed or non-compressed volumes.

    In this section, a second scenario of comparing the Storwize V7000 disk I/O performance with IBM i database workload for non-mirrored non-compressed versus non-mirrored compressed volumes is reviewed. The previously mirrored volumes were split into two independent copies by migrating one mirrored copy to another equally configured RAID rank (MDisk) in another storage pool (mdiskgrp) by using the svctask migratevdisk command and by splitting the mirror by using the svctask splitvdiskcopy command.

    IBM i storage management uses I/O bundling to limit the amount of physical disk I/O. That is, multiple logical I/Os can be coalesced into a single physical disk I/O with a larger transfer size. The degree of IBM i I/O bundling also depends on the disk I/O service times. From this perspective, the IBM i disk I/O transfer sizes can vary for different storage configurations such that it is more accurate here to compare the achieved data rates (MBps) than the I/O throughput (I/O per second).

    Figure 2-48 shows the IBM i Work with Disk Status display for the case of the use of non-compressed volumes.

    
      
        	
                                      Work with Disk Status                       I7PFE2 

                                                                       10/16/13  14:08:39 

           Elapsed time:   00:07:46 

                                                                                          

                          Size    %     I/O   Request   Read  Write   Read  Write    %    

           Unit  Type      (M)  Used    Rqs  Size (K)    Rqs   Rqs     (K)   (K)   Busy   

              1  6B22    19088  78.6   1564     26.2    1097  466.9    4.6   77.0    79  

              2  6B22    19088  74.0   1857     26.0    1302  555.3    4.5   76.4    80   

              3  6B22    19088  74.0   1851     26.0    1303  548.1    4.5   77.2    76   

              4  6B22    19088  74.0   1869     25.8    1302  566.7    4.5   74.7    78   

                                                                                       

           Command                                                                        

           ===>                                                                           

           F3=Exit   F5=Refresh   F12=Cancel   F24=More keys                              

        
      

    

    Figure 2-48   Work with Disk Status display, non-compressed volumes

    Figure 2-49 shows the Work with Disk Status display for compressed volumes, which shows the IBM i I/O bundling effect with slightly smaller write transfers being used for the lower performing non-compressed volumes.

    
      
        	
                                      Work with Disk Status                       I7PFE2 

                                                                       10/16/13  14:08:39 

           Elapsed time:   00:07:46 

                                                                                          

                          Size    %     I/O   Request   Read  Write   Read  Write    %    

           Unit  Type      (M)  Used    Rqs  Size (K)    Rqs   Rqs     (K)   (K)   Busy   

              1  6B22    19088  78.7   2310     23.3    1744  566.5    4.5   81.3    66  

              2  6B22    19088  74.1   2714     23.3    2047  667.6    4.5   81.1    69   

              3  6B22    19088  74.1   2710     23.4    2050  659.2    4.5   82.3    68   

              4  6B22    19088  74.1   2744     23.2    2048  695.7    4.5   78.3    68   

                                                                                       

           Command                                                                        

           ===>                                                                           

           F3=Exit   F5=Refresh   F12=Cancel   F24=More keys                              

        
      

    

    Figure 2-49   Work with Disk Status display, compressed volumes

    By using non-compressed volumes for the IBM i database workload, looking at the 7-minute averages from Figure 2-48 on page 46, 5004 read I/Os per second (22 MBps) and 2137 write I/Os per second (159 MBps) with services times of 2 ms and 5 ms were achieved, as shown in Figure 2-50.

    [image: ]

    Figure 2-50   IBM Storwize V7000 performance for split mirror uncompressed volumes (IOPS)

    This is compared to looking at the 5-minute averages from Figure 2-49 on page 46, in which 7889 read I/Os per second (35 MBps) and 2589 write I/Os per second (204 MBps) with 0 ms and 4 ms was achieved with the compressed volumes, as shown in Figure 2-51.
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    Figure 2-51   IBM Storwize V7000 performance for split mirror compressed volumes (IOPS)

    As described in “Scenario 1: Volume mirroring” on page 44, significant disk I/O performance improvements are possible by using compression when the V7000/SAN Volume Controller disk backend is already highly used. This is due to the compression in which less data must be read and written from and to the disk backend, which causes a lower disk usage rate and, therefore, better disk response times.

    Looking at the V7000 disk backend data rates, you can see a significant reduction of the backend workload from 78 MBps reads and 172 MB/ps for the case of non-compressed volumes that are shown in Figure 2-52 on page 49. This is down to only 14 MBps reads and 16 ps writes for compressed volumes, as shown in Figure 2-53 on page 49.

    However, as can also be seen from Figure 2-53 on page 49, with the system CPU utilization reaching around 50% and the real-time compression CPU utilization peaking at 56%, a proper sizing of the Storwize V7000 system with regards to CPU utilization as described in 2.4.2, “Creating a volume mirrored copy on a compressed volume” on page 39 becomes more important when the compression feature is used.
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    Figure 2-52   IBM Storwize V7000 performance for split mirror non-compressed volumes (MBps)
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    Figure 2-53   IBM Storwize V7000 performance for split mirror compressed volumes (MBps)

    Conclusion

    In this evaluation of the Storwize V7000 V6.4 real-time compression feature with IBM i database workload, an average compression savings of 66% was achieved. This compression ratio of 1:3 can be considered representative because it also aligns well with the typical IBM i tape drive compaction ratio.

    From a performance perspective for the tested configuration and workload, a 23% increase in IBM i database disk throughput with even lower response times was observed when V7000 compressed volumes were used versus non-compressed volumes. This improvement was gained for a V7000/SAN Volume Controller disk backend, which was already highly utilized when the non-compressed volumes were used.

    A significant performance improvement by using real-time compression can be expected only for already highly utilized disk backends and is achieved because of the compression, in which less data must be read from and written to the disk backend. However, the reduction of the disk backend utilization comes with a higher V7000/SAN Volume Controller CPU utilization. This is due to the processing power that is required for the software real-time compression engine so that for a proper V7000/SAN Volume Controller, sizing the aspect of CPU utilization is not neglected.

    2.5  Tips for implementing IBM Storwize V7000 in a IBM i environment

    This section describes the following useful tips for implementing the IBM Storwize V7000 in a IBM i environment:

    •2.5.1, “Storwize V7000 configuration options” on page 50

    •2.5.2, “Host attachment” on page 51

    •2.5.3, “Multipath” on page 52

    •2.5.4, “Zoning SAN switches” on page 55

    •2.5.5, “Data layout” on page 57

    •2.5.6, “Solid-State Drives” on page 59

    •2.5.7, “Booting from SAN” on page 60

    •2.5.8, “Sizing for performance” on page 60

    •2.5.9, “Performance monitoring” on page 61

    •2.5.10, “Copy services considerations” on page 61

    •2.5.11, “Translation from 520-byte blocks to 512-byte blocks” on page 62

     

    2.5.1  Storwize V7000 configuration options

    Different hardware and RAID options are available for the Storwize V7000 and can be validated in terms of performance by using the Disk Magic sizing tool. You can configure the RAID level and array width according to the solution that you modeled in Disk Magic tool. It is considered a best practice to follow the default configuration options as outlined in the Storwize V7000 GUI configuration wizard.

    The default configuration option in the Storwize V7000 GUI is RAID 5 with a default array width of 7+P for SAS HDDs, RAID 6 for Nearline HDDs with a default array width of 10+P+Q, and RAID 1 with a default array width of 2 for SSDs.

    It is considered a best practice to create a dedicated storage pool for IBM i with enough managed disks that are backed by enough spindles to handle the expected IBM i workload. Modeling with the Disk Magic tool by using actual client performance data can be performed to size the storage system properly.

    .

    
      
        	
          Note: Disk Magic is a tool that is used to size IBM disk subsystems that are based on the performance and objectives of the workloads that are hosted on the disk subsystem. IBM Disk Magic is a product to be used only by IBM personnel or an IBM Business Partner.

        
      

    

    For more information about Disk Magic sizing for IBM i, see Chapter 5, Sizing for Midrange Storage, in the IBM Redbooks publication IBM i and Midrange External Storage, SG24-7668.

    2.5.2  Host attachment

    Figure 2-54 shows that an IBM i system only logs in to a Storwize V7000 node a single time from an I/O port adapter on the IBM i LPAR.

    [image: ]

    Figure 2-54   NPIV connection

    The same connection considerations apply when you are connecting by using the native connection option without VIOS. The following best practices guidelines are useful:

    •Isolate host connections from remote copy connections (Metro Mirror or Global Mirror) where possible.

    •Isolate other host connections from IBM i host connections on a host port basis.

    •Always have symmetric pathing by connection type. That is, use the same number of paths on all host adapters that are used by each connection type.

    •Size the number of host adapters that are needed based on expected aggregate maximum bandwidth and maximum IOPS (use the Disk Magic tool or other common sizing methods that are based on actual or expected workload).

    2.5.3  Multipath

    Multipath provides greater resiliency for SAN-attached storage. IBM i supports up to eight paths to each LUN. In addition to the availability considerations, laboratory performance testing shows that two or more paths provide performance improvements when compared to a single path. Typically, two paths to a LUN is the ideal balance of price and performance.

     

    
      
        	
          Disk Magic tool: The Disk Magic tool supports multipathing only over two paths.

        
      

    

    You might want to consider more than two paths for workloads where there is a high wait time or where high I/O rates are expected to LUNs.

    Multipath for a LUN is achieved by connecting the LUN to two or more ports that belong to different adapters in an IBM i partition, as shown in the following examples:

    •With native connection, although it is not a requirement, it is considered a recommended practice for availability reasons to have the ports for multipath be on different physical adapters in IBM i.

    •With VIOS NPIV connection, the virtual Fibre Channel adapters for multipath should be evenly spread across the different VIOS.

    •With VIOS vSCSI connection, the virtual SCSI adapters for multipath should be evenly spread across the different VIOS.

    Figure 2-55 shows a high-level view of multipath in different types of connections.
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    Figure 2-55   IBM i multipath options

    IBM i multipath provides resiliency in case the hardware for one of the paths fails. It also provides performance improvement as multipath uses I/O load balancing in a round-robin mode among the paths.

    Every LUN in Storwize V7000 uses one V7000 node as a preferred node. The I/O traffic to or from the particular LUN normally goes through the preferred node. If that node fails, the I/O is transferred to the remaining node.

    With IBM i multipath, all the paths to a LUN through the preferred node are active and the path through the non-preferred node is passive. Multipath employs the load balancing among the paths to a LUN that go through the node, which is preferred for that LUN.

    Multipath with native and VIOS NPIV connections

    In native and VIOS NPIV connections, multipath is achieved by assigning the same LUN to multiple physical or virtual FC adapters in IBM i. The same LUN is assigned to multiple WWPNs, each from one port in a physical or virtual FC adapter, with each virtual FC adapter assigned to different VIOS.

    For clarity, this description is limited to a multipath with two WWPNs. By using the preferred practice of switch zoning, you can achieve the situation where four paths are established from a LUN to the IBM i where two of the paths going through adapter 1 (in NPIV also through VIOS 1) and two of the paths going through adapter 2 (in NPIV also through VIOS 2). From the two paths that go through each adapter, one goes through the preferred node and other goes through the non-preferred node. Therefore, two of the four paths are active, each of them going through different adapter, and different VIOS if NPIV is used. Two of the paths are passive, each of them going through different adapter, and different VIOS if NPIV is used. IBM i multipathing uses a round-robin algorithm to balance the I/O among the paths that are active.

    Figure 2-56 shows the detailed view of paths in multipath with native or VIOS NPIV connection to the Storwize V7000. The solid lines refer to active paths, and the dotted lines refer to the passive paths. The red lines present one switch zone and green lines present the other switch zone.
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    Figure 2-56   Native or NPIV connection multipath view

    Figure 2-57 show the IBM i view of paths to the LUN that is connected in VIOS NPIV. You can see two active and two passive paths are established to each LUN.

    
      
        	
                                  Display Disk Path Status                 

                                                                           

                     Serial                     Resource   Path 

           ASP Unit  Number          Type Model Name       Status          

             1    1  YF033F00001D    2145  050  DMP001     Active          

                                                DMP007     Passive         

                                                DMP008     Active          

                                                DMP002     Passive         

             1    2  YF033F00001E    2145  050  DMP003     Passive         

                                                DMP010     Active          

                                                DMP005     Active          

                                                DMP009     Passive         

             1    3  YF033F00001F    2145  050  DMP004     Active          

                                                DMP012     Passive         

                                                DMP006     Passive         

                                                DMP011     Active          

                                                                           

                                                                           

                                                                           

           Press Enter to continue.                                        

                                                                           

           F3=Exit         F5=Refresh          F9=Display disk unit details

           F11=Display encryption status       F12=Cancel                  

        
      

    

    Figure 2-57   Displaying disk path status

    Multipath with a VIOS vSCSI connection

    In this type of connection, the LUN in Storwize V7000 is assigned to multiple VIOS. IBM i establishes one path to the LUN through each VIOS. For clarity, this description is limited to a multipath with two VIOS.

    The LUN reports as device hdisk in each VIOS. The I/O rate from VIOS (device hdisk) to the LUN uses all the paths that are established from VIOS to Storwize V7000. Multipath across these paths and load balancing and I/O through a preferred node are handled by the VIOS multipath driver. The two hdisks that represent the LUN in each VIOS are mapped to IBM i through different virtual SCSI adapters. Each of the hdisks reports in to IBM i as a different path to the same LUN (disk unit). IBM i establishes multipath to the LUN by using both paths. Both paths are active and the load balancing in a round-robin algorithm is used for the I/O traffic.

    Figure 2-58 shows the detailed view of paths in multipath with VIOS vSCSI connected to IBM   Storwize V7000.
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    Figure 2-58   VIOS vSCSI multipath

    IBM i uses two paths to the same LUN, each path through one VIOS to the relevant hdisk connected with a virtual SCSI adapter. Both paths are active and the IBM i load balancing algorithm is used for I/O traffic. Each VIOS has eight connections to the Storwize V7000; therefore, eight paths are established from each VIOS to the LUN. The I/O traffic through these paths is handled by the VIOS multipath driver.

    Figure 2-59 shows both paths for the LUN in IBM i.

    
      
        	
                                  Display Disk Path Status        

                                                                  

                     Serial                     Resource   Path   

           ASP Unit  Number          Type Model Name       Status 

             1    1  YTXBA98C5SSL    6B22  050  DMP274     Active 

                                                DMP275     Active 

        
      

    

    Figure 2-59   Disk paths from IBM i client

    2.5.4  Zoning SAN switches

    With native connection and the connection with VIOS NPIV, it is considered a best practice to zone the switches so that one WWPN of one IBM i port is in zone with two ports of Storwize V7000, with each port from one node canister. This way, you ensure resiliency for the I/O to or from a LUN assigned to that WWPN. If the preferred node for that LUN fails, the I/O rate continues by using the non-preferred node.

     

    
      
        	
          Note: A port in a virtual FC adapter in IBM i has two WWPNs. For connecting external storage, use the first WWPN, the second WWPN is used for Live Partition Mobility (LPM). Therefore, it is a good idea to zone both WWPNs if you plan to use LPM, otherwise zone just the first WWPN.

        
      

    

    When connection with VIOS virtual SCSI is used, is recommend to zone one physical port in VIOS with all available ports in Storwize V7000, or with as many ports as possible to allow load balancing. There are a maximum of eight paths that are available from VIOS to the Storwize V7000. Storwize V7000 ports zoned with one VIOS port can be evenly spread between Storwize V7000 node canisters.

    Examples of zoning for VIOS vSCSI connection

    Figure 2-60 shows the use of one physical FC port in VIOS with a mapped IBM i virtual Fibre Channel client adapter, which was zoned with 2 * ports in Storwize V7000, 1 * ports from each node canister. In this way, the IBM i client LPAR see one active and one passive path for each configured IBM i volume on the Storwize V7000.
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    Figure 2-60   Zoning with one VIOS adapter

    Figure 2-61 shows the use of two adapters in VIOS, zone one port from each adapter with 4 * V7000 ports, with two ports from each canister. In this way, the Storwize V7000 is balanced between VIOS ports and between the Storwize V7000 node canisters and do not exceed the eight paths from VIOS to Storwize V7000.
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    Figure 2-61   Zoning with two VIOS adapters

    2.5.5  Data layout

    Selecting an appropriate data layout strategy depends on your primary objectives.

    Spreading workloads across all components maximizes the utilization of the hardware components. This includes spreading workloads across all the available resources. However, it is always possible when sharing resources that performance problems can arise because of contention on these resources.

    To protect critical workloads, you can isolate them to minimize the chance that non-critical workloads can affect the performance of critical workloads.

    A storage pool is a collection of managed disks from which volumes are created and presented to the IBM i system as LUNs. The primary property of a storage pool is the extent size, which is 1 GB by default with Storwize V7000 release 7.1 and 256 MB in earlier versions. This extent size is the smallest unit of allocation from the pool.

    When you add managed disks to a pool, they can have the following performance characteristics:

    •Same RAID level.

    •Roughly the same number of drives per array.

    •Same drive type (SAS, NL_SAS, and SSD unless Easy Tier® is used) because data from each volume is spread across all MDisks in the pool so the volume performs approximately at the speed of the slowest MDisk in the pool.

    •The exception to this rule is that if Easy Tier is used, you can have two different tiers of storage in the same pool, but the MDisks within the tiers can still have the same performance characteristics.

    Workload isolation is most easily accomplished where each ASP or LPAR has its own managed storage pool. This configuration ensures that you can place data where you intend with I/O activity balanced between the two nodes or controllers on the Storwize V7000.

     

    
      
        	
          Important: Make sure that you isolate critical workloads. A best practice is to have only IBM i LUNs on any storage pool (rather than mixed with non-IBM i). If you mix production and development workloads in storage pools, make sure that you understand this might affect production performance.

        
      

    

    LUN compared to disk arm

    The Storwize V7000 LUN that is connected to an IBM i reports in to the IBM i as a disk unit. IBM i storage management employs the management and performance functions as though the LUN was a disk arm. In fact, the LUN often is spread across multiple physical disk arms in the Storwize V7000 disk pool, where the LUN uses some capacity from each disk arm.

    All of the disk arms in the disk pools are shared among all the LUNs that are defined in that disk pool. Figure 2-62 shows an example of a Storwize V7000 disk pool with three disk arrays of V7000 internal disk arms (MDisks) and a LUN that was created in the disk pool, with the LUN using an extent from each disk array in turn.
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    Figure 2-62   Storwize V7000 disk pool

    LUN size

    The maximum supported LUN size by IBM i is 2 TB - 1 Byte; that is, 2 TB LUNs are not supported by IBM i.

    The number of LUNs that are defined often is related to the wait time component of the response time. If there are insufficient LUNs, wait time often increases. The sizing process determines the correct number of LUNs that are required to access the needed capacity, which meets performance objectives.

    The number of LUNs drives the requirement for more FC adapters on the IBM i because of the addressing restrictions of IBM i if you are using native attachment. Each path to a LUN counts towards the maximum addressable LUNs on each IBM i IOA.

    For any ASP, define all the LUNs to be the same size where 80 GB is the recommended minimum LUN size. A minimum of six LUNs for each ASP or LPAR is considered a best practice.

    To support future product enhancements, it is considered a best practice that load source devices be created with at least 80 GB. A smaller number of larger LUNs reduces the number of I/O ports that are required on the IBM i and the Storwize V7000. In an IASP environment, you might use larger LUNs in the IASPs, but SYSBAS might require more, smaller LUNs to maintain performance.

    The Disk Magic tool does not always accurately predict the effective capacity of the ranks depending on the DDM size that is selected and the number of spares that are assigned. The IBM Capacity Magic tool can be used to verify capacity and space utilization plans.

    To calculate the number of LUNs that you require, you can use a tool, such as the IBM Systems Workload Estimator, which is found at the following website:

    http://www-912.ibm.com/wle/EstimatorServlet

    Adding LUNs to ASP

    Adding a LUN to an ASP generates I/O activity on the rank as the LUN is formatted. If there is production work that is sharing the same rank, you might see a performance effect. For this reason, it is considered a best practice that you schedule adding LUNs to ASPs outside peak intervals.

    2.5.6  Solid-State Drives

    One of the most exiting innovations to happen to enterprise storage is solid-state drives (SSDs). Solid-state storage means using a memory-type device for mass storage rather than the use of a spinning disk or tape.

    Solid-state storage technology has the following benefits:

    •Significantly improved performance for hard-to-tune, I/O bound applications. No code changes are required.

    •Reduced floor space. Can be filled near 100% without performance degradation.

    •Greater IOPS.

    •Faster access times.

    •Reduced energy use.

    The use of SSDs with the Storwize V7000 is through Easy Tier. Even if you do not plan to install SSDs, you can still use Easy Tier to evaluate your workload and provide information about the benefit you might gain by adding SSDs. Easy Tier is included with the Storwize V7000. However, it does require you to purchase a license and obtain a license key on a Storwize V3700.

    When Easy Tier automated management is used, it is important to allow Easy Tier some space to move data. Do not allocate 100% of the pool capacity, but leave some capacity deallocated to allow for Easy Tier migrations. 

    At a minimum, leave one extent available per tier in each storage pool. However, for optimum use of future functions, plan to leave 10 extents available total per pool.

    There also is an option to create a disk pool of SSDs in Storwize V7000 and to create an IBM i ASP that uses disk capacity from an SSD pool. The applications that are running in that ASP can experience a performance boost.

     

    
      
        	
          Note: IBM i data relocation methods (such as ASP balancing and media preference) are not available to use with SSD in Storwize V7000.

        
      

    

    2.5.7  Booting from SAN

    All connection options of native, VIOS NPIV, and VIOS virtual SCSI support boot from SAN. The LoadSource is on a Storwize V7000 LUN, which is connected the same way as the other LUNs. There are no special requirements for LoadSource connection.

    When you are installing the IBM i operating system with disk storage on a Storwize V7000, you can select from one of the available Storwize V7000 LUNs when the installation prompts you to select the load source disk.

    When you are migrating from internal disk drives or from another storage system to the Storwize V7000, you can use IBM i ASP balancing to migrate all of the disk capacity, except the LoadSource. After the non-LoadSource data is migrated to the Storwize V7000 with load balancing, you can then migrate the LoadSource by using the DST function to copy disk unit data to copy from the previous disk unit to the LUN in Storwize V7000. The Storwize V7000 LUN must be of equal or greater size than the disk unit that was previously used for the LoadSource. This type of migration can be done with the Storwize V7000 connections of native, VIOS NPIV, and VIOS vSCSI.

    2.5.8  Sizing for performance

    It is important to size a storage subsystem that is based on I/O activity rather than capacity requirements alone. This is true of an IBM i environment because of the sensitivity to I/O performance. IBM has excellent tools for modeling the expected performance of your workload and configuration. This section provides some guidelines for sizing for performance. However, these guidelines provide a starting point only for sizing with the appropriate tools.

    LUN size is flexible. Choose the LUN size that gives you enough LUNs for good performance according to the Disk Magic tool. A best practice is to start modeling at 80 GB.

    It is equally important to ensure that the sizing requirements for your SAN configuration also take into account the other resources that are required when Copy Services is enabled. Use the Disk Magic tool to model the overheads of replication (Global Mirror and Metro Mirror), particularly if you are planning to enable Metro Mirror.

    It is also a good idea to perform a bandwidth sizing for Global Mirror and Metro Mirror.

     

    
      
        	
          Note: The Disk Magic tool does not support modeling FlashCopy® (which is also known as Point-in-Time Copy functions). Make sure that you do not size the system to maximum recommended utilizations if you want to also use FlashCopy snapshots for backups.

        
      

    

    You must collect IBM i performance data to be analyzed. Generally, you collect performance data for a week’s worth of performance for each system or LPAR and analyze the result reports for sizing.

    Each set of reports includes print files for the following reports:

    •System report: Disk utilization (required)

    •Component report: Disk activity (required)

    •Resource Interval report: Disk utilization detail (required)

    •System report: Storage pool utilization (optional)

    2.5.9  Performance monitoring

    After your storage subsystem is installed, it is essential that you continue to monitor the performance of the subsystem. IBM i Performance Tools reports provide information about I/O rates and response times to the server. This allows you to track trends in increased workload and changes in response time. Review these trends to ensure that your storage subsystem continues to meet your performance and capacity requirements. Make sure that you are current on fixes to ensure that the Performance Tools reports are reporting your external storage correctly.

    If you have multiple servers that are attached to a storage subsystem, particularly if you have other platforms that are attached in addition to IBM i, it is essential that you have a performance tool that enables you to monitor the performance from the storage subsystem perspective.

    The IBM Tivoli® Storage Productivity Center license product provides a comprehensive tool for managing the performance of Storwize V7000. Collect data from all attached storage subsystems in 15-minute intervals. If there is a performance problem, IBM asks for this data.

    There is a simple performance management reporting interface that is available through the IBM Storwize V7000 GUI. This provides a subset of the performance metrics that are available from the IBM Tivoli Storage Productivity Center tool.

    For more information about the IBM Tivoli Storage Productivity Center tool, see this website:

    http://www-03.ibm.com/software/products/us/en/tivostorprodcent/

    2.5.10  Copy services considerations

    The Storwize V7000 has two options for Global Mirror: the classic Global Mirror and the Change Volumes enhancement, which allows for a flexible and configurable RPO with which Global Mirror can be maintained during peak periods of bandwidth constraint.

    Change Volumes are not currently supported by PowerHA, so it is essential that you size the bandwidth to accommodate the peaks or otherwise risk an effect to production performance. There is a limit of 256 Global Mirror with change volume relationships per system.

    The current zoning guidelines for mirroring installations advise that a maximum of two ports on each Storwize V7000 node canister be used for mirroring, with the remaining two ports on the node not having any visibility to any other cluster. If you are experiencing performance issues when mirroring is operating, implementing zoning in this fashion might help to alleviate this situation.

    Consulting services are available from the IBM STG Lab Services to assist in the planning and implementation of Storwize V7000 Copy Services in an IBM i environment. For more information, see this website:

    http://www-03.ibm.com/systems/services/labservices/platforms/labservices_i.html

    2.5.11  Translation from 520-byte blocks to 512-byte blocks

    IBM i disks have a block size of 520 bytes. Most fixed block (FB) storage devices are formatted with a block size of 512 bytes, so a translation or mapping is required to attach these to IBM i.

     

    
      
        	
          Note: The IBM DS8000 Storage system supports IBM i with a native disk format of 520 bytes.

        
      

    

    IBM i performs the following change of the data layout to support 512-byte blocks (sectors) in external storage: for every page (8 * 520-byte sectors) it uses another ninth sector; it stores the 8-byte headers of the 520-byte sectors in the ninth sector; therefore, it changes the previous 8* 520-byte blocks to 9* 512-byte blocks. The data that was previously stored in 8 * sectors is now spread across 9 * sectors, so the required disk capacity on Storwize V7000 is 9/8 of the IBM i usable capacity. Conversely, the usable capacity in IBM i is 8/9 of the allocated capacity in Storwize V7000.

    Therefore, when an Storwize V7000 is attached to IBM i (whether through vSCSI, NPIV, or native attachment), this mapping of 520:512 byte blocks means that you have a capacity overhead and lose around 11% of the configured SAN storage capacity, which is not available for IBM i user data.

    The effect of this translation to IBM i disk performance is negligible.
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Setting up VIOS

    This chapter describes how to set up an IBM PowerVM Virtual I/O Server (VIOS) by using the Hardware Management Console (HMC) graphical user interface (GUI), which was introduced in HMC Version 7.7.7.0 Service Pack 1. This chapter also explains how to set up VIOS by using a command-line interface (CLI).

    The configuration of vSCSI and N-Port ID Virtualization (NPIV) host attachment are also explained by using both GUI and CLI interfaces, as the VIOS handles I/O requests to the storage.

    Finally, the network setup between the client partitions and the external network is described. This explanation starts with a simple setup that uses one virtual network for the communication between the partitions and the external network and ends with multiple virtual networks to isolate traffic between the partitions, forwarding these VLAN tags to the external network, and balancing the VIOS partitions for network load.

    The following topics are covered in this chapter:

    •Before you start

    •VIOS setup by using HMC GUI

    •VIOS setup by using the CLI

    •Mapping storage through VIOS to IBM i

    •Network setup

    •Customizing

    •Troubleshooting

    3.1  Before you start

    The two DVDs that are called “PowerVM Virtual I/O Server Installation Media” are required, as physical media or as image files.

    If your setup depends on multipath disk drive connections and vSCSI, the Subsystem Device Driver Path Control Module (SDDPCM) driver is required. The SDDPCM driver provides for specific SAN storage features, such as load balancing, that is not included in the native MPIO multipath driver.

    The SDDPCM driver can be downloaded from this website:

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S4000201

    The following steps are not explained in detail. For more information about how to create a logical partition and assign resources to it, see the IBM Redbooks publication IBM Power Systems HMC Implementation and Usage Guide, SG24-7491:

    1.	Create the logical partition from the HMC. Select the IBM Power server that hosts the VIOS from the HMC GUI on the left.

    2.	Click Configuration → Create Partition → VIO Server and assign the necessary resources for storage and network.

    3.	Assign a minimum set of physical adapters to the VIOS partitions for presenting the storage to the client partitions as needed. Add Ethernet adapters for VIOS management and Ethernet virtualization.

    The following minimum partition requirements must be met:

    •One physical Ethernet adapter for external network access

    •One physical storage adapter (for VIOS disk and client virtualization)

    •Two virtual server serial adapters for console connections

    •One or two virtual server SCSI adapters (one for virtual optical device; one for vSCSI disks)

    •One or two virtual server Fibre Channel adapters (one for NPIV disks; one for external NPIV Fibre Channel tape device)

    Table 3-1 lists the VIOS design limits for IBM i.

    Table 3-1   VIOS design limits for IBM i

    
      
        	
          Design Item

        
        	
          Maximum limit

        
      

      
        	
          Number of virtual target SCSI devices per virtual SCSI connection

        
        	
          16

        
      

      
        	
          Number of virtual devices per virtual NPIV port

        
        	
          64

        
      

      
        	
          Number of storage volumes per virtual Fibre Channel connection (NPIV)

        
        	
          64

        
      

      
        	
          Number of client LPARs (hosts) per physical Fibre Channel port (NPIV)

        
        	
          64

        
      

      
        	
          Number of NPIV virtual WWPN pairs per Power System

        
        	
          32000

        
      

      
        	
          Number of physical volumes (LUNs) per volume group (storage pool)

        
        	
          1024

        
      

      
        	
          Number of logical volumes per volume group (storage pool)

        
        	
          1024

        
      

      
        	
          Number of virtual adapters per LPAR

        
        	
          65535

        
      

      
        	
          Number of virtual Ethernet adapters per LPAR

        
        	
          32767

        
      

      
        	
          Number of 802.1Q VLAN tags per Shared Ethernet Adapter (SEA)

        
        	
          20

        
      

    

    3.2  VIOS setup by using HMC GUI

    Complete the following steps to set up your VIOS partition by using the HMC GUI:

     

    
      
        	
          Important: When it comes to network setup, make sure that communication with the HMC is possible by using the specified IP addresses. This is used for the setup of the partitions and is necessary to communicate with the partitions after the setup to add resources dynamically.

        
      

    

    1.	On the HMC GUI, activate the VIOS partition by selecting the partition and clicking Activate → Profile, as shown in Figure 3-1.
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    Figure 3-1   Activating the VIOS partition

    2.	In the Activate Logical Partition window (see Figure 3-2), select Yes to install the Virtual I/O Server as part of activation process. Click OK to start the installation wizard by using the HMC GUI.
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    Figure 3-2   Starting the VIOS installation wizard

    The setup wizard starts the partition and scans for network hardware.

     

    
      
        	
          Important: Make sure that no console is connected to this partition because this causes an error in hardware detection.

        
      

    

    3.	There are three possible ways to select a source for the installation media. A good approach for IBM i clients is to use the physical media, which must be inserted into the HMC optical drive. As an alternative, image files can be imported, which are on a remote FTP site; for example, on an existing IBM i partition.

    If physical media is used for the installation, continue to step 8 on page 68.

    4.	To import the image file into the local repository, select the Virtual I/O Server installation source Local Repository and click Import, as shown in Figure 3-3.
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    Figure 3-3   Installing VIOS from a local repository

    5.	In the Import Virtual I/O Server Image window (see Figure 3-4), enter all of the necessary information and click OK.
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    Figure 3-4   Importing the VIOS images

    6.	Figure 3-5 shows the loading panel. Wait until the files are uploaded to the HMC and then continue with the installation.
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    Figure 3-5   Importing process

     

    
      
        	
          Attention: Do not use blanks or special characters for the repository name.

        
      

    

     

     

    
      
        	
          Tip: It is possible to manage the Virtual I/O Server Image Repository from the left side of the HMC in the HMC Management menu.

        
      

    

     

    7.	Select the newly created repository to begin the installation process. Verify that the network information is correct and then continue with step 10 on page 68.

    8.	As shown in Figure 3-6, all of the necessary information to install the VIOS partition from physical media in the HMC optical drive was entered. Select the Virtual I/O Server installation source of DVD and specify the correct network adapter and all the network details for your VIOS partition. Click OK.
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    Figure 3-6   Installing VIOS from DVD

    9.	After all of the information is copied from the first installation media, a window opens, in which you are prompted for the second media to be inserted into the HMC optical drive. Exchange the DVD and click OK to continue the installation.

    10.	You see the message that is shown in Figure 3-7 after the installation is complete.
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    Figure 3-7   Installation success message

    3.3  VIOS setup by using the CLI

    Before you set up the VIOS by using the CLI, ensure that you created the VIOS partition profile as described in 3.1, “Before you start” on page 64.

     

    
      
        	
          Important: Make sure that the VIOS installation media is inserted into the IBM Power System optical drive and that the adapter that is connected to the drive is assigned to the VIOS partition.

        
      

    

    Complete the following steps:

    1.	On the HMC GUI, activate the VIOS partition by selecting the partition and clicking Activate → Profile, as shown in Figure 3-8.
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    Figure 3-8   Activating the VIOS partition

    2.	In the Activate Logical Partition window (see Figure 3-9), click Advanced. Select SMS and click OK to change the boot mode. Activate the VIOS partition by clicking OK.
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    Figure 3-9   Starting the VIOS partition without starting the installation wizard

    3.	Complete the following steps to open a console connection to the VIOS:

    a.	Connect by using Secure Shell (SSH) to the HMC. 

    b.	Log on with hscroot or a similar account.

    c.	Run the vtmenu command to open a server or partition selection.

     

    
      
        	
          Tip: The console window can be closed by entering ~.

        
      

    

    d.	Browse to the VIOS partition and select it, as shown in Example 3-1.

    Example 3-1   Opening a console window

    [image: ]

    hscroot@rchhmc22.rch.stglabs.ibm.com:~> vtmenu

     

    Retrieving name of managed system(s) . . . z1436be:

    ----------------------------------------------------------

    Partitions On Managed System: fz1436be:

    OS/400 Partitions not listed

    ----------------------------------------------------------

    1) "z1436cvios3:" Running

     

    Enter Number of Running Partition (q to quit): 1

     

    Opening Virtual Terminal On Partition z1436cvios3. . .

     

    Open in progress..
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    4.	Complete the following steps to select the boot device:

    a.	Select Select Boot Options and press Enter.

    b.	Select Select Install/Boot Device and press Enter.

    c.	Select Select 1st Boot Device and press Enter.

    d.	Select CD/DVD and press Enter.

    e.	Select the media type that corresponds to the optical device and press Enter.

    f.	Select the device number that corresponds to the optical device and press Enter.

    g.	Set the boot sequence to configure the first boot device. The optical device is now the first device in the Current Boot Sequence list.

    h.	Exit the SMS menu by pressing X and confirming that you want to exit SMS.

    5.	Complete the following steps to install the VIOS:

    a.	Select the console that you want and press Enter.

    b.	Select a language for the Base Operating System (BOS) menus and press Enter.

    c.	Select Start Install Now with Default Settings and press Enter.

    d.	Select Change/Show Installation Settings and Install to change the installation and system settings. This is necessary if more than one disk for VIOS is mapped to the system or for more advanced virtualization features are used, such as LPM.

    Figure 3-10 on page 71 shows the restrictions on each PowerVM edition.
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    Figure 3-10   IBM PowerVM editions

    e.	Select Continue with Install and press Enter. The system reboots after the installation is complete.

    6.	Finish the installation by configuring an IP address to the VIOS partition, as shown in Example 3-2.

    Example 3-2   Configuring an IP address
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    $ lsdev en*

    $ lsdev -dev ent0 -vpd

      ent0             U78AA.001.WZSJG7K-P1-C7-T1  4-Port Gigabit Ethernet PCI-Express Adapter (e414571614102004)

     

          PCIe2 4-port 1GbE Adapter:

            FRU Number..................00E2873

            EC Level....................D77470

            Customer Card ID Number.....576F

            Part Number.................00E2872

            Feature Code/Marketing ID...5899

            Serial Number...............YL502032N09E

            Manufacture ID..............6CAE8B01EF14

            Network Address.............6CAE8B01EF14

            ROM Level.(alterable).......10050160

            Hardware Location Code......U78AA.001.WZSJG7K-P1-C7-T1

     

      PLATFORM SPECIFIC

     

      Name:  ethernet

        Node:  ethernet@0

        Device Type:  network

        Physical Location: U78AA.001.WZSJG7K-P1-C7-T1

     

    $ cfgassist

     

    VIOS TCP/IP Configuration

     

    * Hostname                                           [z1436cvios3]

    * Internet ADDRESS (dotted decimal)                  [9.5.216.252]

      Network MASK (dotted decimal)                      [255.255.255.0]

    * Network INTERFACE                                   en0

      Default Gateway (dotted decimal)                   [9.5.216.1]

      NAMESERVER

            Internet ADDRESS (dotted decimal)            [9.10.255.200]

            DOMAIN Name                                  [rch.stglabs.ibm.com]

      CableType                                           bnc                    +
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    3.4  Mapping storage through VIOS to IBM i

    The VIOS partitions are the base to provide storage, whether internal or external to the IBM i client partitions. If internal storage is used, only vSCSI connections are possible.

    The limitations of vSCSI and NPIV are listed in Table 3-1 on page 65. If the focus of the setup is for performance, it is considered a best practice to use NPIV instead of vSCSI.

    3.4.1  Setting up vSCSI connections

    The management of vSCSI disks is built into the HMC GUI. It is also possible to configure everything from the VIOS command line. For multipath environments, the installation of the IBM SDDPCM provides load balancing between the available Fibre Channel paths.

    Downloading and installing the SDDPCM multipath driver

    Complete the following steps to download and install the SDDPCM multipath driver:

    1.	Check which level of AIX® is the base for the installed VIOS. This can be done by using the oem_platform_level command, as shown in Example 3-3.

    The SDDPCM driver can be downloaded from this website:

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S4000201

    Example 3-3   SDDPCM installation
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    $ oem_platform_level

    AIX Version:

    6.1.0.0

    $ tar xf devices.sddpcm.61.rte.tar

    $ cfgassist install_update

     

    Install Software

     

    * INPUT device / directory for software               .

    * SOFTWARE to install                                [_all_latest]           +

      PREVIEW only? (install operation will NOT occur)    no                     +

      COMMIT software updates?                            yes                    +

      SAVE replaced files?                                no                     +

      AUTOMATICALLY install requisite software?           yes                    +

      EXTEND file systems if space needed?                yes                    +

      OVERWRITE same or newer versions?                   no                     +

      VERIFY install and check file sizes?                no                     +

      Include corresponding LANGUAGE filesets?            yes                    +

      DETAILED output?                                    no                     +

      Process multiple volumes?                           yes                    +

      ACCEPT new license agreements?                      no                     +

    [MORE...8]

     

    $ shutdown -restart
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    2.	Transfer the downloaded files to the VIOS partition by using FTP. Run the commands that are shown in Example 3-3. They include a change of environment from VIOS commands to a broadened selection of AIX commands to finding the AIX version. Then, return to the VIOS environment, extract the downloaded archive, open the wizard to install the SDDPCM drivers, and restart the VIOS.

     

    
      
        	
          Attention: If IBM i partitions are running and no secondary VIOS partition is configured for failover, a restart of the VIOS partition does affect them all.

        
      

    

    3.	Test if the SDDPCM driver is working by switching to the OEM setup environment by using the oem_setup_env and pcmpath query device commands.

    Mapping disks from VIOS to IBM i partition by using HMC GUI

    To map disks from VIOS to an IBM i partition, complete the following steps:

    1.	From the HMC GUI, click Systems Management → Servers and select the Power System.

    2.	From the Tasks menu, click Configuration → Virtual Resources → Virtual Storage Management. Select the VIOS partition that you want to work with from the drop-down menu and then click Query.

    3.	The result is displayed as shown in Figure 3-11. In the first tab (Virtual Disks), virtual disks can be created and mapped to the client partitions. This creates files in the VIOS that serve as disk units, which are comparable to mounting storage by using a Network Server Description (NWSD).

    In the third tab (Physical Volumes), physical volumes can be mapped from the VIOS to the client partition. With the use of external storage, such as the IBM Storwize Family, the disk sizing can be done in the SAN before they are mapped to the VIOS. Select the disk to be connected and click Modify assignment.
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    Figure 3-11   VIOS virtual storage management

    4.	In the Modify Physical Disk Partition Assignment window, select the partition and adapter ID, as shown in Figure 3-12. Click OK. Disks can be added to partitions when they are active, but can be removed only from partitions that are inactive. The Assigned Partition column in Figure 3-11 changes to the partition name and slot ID that is selected.

    [image: ]

    Figure 3-12   Selecting partition and slot ID for disk

    The disk is now visible within IBM i and can be added to the ASP as normal.

    Mapping disks from VIOS to IBM i partition using CLI

    To map disks by using the VIOS CLI, complete the following steps:

    1.	Connect to the VIOS partition by using an SSH utility. Log on as padmin user.

    2.	Use the lsdev, lsmap, and mkvdev or rmvdev commands to display your disk devices, list the active mappings, and add or remove disks to or from partitions.

    Example 3-4 shows how to display all available disks by using the hdisk command.

     

    
      
        	
          Tip: The location code V1-C6 that is shown in Example 3-5 references the VIOS partition ID 1 (V1) and virtual adapter ID 6 (C6).

        
      

    

    Example 3-4   Displaying all available disks
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    $ lsmap | grep hdisk

    hdisk0           Available   MPIO FC 2145

    hdisk1           Available   MPIO FC 2145
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    In Example 3-5 the active mappings are displayed and the hdisk1 device is mapped to the IBM i partition.

    Example 3-5   Displaying disk mappings and adding a disk to the host
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    $ lsmap -all

     

    SVSA            Physloc                                      Client Partition ID

    --------------- -------------------------------------------- ------------------

    vhost2          U8205.E6C.06F759R-V1-C6                      0x00000004

     

    VTD                   NO VIRTUAL TARGET DEVICE FOUND

     

    $ mkvdev -vdev hdisk1 -vadapter vhost2

    vtscsi0 Available

     

    $ lsmap -all

     

    SVSA            Physloc                                      Client Partition ID

    --------------- -------------------------------------------- ------------------

    vhost2          U8205.E6C.06F759R-V1-C6                      0x00000004

     

    VTD                   vtscsi0

    Status                Available

    LUN                   0x8100000000000000

    Backing device        hdisk1

    Physloc               U78AA.001.WZSJ2AV-P1-C2-T1-W500507680210DD40-L1000000000000

    Mirrored              false
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    3.	In the IBM i service tools, the LUN ID from VIOS is visible as a physical location for the logical resource, as shown in Figure 3-13.

    You can select this display by clicking STRSST → Start a service tool → Hardware service manager → Logical hardware resources → System bus resources → Resources associated with IOP before the correct 290A adapter → Display detail at the disk unit.

    
      
        	
           Auxiliary Storage Hardware Resource Detail        

                                                                               

           Description . . . . . . . . . . . . :   Disk Unit                   

           Type-model  . . . . . . . . . . . . :   6B22-050                    

           Status  . . . . . . . . . . . . . . :   Operational                 

           Serial number . . . . . . . . . . . :   YWAD6K386TL6                

           Part number . . . . . . . . . . . . :                               

           Resource name . . . . . . . . . . . :   DPH001                      

           Physical location . . . . . . . . . :   U8205.E6C.06F759R-V4-C3-T1- 

                                                   L8100000000000000 

        
      

    

    Figure 3-13   Location of logical hardware resource

    3.4.2  Mapping storage by using NPIV

    Figure 3-14 shows four IBM i partitions that are hosted by a dual VIOS configuration. Each IBM i partition uses two virtual Fibre Channel (FC) adapters to get redundant storage paths through each VIOS partition.
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    Figure 3-14   N-Port ID virtualization

    For the virtual client adapters, the HMC generates two World Wide Port Numbers (WWPNs). The first WWPN is used for the SAN zoning. The second WWPN is important for Live Partition Mobility (LPM) and is used to create the partition profile at the remote system.

    The server-client pairs can be mapped to the same physical HBA and are visible to the SAN and to the physical HBA WWPNs. Often, only the virtual WWPNs are used for further SAN zoning operations because they are connected to the IBM i client partition.

    To map disks by using the HMC GUI, complete the following steps:

    1.	From the HMC GUI, click Systems Management → Servers and then select the Power Systems that you want to use.

    2.	From the Tasks menu, click Configuration → Virtual Resources → Virtual Storage Management. Select the VIOS partition that you want to work with from the drop-down menu and click Query.

    3.	The result is shown in Figure 3-15. In the last tab (Virtual Fibre Channel) of this window, virtual server Fibre Channel adapters can be mapped to physical ports. The location of the physical ports is shown in the Physical Location Code column. Distribute the client partitions across the physical adapters according to the I/O load.

    Select the Fibre Channel port to work with and then click Modify partition connections.
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    Figure 3-15   VIOS virtual Fibre Channel management

    4.	Figure 3-16 shows the active connections for the host bus adapter port fcs0. The connections can be modified by selecting and clearing the check boxes. Click OK to save the changes.
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    Figure 3-16   Modifying virtual Fibre Channel assignments

    All disks that are zoned to the IBM i partition and connected to the IBM i virtual WWPN from the IBM Storwize Family SAN storage are now visible within IBM i and can be added to the ASP as normal. If disks are added or removed from the SAN, the changes are immediately visible to the IBM i partition without further configuration of the VIOS.

    Mapping disks from VIOS to IBM i partition by using the CLI

    To map disks by using the VIOS CLI, complete the following steps:

    1.	Connect to the VIOS partition by using an SSH utility and log on as the padmin user.

    2.	Use the lsnports, lsmap, and vfcmap commands to display your host bus adapter devices, list the active mappings, and add or remove virtual connections to or from the partitions.

    Example 3-6 shows displaying all available adapters and the location codes. The output contains the following fields:

     –	Physical port name (name)

     –	Physical port location code (physloc)

     –	Fabric support (fabric)

     –	Total number of NPIV ports (tports)

     –	Available number of NPIV ports (aports)

     –	Supported number of WWPNs (swwpns)

     –	Available number of WWPNs (awwpns)

    Example 3-6   Displaying host bus adapters and location codes
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    $ lsnports

    name             physloc                        fabric tports aports swwpns  awwpns

    fcs0             U78AA.001.WZSJ2AV-P1-C2-T1          1     64     62   2048    2040
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    In Example 3-7, the active mappings are displayed and the virtual server host bus adapter is mapped to the IBM i partition. The physical location code of the adapter is set to V1-C7 because it is a virtual adapter with the adapter ID 7 on the VIOS partition.

    Example 3-7   Displaying disk mappings and adding a virtual server port to the host bus adapter
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    $lsmap -all -npiv

     

    Name          Physloc                            ClntID ClntName       ClntOS

    ------------- ---------------------------------- ------ -------------- -------

    vfchost2      U8205.E6C.06F759R-V1-C7                 4

     

    Status:NOT_LOGGED_IN

    FC name:                        FC loc code:

    Ports logged in:0

    Flags:1<NOT_MAPPED,NOT_CONNECTED>

    VFC client name:                VFC client DRC:

     

    $ vfcmap -vadapter vfchost2 -fcp fcs0

    $ lsmap -all -npiv

    Name          Physloc                            ClntID ClntName       ClntOS

    ------------- ---------------------------------- ------ -------------- -------

    vfchost2      U8205.E6C.06F759R-V1-C7                 4 z1436ca        IBM i

     

    Status:LOGGED_IN

    FC name:fcs0                    FC loc code:U78AA.001.WZSJ2AV-P1-C2-T1

    Ports logged in:1

    Flags:a<LOGGED_IN,STRIP_MERGE>

    VFC client name:DC02            VFC client DRC:U8205.E6C.06F759R-V4-C7
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    3.	In the IBM i service tools, the LUN ID from VIOS is visible as a physical location for the logical resource, as shown in Figure 3-17.

    You can select this display by clicking STRSST → Start a service tool → Hardware service manager → Logical hardware resources → System bus resources → Resources associated with IOP before the correct 6B25 adapter → Display detail at the disk unit.

    The disk type equals the type of the storage. The serial number of the disk contains the LUN ID, which is visible in the IBM Storwize Family web-based interface.

    
      
        	
           Auxiliary Storage Hardware Resource Detail        

                                                                               

           Description . . . . . . . . . . . . :   Disk Unit                   

           Type-model  . . . . . . . . . . . . :   2145-050                    

           Status  . . . . . . . . . . . . . . :   Operational                 

           Serial number . . . . . . . . . . . :   YF033F000066                

           Part number . . . . . . . . . . . . :                               

           Resource name . . . . . . . . . . . :   DMP274                      

           Physical location . . . . . . . . . :   U8205.E6C.06F759R-V4-C12-T1-

                                                   W500507680210DD40-L0 

        
      

    

    Figure 3-17   Location of logical hardware resource

    3.5  Network setup

    Network setup in VIOS can be a complex topic. It is considered a best practice to set up at least two VIOS instances for failover reasons. This way, VIOS updates can be done concurrently and the network infrastructure can be used redundantly.

    The network setup in VIOS consists of the following steps:

    •3.5.1, “Optional step: LACP setup for adapter redundancy in each VIOS” on page 80

    •3.5.2, “Creating VLAN-capable trunk Ethernet adapters” on page 80

    •3.5.3, “Shared Ethernet Adapter setup” on page 83 for external network access and failure resiliency

    •3.5.4, “Transporting VLANs to the external network” on page 85 to Transport VLAN tags out of the IBM Power System

    Figure 3-18 on page 80 displays the complete VIOS networking setup, including all of these steps.
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    Figure 3-18   VIOS networking

    3.5.1  Optional step: LACP setup for adapter redundancy in each VIOS

    The link aggregation control protocol (LACP) allows for Ethernet port redundancy. This depends on the correct switch configuration. It is also a good idea to coordinate this configuration with the network department.

    A wizard guides you through the setup of LACP. Example 3-8 shows the LACP configuration for ent0 and ent1.

    Example 3-8   LACP configuration for ent0 and ent1
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    $ mkvdev -lnagg ent0,ent1 

    ent14 Available

    en14

    et14 
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    3.5.2  Creating VLAN-capable trunk Ethernet adapters

    As shown in Figure 3-18, a virtual trunk Ethernet adapter is required on the VIOS partitions to become part of the SEA configuration that was described in 3.5.3, “Shared Ethernet Adapter setup” on page 83.

    Complete the following steps to set up the Ethernet adapter by using the HMC GUI:

    1.	From the HMC GUI, select Systems Management → Servers → IBM Power System.

    2.	Select the primary VIOS partition.

    3.	In the Tasks area, click Configuration → Manage Profiles → profile name.

    4.	Click the Virtual Adapters tab to create the virtual adapters for this partition, as shown in Figure 3-19. Click Actions → Create Virtual Adapter → Ethernet Adapter.
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    Figure 3-19   VIOS virtual adapter configuration

    5.	In this step, a virtual trunk Ethernet adapter is created that can bridge traffic to the external network and allow for multiple VLANs, as shown in Figure 3-20 on page 82.

    If you do not plan on having multiple virtual networks, do not select the IEEE 802.1q compatible adapter option, which adds the VLAN tagging options.

     

    
      
        	
          Tip: It is considered a best practice to use only one default VLAN for client traffic and another internal VLAN for the shared Ethernet adapter high availability.

        
      

    

     

    
      
        	
          Tip: VLAN IDs can range 0 - 4095. The IDs 0 and 4095 are reserved. VLAN ID 1 is the default VLAN ID for most hardware providers. Do not use these IDs for VLAN setups to avoid unexpected behavior.

        
      

    

    It is important that the VLAN ID that is added to the packets that are leaving the client partitions (the default VLAN ID number) is not removed on entering the Virtual I/O Server. This is what happens when a default configuration is used.

    It is for this reason that the default VLAN ID on the Virtual I/O Servers virtual Ethernet adapter (as shown in Figure 3-20 on page 82) must be set to an unused VLAN ID (in this example, 42 is used) that is not used outside the system.

    If a packet arrives with this VLAN ID (42), the VLAN ID tag is stripped off (untagged) and cannot be forwarded to the correct external VLAN. If this was sent through the shared Ethernet adapter to the external physical network, it arrives at the Ethernet switch as untagged.

    Click OK to save the settings and close the window.
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    Figure 3-20   Creating a virtual Ethernet trunk adapter for external network access

    6.	Repeat steps 3 on page 80 through step 5 on page 81 for the secondary VIOS. Use a priority value of two for the virtual trunk Ethernet adapter.

    7.	Add another virtual Ethernet adapter (as shown in Figure 3-21) for the control channel of the SEA with as high a VLAN ID as possible. Make sure to coordinate with the network department. When the SEA is created, it checks for a virtual Ethernet adapter, with no access to the external network, and starts at the highest VLAN ID.

     

    
      
        	
          Tip: With an active RMC connection between VIOS and HMC, all changes to an active partition can be done by using DLPAR operations. Take care to save all changes to the LPAR profile afterward.
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    Figure 3-21   Creating a control channel virtual Ethernet adapter

    3.5.3  Shared Ethernet Adapter setup

    The Shared Ethernet Adapter (SEA) bridges the traffic between the virtual trunk Ethernet adapter and the physical adapter interface. It is also used for high availability reasons. 
Complete the following steps to create an SEA adapter:

    1.	From the HMC GUI, click Systems Management → Servers → IBM Power System.

    2.	From the Tasks area, click Configuration → Virtual Network Management.

    3.	As shown in Figure 3-22, select the default VSwitch and select the VLAN ID of 42, as this was the defined virtual trunk Ethernet adapter that was created in the example in step 5 on page 81. Click Create SEA.

     

    
      
        	
          Tip: You can select each VLAN ID to get a list of the associated adapter resource name in every LPAR.
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    Figure 3-22   HMC virtual network editor

    4.	Select your primary and secondary VIOS partitions and the physical network interface, as shown in Figure 3-23.
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    Figure 3-23   SEA creation

    5.	The wizard returns to the Virtual Network Management window. If you select the VLAN ID of 4094, you can see that this VLAN acts now as the control channel VLAN for the newly created SEA, as shown in Figure 3-24.
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    Figure 3-24   HMC virtual network editor with control channel VLAN

    The SEA configuration is now finished and client partitions with virtual Ethernet adapters on VLAN 42 can access the external network. VLAN tags are not yet exported to the external network. If you decide to use other VLAN tags in VLAN 2500 and 3983, continue with 3.5.4, “Transporting VLANs to the external network” on page 85.

    6.	This optional step adds a virtual trunk Ethernet adapter to the SEA and reconfigures it to use load sharing, as shown in Figure 3-18 on page 80. For more information, see Example 3-9.

     

    
      
        	
          Important: The two steps that are shown in Example 3-9 must be run in each VIOS partition, starting with the primary site.

        
      

    

    Example 3-9   Adding a trunk adapter to the SEA and change ha_mode attribute
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    ent6: SEA

    ent2: trunk adapter which is already part of the SEA

    ent5: new trunk adapter adding to the SEA

     

    $ chdev -dev ent6 -attr virt_adapters=ent2,ent5

    ent6 changed

    Changing the SEA to Load Sharing mode.

    $ chdev -dev ent6 -attr ha_mode=sharing

    ent6 changed
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    3.5.4  Transporting VLANs to the external network

    Complete the following steps to transport the VLAN IDs (that can be used only within the vSwitch until now) to the external network. The network hardware that is attached must be configured for VLAN tagging:

    1.	Connect to the VIOS partitions by using SSH or open a console connection.

    2.	Use the mkvdev command to add VLAN devices to the shared Ethernet adapter, as shown in Example 3-10.

    Example 3-10   Exporting the VLAN IDs using the SEA adapter ent6
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    $ mkvdev -vlan ent6 -tagid 2500

    ent7 Available

    en7

    et7

    $ mkvdev -vlan ent6 -tagid 3983

    ent8 Available

    en8

    et8

    $ mkvdev -vlan ent6 -tagid 3984

    ent9 Available

    en9

    et9
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    3.6  Customizing

    This section describes how to ease navigation within the VIOS shell. This section also shows how to set up the SNMP daemon to monitor VIOS performance remotely. The following topics are covered:

    •3.6.1, “Changing ksh to bash style” on page 86

    •3.6.2, “Configuring monitoring by using SNMP” on page 86

    •3.6.3, “Creating an image repository for client D-IPL” on page 87

    3.6.1  Changing ksh to bash style

    To permanently change the VIOS shell to a more intuitive way of operation, follow the commands that are shown in Example 3-11. This example uses the editor vi that is preinstalled with VIOS.

    Use the o key to insert a new line and change to editing mode. Use the Esc key to exit editing mode.

    Outside the editing mode, you can use commands to browse vi. Enter :d to delete a line and :x to exit and save the file.

    Example 3-11   Changing ksh to bash style
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    $ oem_setup_env

    # chmod 644 /usr/ios/cli/.profile

    # vi /usr/ios/cli/.profile

     

    add the following lines to the file:

     

    export ENV=/usr/ios/cli/.kshrc

    export PS1="$(ioscli hostname)$ "

    alias __A=`echo "\020"`  #ctrl-p => up

    alias __B=`echo "\016"`  #ctrl-n => down

    alias __C=`echo "\006"`  #ctrl-f => right

    alias __D=`echo "\002"`  #ctrl-b => left

    alias __H=`echo "\001"`  # Home

    alias __F=`echo "\005"`  # End

    set -o emacs

     

    exit the editor via ESC and :x

     

    # exit
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    3.6.2  Configuring monitoring by using SNMP

    Complete the following steps to enable the Simple Network Management Protocol (SNMP) daemon:

    1.	Edit the file snmpdv3.conf with the vi editor, as described in 3.6.1, “Changing ksh to bash style” on page 86.

    2.	Edit the file rc.tcpip to enable the SNMP daemon auto start.

    3.	Restart the SNMP daemons.

    For more information, see Example 3-12.

    Example 3-12   Configuring SNMP daemons
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    $ oem_setup_env

    # vi /etc/snmpdv3.conf

    Put a # before the following line to comment it out:

    VACM_VIEW defaultView        1.3.6.1.4.1.2.6.191        - excluded -

     

    Add the next four lines to the end of the file, save, and exit:

    VACM_GROUP group1 SNMPV2c public -

    VACM_ACCESS  group1 - - noAuthNoPriv SNMPv2c defaultView - defaultView -

    COMMUNITY public    public     noAuthNoPriv 0.0.0.0     0.0.0.0         -

    VACM_VIEW defaultView        1                         - included -

     

    # vi /etc/rc.tcpip

    Uncomment the following lines, save, and exit:

    start /usr/sbin/snmpd "$src_running"

    start /usr/sbin/hostmibd "$src_running"

    start /usr/sbin/snmpmibd "$src_running"

    start /usr/sbin/aixmibd "$src_running"

    Restart the services:

    # for s in snmpd snmpmibd hostmibd aixmibd; do stopsrc -s $s; sleep 2; done

    # for s in snmpd snmpmibd hostmibd aixmibd; do startsrc -s $s; sleep 2; done

    # exit
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    3.6.3  Creating an image repository for client D-IPL

    If no physical DVD drive is available to the client partition, create an image repository that is on the VIOS partitions disk. This can be done by using the HMC GUI or from the VIOS CLI.

     

    
      
        	
          Attention: Unlike image catalogs in IBM i, the images in the repository are not autoloaded.

        
      

    

    Before you start, a virtual DVD drive must be created on the VIOS partition by using the VIOS command line. Complete the following steps:

    1.	Create a virtual server SCSI adapter on the VIOS partition profile and a matching virtual client SCSI adapter on the client partition that is used as alternative Load Source device.

    2.	Run the mkvdev command from the VIOS CLI for the created device (as shown in Example 3-13 on page 88) to create a virtual optical device.

     

    
      
        	
          Tip: Use the -dev parameter with the mkvdev command to set a device name, such as vtopt_iLPAR1 for later reference.

        
      

    

    Example 3-13   Creating a virtual optical device
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    $ lsmap -all

    SVSA            Physloc                                      Client Partition ID

    --------------- -------------------------------------------- ------------------

    vhost0          U8205.E6C.06F759R-V1-C4                      0x00000003

     

    VTD                   NO VIRTUAL TARGET DEVICE FOUND

     

    $ mkvdev -fbo -vadapter vhost0

    vtopt0 Available

    $ lsmap -all

    SVSA            Physloc                                      Client Partition ID

    --------------- -------------------------------------------- ------------------

    vhost0          U8205.E6C.06F759R-V1-C4                      0x00000003

     

    VTD                   vtopt0

    Status                Available

    LUN                   0x8100000000000000

    Backing device

    Physloc

    Mirrored              N/A
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    Creating a repository and adding images by using the HMC GUI

    Complete the following steps to create the repository, add the I_BASE_01 image, and assign it to the IBM i client partition:

    1.	Select your IBM Power Server and open the Virtual Storage Management from the Tasks area by clicking Configuration → Virtual Resources → Virtual Storage Management.

    2.	Select the VIOS partition and click Query.

    3.	As shown in Figure 3-25 on page 89, click Create Library in the Optical Devices tab to add a new library.
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    Figure 3-25   Managing optical devices

    4.	Figure 3-26 shows the Create Media Library window. Enter the media library size. The maximum size depends on the VIOS disk that is used. Ensure that it is large enough to store the image files. Click OK.
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    Figure 3-26   Creating the media library

    5.	Transfer the image file by using FTP or an SCP client to the VIOS server.

    6.	Add the transferred image file to the repository, as shown in Figure 3-27. Enter a media name by which the image can be identified and the full path to the image file. Click OK to create a Virtual Media object.
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    Figure 3-27   Adding virtual media

    Figure 3-28 shows the upload progress.

     

    
      
        	
          Tip: You can delete the image file from the VIOS after it is copied from its location to the repository.
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    Figure 3-28   Creating the virtual optical media

    7.	Select the image file and assign it to the virtual optical device, as shown in Figure 3-29.
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    Figure 3-29   Assigning the virtual optical media

    8.	Select the partition and virtual optical drive. Select the Force reassignment on running partitions option and click OK, as shown in Figure 3-30. Use read-only as the access mode to load the image into multiple virtual drives.
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    Figure 3-30   Assigning the virtual media

    Creating a repository and adding images by using the VIOS CLI

    Example 3-14 shows how to create an image repository, add an image to the repository, and load the image for the client partition by using the VIOS CLI. Use read-only as the access mode to load the image into multiple virtual drives.

    Example 3-14   Creating a repository, adding an image, and loading the image
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    $ lssp

    Pool              Size(mb)   Free(mb)  Alloc Size(mb)    BDs Type

    rootvg               51136      27008              64      0 LVPOOL

    $ mkrep -sp rootvg -size 26G

    Virtual Media Repository Created

    Repository created within "VMLibrary" logical volume

    $ mkvopt -name IBASE71G -file I_BASE_01_710G.iso -ro

    $ loadopt -disk IBASE71G -vtd vtopt0

    $ lsrep

    Size(mb) Free(mb) Parent Pool         Parent Size      Parent Free

       26515    24134 rootvg                    51136              384

     

    Name                                                  File Size Optical         Access

    IBASE71G                                                   2381 vtopt0          ro

    $ unloadopt -vtd vtopt0
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    3.7  Troubleshooting

    This section describes how to improve VIOS performance and find bottlenecks. This section also shows how to restart the Resource Monitoring and Control (RMC) connection and which information is necessary for a support call and how to gather that information.

    The following topics are covered:

    •3.7.1, “Measuring performance” on page 92

    •3.7.2, “Restarting the RMC connection” on page 95

    •3.7.3, “Collecting troubleshooting data for support” on page 96

    3.7.1  Measuring performance

    Starting with VIOS 2.2.2, a tool to measure the performance and check the VIOS configuration is available. Complete the following steps:

    1.	Run the part command (as shown in Example 3-15) to collect the performance information.

    Example 3-15   Gathering performance statistics
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    $ part

    usage: part {-i INTERVAL | -f FILENAME} [-t LEVEL] [--help|-?]

           -i <minutes>    interval can range between 10-60

           -f <file>       any nmon recording

           -t <level>      1 - Basic logging, 2 - Detailed logging

           -?              usage message

    $ part -i 30

    part: Reports are successfully generated in z1436cvios3_131011_20_26_48.tar
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    2.	Download the archive from the VIOS and extract it at your workstation.

    3.	Open the vios_advisor_report.xml file with a web browser.

    The resulting output is split into different sections. In Figure 3-31, the overview of the system is displayed. Click the icons to see an explanation for each item.
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    Figure 3-31   System configuration

    Figure 3-32 shows information about average and maximum I/O activity within the measured interval.
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    Figure 3-32   VIOS I/O and network activity

    Figure 3-33 shows the details about the physical disk drives that are visible to the VIOS. This example uses NPIV attached disks. Only the disk that contains the VIOS is shown.
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    Figure 3-33   VIOS disk drives

    Figure 3-34 displays the average CPU usage. The VIOS footprint is small if you use NPIV. The CPU load increases with a higher virtualized network load.
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    Figure 3-34   VIOS CPU usage

    Figure 3-35 shows the memory usage. If the VIOS starts to page, increase the size of the memory by using a DLPAR operation without the need for downtime.
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    Figure 3-35   VIOS memory usage

     

    As shown in Figure 3-35 on page 94, there is a warning about the memory usage. Click the warning icon to see a detailed explanation, as shown in Figure 3-36. As this system still has about 20% of its memory unused, it is not necessary to take action, but the amount of available memory can decrease soon.
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    Figure 3-36   Memory warning explanation

    Alternatively, the VIOS Advisor tool can be downloaded from this website:

    https://www.ibm.com/developerworks/mydeveloperworks/wikis/home/wiki/Power%20Systems/page/VIOS%20Advisor

    The tool allows for a longer collection period of up to 1440 minutes and provides greater detail on I/O activity and network configuration.

    3.7.2  Restarting the RMC connection

    When the connection between HMC and VIOS is interrupted, the RMC connection can be lost. Without an active RMC connection, dynamic LPAR operations are no longer possible. Use the commands that are shown in Example 3-16 to check the connection state and restart the connection.

    Example 3-16   Checking and restarting the RMC connection
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    $ oem_setup_env

    # /usr/sbin/rsct/bin/rmcdomainstatus -s ctrmc

     

    # /usr/sbin/rsct/install/bin/recfgct

    0513-071 The ctcas Subsystem has been added.

    0513-071 The ctrmc Subsystem has been added.

    0513-059 The ctrmc Subsystem has been started. Subsystem PID is 9502788.

     

    # /usr/sbin/rsct/bin/rmcdomainstatus -s ctrmc

    Management Domain Status: Management Control Points

      I A  0x69e3763d06415474  0002  9.5.103.98

      I A  0x48864326026f84b4  0001  9.5.104.205

     

    # exit
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    The rmcdomainstatus command now shows a connection to both attached HMCs.

    3.7.3  Collecting troubleshooting data for support

    This section describes the information you need to collect for support.

    Gather information about the type, model, and serial number of the IBM Power System.

    Use the commands that are shown in Example 3-17 to collect information about the installed operating system levels.

    Example 3-17   Collecting operating system information
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    RZMB02VIOS1$ ioslevel

    2.2.2.1

    RZMB02VIOS1$ oem_platform_level

    AIX Version:

    6.1.0.0
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    To collect information about the virtual adapter configuration (including the error logs), run the snap command and download the resulting snap.pax.Z file by using FTP to your workstation. The process resembles what is shown in Example 3-18 and runs for several minutes.

    Example 3-18   Running the snap command
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    $ snap

           Gathering data.  This may take 5 to 10 minutes.  Please wait.

     

    Checking space requirement for general information.............. done.

    Checking space requirement for tcpip information................ done.

    Checking space requirement for kernel information............... done.

    Checking space requirement for printer information.............. done.

    Checking space requirement for dump information..................done.

    Checking space requirement for sna information.................. done.

    Checking space requirement for filesys information.............. done.

    Checking space requirement for async information................ done.

    Checking space requirement for lang information................. done.

    Checking space requirement for XS25 information..................done.

    Log directory set to /tmp/ibmsupt/ctsupt

    Gathering information..............................................

    Starting tar/compress process......

    *******done*******

    Checking space requirement for install information.............. done.

    Checking space requirement for ssa information.................. done.

    ...

    ...

    ...

    Gathering pcixscsi system information........................... done.

    Gathering sissas system information............................. done.

    Gathering IB system information..............................

    Creating compressed pax file...

    Starting pax/compress process... Please wait... done.

     

    -rw-------    1 0        0          43131685 Oct 11 11:31 snap.pax.Z

           Finished gathering data.  Check your home directory for snap.pax.Z

    $ 
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PowerHA and the IBM Storwize Family

    Increasing business demands for application availability require more clients of any size to look for a solution that can help eliminate planned and unplanned downtimes for their IT services.

    An unplanned outage that in duration or recovery time that exceeds business expectations can have severe implications, including unexpected loss of reputation, client loyalty, and revenue. Clients who did not effectively plan for the risk of an unplanned outage, never completed their installation of a high availability (HA) solution, or did not have a tested tape recovery plan in place, are especially exposed to negative business effects.

    This chapter describes various usage scenarios for IBM PowerHA SystemMirror for i with the SAN Volume Controller and IBM Storwize storage servers. This chapter also describes the possibilities, position them against each other, and gives you an overview of how to configure them.

    The following topics are covered in this chapter:

    •Usage scenarios for IBM PowerHA SystemMirror for i

    •Setting up IBM PowerHA SystemMirror for i

    4.1  Usage scenarios for IBM PowerHA SystemMirror for i

    The IBM PowerHA SystemMirror for i solution offers a complete end-to-end integrated clustering solution for high availability (HA) and disaster recovery (DR). PowerHA provides a data and application resiliency solution that is an integrated extension of the IBM i operating system and storage management architecture. It also features the design objective of providing application high availability through planned and unplanned outages.

    Because data resiliency is managed within the IBM i storage management architecture, there is no operator involvement. Just as there is no operator involvement with RAID 5 or disk mirroring.

    As shown in Figure 4-1, the architecture of PowerHA SystemMirror for i provides several different implementation possibilities.
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    Figure 4-1   Overview of IBM PowerHA SystemMirror for i

    Geographic mirroring offers IBM i clients an IBM i-based page-level replication solution for implementing high availability and disaster recovery with any kind of IBM i-supported internal or external storage solution. With IBM System Storage DS8000, SAN Volume Controller, or IBM Storwize family, storage servers clients can use storage-based remote replication functions for high availability and disaster recovery, LUN-level switching for local high availability, and FlashCopy for reducing save window outages by enabling the creation of a copy that is attached to a separate partition for offline backup to tape.

    Which of these solutions make most sense in your environment depends largely on the storage infrastructure in place.

    The following solutions are described in this section:

    •4.1.1, “Metro Mirror” on page 99

    •4.1.2, “Global Mirror” on page 99

    •4.1.3, “LUN level switching” on page 100

    •4.1.4, “FlashCopy” on page 102

    For more information about the Storwize Copy Services functions, see the IBM Redbooks publication, IBM System Storage SAN Volume Controller and Storwize V7000 Replication Family Services, SG24-7574.

    4.1.1  Metro Mirror

    Metro Mirror is a synchronous remote copy relationship between two volumes (VDisks) of equal (virtual) size. When the remote copy relationship is established, the preferred primary volume is designated as the master volume and the preferred secondary volume as the auxiliary volume. If the secondary volume is available, every host write I/O that is sent to the Metro Mirror primary volume is acknowledged back to the host only after it is committed to the write cache of the primary Storwize family system and the secondary Storwize family system.

    Figure 4-2 shows a typical setup with PowerHA and Metro Mirror. Each system has its own system ASP that contains the operating system, license programs, and some other objects. The IASP that contains application programs and data is mirrored from the primary storage system to the secondary storage system. Data is kept synchronous on a page level.

    Metro Mirror is commonly used with PowerHA to achieve a high availability and disaster recovery solution for metropolitan distances up to 300 km when Storwize V3700, V5000, V7000, or SAN Volume Controller is used.
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    Figure 4-2   Metro Mirror

    4.1.2  Global Mirror

    Global Mirror is an asynchronous remote copy relationship between two volumes (VDisks) of equal (virtual) size. When the remote copy relationship is established, the preferred primary volume is designated as the master volume and the preferred secondary volume as the auxiliary volume. Every host write I/O sent to the Global Mirror primary volume is acknowledged back to the host after it is committed to the write cache of both nodes for the corresponding I/O group of the primary Storwize family system. At some later time (that is, asynchronously), this write update is sent by the primary Storwize family system to the secondary Storwize family system. Therefore, Global Mirror provides the capability to perform remote copy over long distances, up to the maximum supported round-trip latency of 80 ms, which exceeds the performance-related limitations of synchronous remote copy without host write I/O performance affects that are caused by remote replication delays.

    Though the data is sent asynchronously from the primary to the secondary Storwize family system, the write ordering is maintained by sequence numbers that are assigned to acknowledged host write I/Os and with the secondary applying writes in order by their sequence number.

    Consistency of the data at the remote site is maintained always. However, during a failure condition, the data at the remote site might be missing recent updates that were not sent or that were in-flight when a replication failure occurred. Therefore, the use of journaling to allow for proper crash consistent data recovery is of key importance. It is also considered a best practice to ensure crash consistent data recovery even when remote replication is not used. This allows you to recover from a loss of transient modified data in IBM i main storage after a potential sudden server crash due to a severe failure condition.

    A log file is used by the Storwize family for Global Mirror to maintain write ordering. It also is used to help prevent host write I/O performance impacts when the host writes to a disk sector that is being transmitted or because of bandwidth limits that are still waiting to be transmitted to the remote site. The Storwize family also uses shared sequence numbers to aggregate multiple concurrent (and dependent) write I/Os to minimize its Global Mirror processing overhead.

    Global Mirror is commonly used with PowerHA to achieve disaster recovery where you want to put some distance between your sites. You want to combine it with a local high availability solution because the asynchronous implementation of Global Mirror does not ensure that the last transaction reached the backup system.

    4.1.3  LUN level switching

    LUN level switching, as shown in Figure 4-3 on page 101, provides support for an automated IBM i high availability solution by using a single copy of an independent ASP that can be switched (or ASPs), which can be switched between two IBM i cluster nodes for a local high availability solution.

    It is supported for NPIV attachment and for native attachment of the IBM Storwize family. It is also supported for an SAN Volume Controller split cluster environment, which can make it an attractive solution, especially in heterogeneous environments where SAN Volume Controller split cluster is used as the basis for a cross-platform, two-site, high-availability solution.
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    Figure 4-3   LUN level switching

    SAN Volume Controller split cluster

    In a standard SAN Volume Controller configuration, all nodes physically are within the same rack. Beginning with version 5.1, support was provided for split cluster configurations where nodes within an I/O group can be physically separated from one another by up to 10 kilometers. This capability allows nodes to be placed in separate failure domains, which provide protection against failures that affect a single failure domain.

    The initial support for split cluster that was delivered in version 5.1 contained the restriction that all communication between the SAN Volume Controller node ports cannot traverse Inter-Switch Links (ISLs). This limited the maximum supported distance between failure domains. Starting with SAN Volume Controller version 6.3, the ISL restriction was removed, which allowed the distance between failure domains to be extended to 300 kilometers. Additionally, in SAN Volume Controller version 6.3, the maximum supported distance for non-ISL configurations was extended to 40 kilometers.

    The SAN Volume Controller split cluster configuration provides a continuous availability platform whereby host access is maintained if any single failure domain is lost. This availability is accomplished through the inherent active architecture of the SAN Volume Controller with the use of volume mirroring. During a failure, the SAN Volume Controller nodes and associated mirror copy of the data remain online and available to service all host I/O.

    The split cluster configuration uses the SAN Volume Controller volume mirroring function. Volume mirroring allows the creation of one volume with two copies of MDisk extents. The two data copies, if placed in different MDisk groups, allow volume mirroring to eliminate the effect to volume availability if one or more MDisks fails. The resynchronization between both copies is incremental and is started by the SAN Volume Controller automatically. A mirrored volume has the same functions and behavior as a standard volume. In the SAN Volume Controller software stack, volume mirroring is below the cache and copy services. Therefore, FlashCopy, Metro Mirror, and Global Mirror have no awareness that a volume is mirrored. All operations that can be run on non-mirrored volumes can also be run on mirrored volumes.

    LUN level switching is commonly used with an SAN Volume Controller split cluster setup. This setup provides storage high availability through the SAN Volume Controller setup and server high availability through PowerHA. Another common setup is a three node cluster where local high availability is achieved by LUN level switching and disaster recovery is possible on the third node in the cluster by using Metro or Global Mirror. In this three-node setup, you often use an SAN Volume Controller split cluster on the primary site and a Storwize V7000 or V3700 at the secondary site. Within the Storwize family, remote copy operations, such as Global Mirror and Metro Mirror, are possible between the different members of the family.

     

    
      
        	
          Important: Although SAN Volume Controller split cluster is a supported environment with PowerHA, there is no automatic change of the SAN Volume Controller preferred node when a failover or switchover is done. Because of the latency that is involved when you are reading from the remote SAN Volume Controller node, make sure that the distance between the SAN Volume Controller nodes is close enough to meet your disk response time expectations. In addition, you must have separate Fibre Channel adapters for the system ASP and the IASP. Also, ensure that you set the preferred node correctly when you are creating the vDisks on the SAN Volume Controller because changing this setting later on requires the attached IBM i LPAR to be powered down.

        
      

    

    4.1.4  FlashCopy

    The IBM Storwize family FlashCopy function provides the capability to perform a point-in-time copy of one or more volumes (VDisks). In contrast to the remote copy functions of Metro Mirror and Global Mirror, which are intended primarily for disaster recovery and high-availability purposes, FlashCopy typically is used for online backup or creating a clone of a system or IASP for development, testing, reporting, or data mining purposes.

    FlashCopy also is supported across heterogeneous storage systems that are attached to the IBM Storwize family, but only within the same Storwize family system. Up to 4096 FlashCopy relationships are supported per IBM Storwize family system, and up to 256 copies are supported per FlashCopy source volume. With IBM Storwize family version 6.2 and later, a FlashCopy target volume can also be a non-active remote copy primary volume, which eases restores from a previous FlashCopy in a remote copy environment by using the FlashCopy reverse function.

    FlashCopy is commonly used to minimize downtimes for backup operations to tape. Instead of saving data from the production system, you create a FlashCopy of that data and attach it to another system where the actual save to tape is done, as shown in Figure 4-4 on page 103.
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    Figure 4-4   FlashCopy

    In addition, FlashCopy can be used to provide a kind of disaster recovery option when large changes are made to your application. Create the FlashCopy before you start the application change. When you find that something does not work as expected, you can revert to the state before the application changes without waiting for a lengthy restore operation.

    For more information about how an IASP is suspended for a brief period, the FlashCopy is taken, and the BRMS setup is done, see Chapter 6, “BRMS and FlashCopy” on page 173.

    4.2  Setting up IBM PowerHA SystemMirror for i

    This section describes the step-by-step setup instructions for configuring IBM PowerHA SystemMirror for i with the IBM Storwize family. The section includes the following topics:

    •4.2.1, “Requirements for PowerHA SystemMirror for i with SAN Volume Controller or Storwize” on page 103

    •4.2.2, “SAN Volume Controller split cluster and LUN level switching” on page 105

    •4.2.3, “LUN level switching in combination with Global Mirror” on page 137

    •4.2.4, “Metro Mirror setup” on page 150

    •4.2.5, “Adding LUNs to an existing IASP” on page 150

    4.2.1  Requirements for PowerHA SystemMirror for i with SAN Volume Controller or Storwize

    To work properly, PowerHA SystemMirror for i must communicate with the IBM Storwize Family system. This is done by using Secure Shell (SSH). You must create an SSH key pair on IBM i and attach the SSH public key to a user profile on the IBM Storwize Family system. The corresponding private key file to be used is specified in the creation of the ASP copy descriptions. It must be distributed to the same directory on all nodes in the cluster.

    Generating the SSH key requires the following IBM i products to be installed:

    •5770-SS1 option 33 (Portable Application Solution Environment)

    •5733-SC1 base and option 1 (IBM Portable Utilities for i and OpenSSH, OpenSSL, zlib)

     

    
      
        	
          Note: The Enterprise edition of PowerHA is required for two-site Copy Services solutions.

        
      

    

    Generating the key file is done on IBM i from Qshell. Example 4-1shows the commands in Qshell to generate the key and the files that are created. Ensure that the directory you specify in the keygen command exists before the command is issued. Also, the user profile you are using when you are generating the key can have a maximum length of eight characters only.

    Example 4-1   Generation of the SSH key pair in Qshell
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    > cd /QIBM/UserData/HASM/hads/.ssh/

    $

    > ssh-keygen -t rsa -f id_rsa -N ''

    Generating public/private rsa key pair.

    Your identification has been saved in id_rsa.

    Your public key has been saved in id_rsa.pub.

    The key fingerprint is:

    76:49:e1:9e:04:0a:c5:e2:68:3a:d0:6b:0b:4b:e2:2e powerha@Z1436B23.rch.stglabs.ibm.com

    $

    > ls -la

    total 64

    drwxrwsrwx 2 powerha 0 8192 Oct 07 17:02 .

    drwx--Sr-x 3 qsys 0 8192 Oct 07 15:19 ..

    -rw------- 1 powerha 0 1679 Oct 07 17:02 id_rsa

    -rw-r--r-- 1 powerha 0 414 Oct 07 21 17:02 id_rsa.pub
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    You then must import the id_rsa.pub file into a user on the Storwize family system. This user must have a minimum role of Copy Operator to perform the functions that are needed for PowerHA to work properly. If you want to use LUN level switching, make sure that the user has a minimum role of Administrator because PowerHA must change host attachments when switching the IASP to the secondary system.

    Transfer the file to your PC and import it to the Storwize user, as shown in Figure 4-5.
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    Figure 4-5   Importing SSH public key file to SAN Volume Controller user

    Make sure to distribute the id_rsa file to all nodes in your cluster to the same directory. The user profile QHAUSRPRF must have at least *R data authority to the key file on each system.

    4.2.2  SAN Volume Controller split cluster and LUN level switching

    This section provides an example of configuring SAN Volume Controller split cluster and LUN level switching. In this example, it is assumed that SAN Volume Controller split cluster was set up correctly. Also, ensure that SAN zoning is set up so that the IASP can be reached from the primary cluster node and from the secondary cluster node.

    Complete the following steps by using the GUI. These steps cover creating the cluster, creating the cluster resource group, and creating the ASP copy descriptions.

    To complete these steps by using a CLI, see “Using CLI commands to setup SAN Volume Controller split cluster and LUN level switching” on page 136:

    1.	Log in to the IBM Systems Director Navigator for i by using the following URL:

    http://your_server_IP_address:2001

    2.	From the list of possible tasks that is shown in Figure 4-6, select PowerHA to access the PowerHA configuration and management GUI.

    [image: ]

    Figure 4-6   Cluster creation from IBM Systems Director Navigator

    3.	As shown in Figure 4-7, there is no configured cluster. Click Create a new Cluster to start the cluster creation wizard.
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    Figure 4-7   Creating a cluster

    4.	On the Create Cluster welcome panel, click Next to continue to the cluster setup wizard.

    5.	As shown in Figure 4-8, on the Create Cluster Name and Version panel, you must provide a name for the cluster. With current fixes installed, the PowerHA version is 2.2. Click Next.
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    Figure 4-8   Cluster creation, specifying the cluster name and version

    6.	In the Create Cluster Local Node panel, provide information about the local cluster node, as shown in Figure 4-9. Specify a node name and one or two IP addresses that are used for cluster communication. You can enter these addresses manually or click the Use entry from below drop-down menu and select the address from the list that is shown.

     

    
      
        	
          Tip: It is a common practice to use two different IP connections for the cluster heartbeat so that if there is a partial network failure, cluster communication is still available.
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    Figure 4-9   Cluster creation, local node specifications

    7.	In the Create Cluster Additional Nodes panel, specify the information for the second node in the cluster. Click Add, as shown in Figure 4-10, and specify the node name and the IP addresses for the second cluster node. You can also specify whether clustering is started after the creation of the cluster is finished.
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    Figure 4-10   Cluster creation, adding the second node

    8.	When all of the nodes in your cluster are specified, click Next, as shown in Figure 4-11.
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    Figure 4-11   Cluster creation, all nodes specified

    9.	In the Create Cluster Message Queue panel, you must decide whether you want to use a cluster message queue, as shown in Figure 4-12. When a message queue is specified, a message is sent to that message queue on the secondary system when there is a failure on the primary system. You can also specify how long that message waits for an answer and what the standard action is after that time passes. Click Next.
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    Figure 4-12   Cluster creation, cluster message queue

    10.	As shown in Figure 4-13, you see an overview of the configuration options that you chose. Click Finish to start the cluster creation.
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    Figure 4-13   Cluster creation summary

    11.	Status messages appear as the cluster is created, as shown in Figure 4-14. Click Close to return to the PowerHA main menu.
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    Figure 4-14   Cluster creation successful message

    12.	From the PowerHA main menu (as shown in Figure 4-15), select Cluster Nodes to edit the cluster nodes that were created.
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    Figure 4-15   PowerHA main menu

    13.	Figure 4-16 shows the two nodes of the cluster that was created in this example. Currently, there is no device domain that is specified for the two nodes. The device domain is needed so that you can switch an IASP between the nodes.
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    Figure 4-16   Nodes in the cluster

    14.	Right-click each node in the cluster and select Properties, as shown in Figure 4-17.
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    Figure 4-17   Node properties selection

    15.	Figure 4-18 shows the properties for cluster node Z1436B23 from our example. There is no entry for the device domain. Click Edit.
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    Figure 4-18   Cluster node properties

    16.	Define the name of the device domain, as shown in Figure 4-19. If there is already a device domain that is created within the cluster, you can choose the device domain from the drop-down menu.

     

    
      
        	
          Note: If an IASP exists on one of the cluster nodes, that node must be added first into the device domain. Only the first node in a device domain can have an existing IASP. Nodes with an existing IASP cannot be added to an existing device domain.
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    Figure 4-19   Specifying the device domain

    17.	Device domains must be defined for each node in the cluster. As shown in Figure 4-20, the cluster node overview shows the active cluster nodes with their device domains.
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    Figure 4-20   Device domains added to each node in the cluster

    18.	Define the cluster resource group that is used to switch the IASP between the cluster nodes. From the main PowerHA window, click Cluster Resource Group, as shown in Figure 4-21.
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    Figure 4-21   PowerHA main menu, selecting Cluster Resource Groups

    19.	In the PowerHA Cluster Resource Groups window, select Create Cluster Resource Group from the Select Action drop-down menu, as shown in Figure 4-22.
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    Figure 4-22   Specifying to create a cluster resource group

    20.	In the Create Cluster Resource Group Name and Type panel, specify a name for the cluster resource group. The type must be Device, as shown in Figure 4-23, because you want to switch an IASP device that uses this cluster resource group. Click Next.
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    Figure 4-23   Create Cluster Resource Group, specifying the name and type

    21.	In the Create Cluster Resource Group Recovery Domain panel, define the recovery domain. The recovery domain defines which node in the cluster is the primary node and the order of backup nodes in the cluster.

    Add the primary node into the recovery domain as shown in Figure 4-24. A site name also must be specified. Click Add to add the primary node into the recovery domain.
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    Figure 4-24   Create Cluster Resource Group, recovery domain for the primary node

    22.	Add the secondary node into the recovery domain. Specify Backup as the role. Ensure that the site name you provide here is identical to the site name that you provided for the primary node, as shown in Figure 4-25 on page 121. Click Add to add the node into the recovery domain.
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    Figure 4-25   Create Cluster Resource Group, recovery domain for the backup node

    23.	The recovery domain overview shows the two cluster nodes with their node roles and site names, as shown in Figure 4-26. Click Next.
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    Figure 4-26   Create Cluster Resource Group, recovery domains created

    24.	In the Create Cluster Resource Group Exit Program panel, you can define a cluster resource group exit program. This program can be used to start functions that are specific to your environment when failover or switchover is done; for example, to start a certain application. For this example, an exit program is not used, as shown in Figure 4-27. Click Next.
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    Figure 4-27   Create Cluster Resource Group, specifying an exit program

    25.	In the Create Cluster Resource Group Devices panel, define which device is controlled by the cluster resource group. Specify the name of the IASP, as shown in Figure 4-28.

    You also can specify whether the IASP is varied on at the secondary system after a failover or switchover occurs. The server takeover IP address can be used to move one IP address to the current primary node. Click Add to add the device into the cluster resource group.
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    Figure 4-28   Create Cluster Resource Group, defining devices that are controlled by the cluster

     

    26.	You can add multiple devices into one cluster resource group. Click Next when the devices you need are part of the cluster resource group, as shown in Figure 4-29.
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    Figure 4-29   Create Cluster Resource Group, device added

    27.	In the Create Cluster Resource Group Failover Message Queue panel, you can define a failover message queue for the cluster resource group. As our example already defined a cluster-wide failover message queue, it does not define another one at the cluster resource group level, as shown in Figure 4-30. Click Next.
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    Figure 4-30   Create Cluster Resource Group, specifying a failover message queue

    28.	The Create Cluster Resource Group Summary panel that is shown in Figure 4-31 displays the configuration options that were entered. Click Finish to create the cluster resource group.
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    Figure 4-31   Create Cluster Resource Group, summary

    The cluster resource group is created and is in an inactive status, as shown in Figure 4-32.
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    Figure 4-32   Cluster resource group created

    29.	The last step to set up LUN level switching with PowerHA SystemMirror for i is to create an ASP Copy description. From the PowerHA main menu, click Independent ASPs, as shown in Figure 4-33.
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    Figure 4-33   PowerHA main menu, selecting Independent ASPs

    30.	In the PowerHA Independent ASPs window, select ASP Sessions and Copy Descriptions from the Select Action drop-down menu, as shown in Figure 4-34.
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    Figure 4-34   Selecting ASPs and Copy descriptions

    31.	In the ASP Sessions and Copy Descriptions window, select Add SVC ASP Copy Description from the Select Action pull-down menu in the ASP Copy Descriptions section, as shown in Figure 4-35. This option is used when the storage attached is a member of the IBM Storwize family.
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    Figure 4-35   Adding an SAN Volume Controller ASP Copy description

    32.	In the Add SVC ASP Copy Description window, you must define the connection to the SAN Volume Controller and the disk range and host connections from the SAN Volume Controller setup for the LUNs of the IASP. As shown in Figure 4-36, enter the following information:

     –	Enter a name for the ASP Copy Description.

     –	The ASP Device, the Cluster Resource Group, and the Site name must be the names that were specified previously in our example.

     –	User Id is the user ID on the SAN Volume Controller that you imported the SSH key into. This field is case-sensitive. Make sure that you enter the user ID exactly as you specified it in the SAN Volume Controller.

     –	The Secure Shell Key File points to the SSH private key that is stored in the same directory for all nodes in the cluster

     –	The IP Address is the network address of the SAN Volume Controller.

     –	Enter the disk range that is used for the IASP by clicking Add to add the information to your configuration setup. This information can be found in the SAN Volume Controller GUI. You can also add several disk ranges here. Make sure that the Use All Host Identifiers option is selected.
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    Figure 4-36   SAN Volume Controller ASP Copy Description creation, adding a virtual disk range

    33.	You also need to enter the host identifier for all the nodes in the recovery domain. Click Add Host Identifier for each node, enter the Host Identifier, and click Add to add the information to your configuration, as shown in Figure 4-37. The host identifier can be found in the SAN Volume Controller GUI.
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    Figure 4-37   SAN Volume Controller ASP Copy description creation, adding a host identifier for the primary node

    34.	Click Add to add the Recovery Domain Entry, as shown in Figure 4-38. Make sure that you add the host identifier information for each node in the cluster.
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    Figure 4-38   SAN Volume Controller ASP Copy description creation, adding the primary node

    35.	Figure 4-39 shows the finished configuration with the disk range for the IASP and two cluster nodes in the recovery domain and their corresponding host identifiers. Click OK to finish the configuration.
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    Figure 4-39   SAN Volume Controller ASP Copy description creation, recovery domain completed

    Figure 4-40 shows the completed setup. Click Back to Independent ASPS.
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    Figure 4-40   SAN Volume Controller ASP Copy description creation finished

    36.	Start the cluster resource group. From the main PowerHA menu, click Cluster Resource Groups.

    37.	In the PowerHA Cluster Resource Groups window, right-click the cluster resource name and select Start, as shown in Figure 4-41. The SAN Volume Controller with LUN level switching by using PowerHA SystemMirror for i setup is now complete.
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    Figure 4-41   Starting the cluster resource group

    Using CLI commands to setup SAN Volume Controller split cluster and LUN level switching

    You can use the CLI commands that are shown in Example 4-2 to complete this setup.

    Example 4-2   CLI commands to set up the SAN Volume Controller split cluster and LUN level switching
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    On the backup system:

    CRTDEVASP DEVD(IASP1) RSRCNAME(IASP1)

     

    On the production system:

    CRTCLU CLUSTER(SVC_CLU) NODE((Z1436B23 ('9.5.216.233' '192.168.10.23'))

     (Z1436B22 ('9.5.216.230' '192.168.10.22'))) 

     CLUMSGQ(QSYS/QSYSOPR) FLVWAITTIM(*NOMAX) FLVDFTACN(*CANCEL)

     

    ADDDEVDMNE CLUSTER(SVC_CLU) DEVDMN(SVC_DMN) NODE(Z1436B23)

     

    ADDDEVDMNE CLUSTER(SVC_CLU) DEVDMN(SVC_DMN) NODE(Z1435B22)

     

    CRTCRG CLUSTER(SVC_CLU) CRG(SVC_CRG) CRGTYPE(*DEV) 

     EXITPGM(*NONE) USRPRF(*NONE)

     RCYDMN((Z1436B23 *PRIMARY *LAST SITE1 *NONE)

     (Z1436B22 *BACKUP *LAST SITE1 *NONE)) 

     CFGOBJ((IASP1 *DEVD *ONLINE '10.10.10.10')) 

     

    ADDSVCCPYD ASPCPY(PROD) ASPDEV(IASP1) CRG(SVC_CRG) SITE(SITE1) NODE(*CRG)

     SVCHOST(PowerHA '/QIBM/UserData/HASM/hads/.ssh/id_rsa' '9.5.216.80') 

     VRTDSKRNG((1 4 *ALL)) RCYDMN((Z1436B23 (3)) (Z1436B22 (4)))

     

    STRCRG CLUSTER(SVC_CLU) CRG(SVC_CRG)
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    4.2.3  LUN level switching in combination with Global Mirror

    LUN level switching can also be used with Global Mirror in a three-node cluster. In this setup, LUN level switching provides local high availability. In addition, if the whole local site goes down, Global Mirror provides a disaster recovery option to a remote site. Depending on the distance between the two sites, you can also consider the use of Metro Mirror instead of Global Mirror.

    For more information about Metro Mirror, Global Mirror, and LUN level switching, see 4.1.1, “Metro Mirror” on page 99, 4.1.2, “Global Mirror” on page 99, and 4.1.3, “LUN level switching” on page 100.

    It is assumed that the following steps were completed:

    •The PowerHA setup for the local LUN level switching was completed, as described in 4.2.2, “SAN Volume Controller split cluster and LUN level switching” on page 105.

    •Global Mirror for all volumes of the IASP were configured.

    •The private SSH key that is used for communication was distributed between PowerHA and the SAN Volume Controller to the third cluster node and the public SSH key was assigned to a user on the secondary SAN Volume Controller. For more information, see 4.2.1, “Requirements for PowerHA SystemMirror for i with SAN Volume Controller or Storwize” on page 103.

    To complete these steps by using a CLI interface, see “Using CLI commands to setup LUN level switching with Global Mirror in a three-node cluster” on page 149.

    Complete the following steps by using the GUI interface:

    1.	Add the third cluster node into the existing cluster. To do this, select Cluster Nodes from the PowerHA main menu in IBM Navigator for i.

    2.	In the PowerHA Cluster Nodes window, select Add Cluster Node from the Select Action pull-down menu, as shown in Figure 4-42 on page 138.
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    Figure 4-42   Adding a cluster node to create a three-node cluster

    3.	In the Add Cluster Node window, enter the node name and the cluster IP addresses that are used for cluster communication, as shown in Figure 4-43. Click OK.
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    Figure 4-43   Three-node cluster, specifying the third cluster node details

    4.	As shown in Figure 4-44, the cluster node is added and started. Click Close.
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    Figure 4-44   Three-node cluster: Third node added successfully

    5.	As shown in Figure 4-45, our example now has a three-node cluster. The third node was not added to the device domain. You can add the node manually to the device domain or PowerHA can handle this for you when the cluster node is added into the cluster resource group. Click Back to PowerHA to return to the main PowerHA menu.
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    Figure 4-45   Three-node cluster: Node overview

    6.	In the PowerHA main menu, select Cluster Resource Groups.

    7.	In the PowerHA Cluster Resource Groups window, select Recovery Domain from the Select Action pull-down menu, as shown in Figure 4-46.
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    Figure 4-46   Three-node cluster: Creating a recovery domain

    8.	In the PowerHA Cluster Resource Groups Recovery Domain window, select Add Recovery Domain Node from the Select Action pull-down menu, as shown in Figure 4-47.
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    Figure 4-47   Three-node cluster: Adding a recovery domain node

    9.	In the Add Recovery Domain Node window (as shown in Figure 4-48), enter the following information:

     –	Node name of the third node.

     –	The node role is set to Backup with an order number of 2. In this example, there already is a primary node and a first backup node that is defined in the cluster setup.

     –	Because this is a different site from the site that was used for LUN level switching, you must specify a different site name here. Think of the site name as a representation for each copy of the IASP in the recovery domain.

    Click OK.
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    Figure 4-48   Three-node cluster: Specifying the recovery domain details

    10.	The new node is not yet added into the cluster device domain, as shown in the message that is shown in Figure 4-49. Click OK and the new node is automatically added to the same device domain that is used by the other nodes in the recovery domain.
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    Figure 4-49   Three-node cluster: Warning message

    11.	A status message appears as the node is added to the device domain, as shown in Figure 4-50.
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    Figure 4-50   Three-node cluster: Status message

    12.	A status message is then displayed that shows that the third node was added to the recovery domain, as shown in Figure 4-51. Click Close.
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    Figure 4-51   Three-node cluster: Node successfully added to recovery domain

    13.	The recovery domain now consists of three cluster nodes, as shown in Figure 4-52. Click Back to Cluster Resource Groups and return to the main PowerHA menu.
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    Figure 4-52   Three-node cluster: Recovery domain overview

    14.	In the main PowerHA menu, select Independent ASP.

    15.	In the PowerHA Independent ASPs window, add an ASP Copy Description for the IASP on the third node. Select ASP Sessions and Copy Descriptions from the Select Action pull-down menu, as shown in Figure 4-53.
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    Figure 4-53   Three-node cluster: ASP session

    16.	In the PowerHA Independent ASPs, ASP Sessions and Copy Descriptions window, select Add SVC ASP Copy Description from the Select Action pull-down menu (as shown in Figure 4-54) because this example is working with an SAN Volume Controller/Storwize V7000 environment.
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    Figure 4-54   Three-node cluster: Adding a SAN Volume Controller copy description

    17.	In the Add SAN Volume Controller ASP Copy Description window, specify the following parameters for the ASP, as shown in Figure 4-55:

     –	ASP Copy Description name.

     –	ASP Device is the name of the IASP that is used.

     –	Name of the Cluster Resource Group.

     –	Enter the new Site Name that was created in step 9 on page 141. 

     –	Define how PowerHA can talk to the storage system where the Global Mirror target LUNs are located. The User Id is case-sensitive.

    Click Add Virtual Disk Range.
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    Figure 4-55   Three-node cluster: Specifying copy description details

    18.	Enter the numbers for your virtual disk range from the SAN Volume Controller, as shown in Figure 4-56. Click Add to add this information into the ASP copy description. You can specify multiple disk ranges here. Click OK.
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    Figure 4-56   Three-node cluster: Adding the virtual disk range

    19.	Define an ASP session that tells PowerHA the relationship between ASP copy descriptions. Select Start SVC ASP Session from the Select Action pull-down menu in the ASP Sessions section, as shown in Figure 4-57.
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    Figure 4-57   Three-node cluster: Defining a SAN Volume Controller ASP session

    20.	In the Start SVC ASP Session window, specify the following information, as shown in Figure 4-58:

     –	Type: Defines the relationship between the ASP copy descriptions. This example set up a Global Mirror connection between the primary and the secondary LUNs.

     –	Specify the Cluster Resource Group that is used.

     –	You can also decide whether replication between the LUNs is reversed after doing a switchover or a failover. By default, replication is not reversed after a failover so that the original data in the primary IASP is preserved to provide a chance for error analysis.

    Click OK.
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    Figure 4-58   Three-node cluster: Starting an SAN Volume Controller ASP session

    The three-node cluster that uses LUN level switching for local high availability and Global Mirror for remote disaster recovery is now ready for use.

    Using CLI commands to setup LUN level switching with Global Mirror in a three-node cluster

    If you prefer to set up this environment by using CL commands, use the commands that are shown in Example 4-3.

    Example 4-3   Setup for adding Global Mirror by using CL commands
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    On the third cluster node:

    CRTDEVASP DEVD(IASP1) RSRCNAME(IASP1)

     

    On the primary cluster node:

    ADDCLUNODE CLUSTER(SVC_CLU) NODE(Z1436C23 ('9.5.216.226' '192.168.10.123'))

     

    ADDDEVDMNE CLUSTER(SVC_CLU) DEVDMN(SVC_DMN) NODE(Z1436C23)

     

    ADDCRGNODE CLUSTER(SVC_CLU) CRG(SVC_CRG) 

     RCYDMN(Z1436C23 *BACKUP *LAST SITE2 *NONE) 

     

    ADDSVCCPYD ASPCPY(IASP_GM) ASPDEV(IASP1) CRG(SVC_CRG) SITE(SITE2) NODE(*CRG)

     SVCHOST(powerha '/QIBM/UserData/HASM/hads/.ssh/id_rsa' '9.5.216.236') 

     VRTDSKRNG((1 4 *ALL))

     

    STRSVCSSN SSN(GLOBALMIR) TYPE(*GLOBALMIR) CRG(SVC_CRG)
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    4.2.4  Metro Mirror setup

    Setting up PowerHA SystemMirror for i in a Storwize family environment by using Metro Mirror is comparable to the setup that was described in 4.2.3, “LUN level switching in combination with Global Mirror” on page 137.

    The main differences are the configuration on the Storwize system where you specify to use Metro Mirror instead of Global Mirror. You must setup a cluster with two nodes in it. You then create the cluster resource group. Make sure to specify different site names for the node identifiers in the recovery domain. Create two SAN Volume Controller Copy Descriptions that point to the LUNs that are used as Metro Mirror source volumes and Metro Mirror target volumes. When you are starting the SAN Volume Controller session, make sure to specify *METROMIR as the session type.

    For more information about setup instructions for this environment, see PowerHA SystemMirror for IBM i Cookbook, SG24-7994.

    4.2.5  Adding LUNs to an existing IASP

    Complete the following steps to add LUNs to an existing IASP that is used with PowerHA:

    1.	Define the new LUNs on the storage system and map them to the correct host.

    2.	If you are using Metro Mirror or Global Mirror, define remote copy relationships between the LUNs on your storage system and start the copy relationship. When these copy relationships reach a consistent status, you add the copy relationships into the existing consistency group.

    3.	If you are using FlashCopy, make sure to add the new LUNs into the existing consistency group that you are using.

    4.	Add the LUNs into the IASP on IBM i from SST.

    5.	Add the ranges of the newly created LUN ranges to the corresponding ASP copy descriptions. You can use the Change SAN Volume Controller Copy Description (CHGSVCCPYD) command or use the Navigator GUI by completing the following steps:

    a.	From Independent ASP link in the PowerHA GUI, select ASP Sessions and Copy Description from the Select Action pull-down menu, as shown in Figure 4-59.
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    Figure 4-59   Adding LUNs to ASP session and copy description

    b.	In the PowerHA Independent ASP > ASP Sessions and Copy Descriptions window, click the Properties for the IASP to which you added the LUNs, as shown in Figure 4-60.
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    Figure 4-60   Adding LUNs, selecting properties of the IASP

    c.	In the Properties window, click Edit to change the ASP Copy Description, as shown in Figure 4-61.
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    Figure 4-61   Adding LUNs, editing properties

    d.	In the Properties window, you can see the virtual disk range that is assigned to the IASP. Click Add Virtual Disk Range, as shown in Figure 4-62.
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    Figure 4-62   Adding LUNs, adding virtual disk range

    e.	Enter the disk range of the newly added LUNs and click Add, as shown in Figure 4-63.
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    Figure 4-63   Adding LUNs, entering a new virtual disk range

    f.	When all of the new LUN ranges are entered, click Save (as shown in Figure 4-64) to save the new configuration for the ASP copy description.
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    Figure 4-64   Adding LUNs, saving the new configuration
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Live Partition Mobility

    By using Live Partition Mobility, you can migrate partitions and their hosted applications from one physical server to another without disrupting the infrastructure services. The migration operation, which takes a few seconds, maintains complete system transactional integrity. The migration transfers the entire system environment, including processor state, memory, attached virtual devices, and connected users.

    This chapter describes the general steps that are part of a Live Partition Mobility operation. It gives an overview of the prerequisites to use Live Partition Mobility and guides you through the setup process.

    The following topics are covered in this chapter:

    •Usage scenarios for Live Partition Mobility

    •License considerations with Live Partition Mobility

    •Setting up Live Partition Mobility

    5.1  Usage scenarios for Live Partition Mobility

    IBM Power System servers are designed to offer the highest stand-alone availability in the industry. Still, enterprises must occasionally restructure their infrastructure to meet new IT or business requirements. By letting you move your running production applications from one physical server to another, Live Partition Mobility allows for non-disruptive maintenance or modification to a system. This mitigates the effect on partitions and applications that were caused by the occasional need to shut down a system.

    Because Live Partition Mobility works only when the current production system is up and running, it is not a replacement for another high availability solution. Instead, it is another feature that you want to use with your high availability solution.

    Live Partition Mobility can help in reducing planned downtimes for hardware maintenance or replacement of systems and in moving logical partitions to another system to achieve a more balanced workload distribution. As the complete logical partition is moved to a new system and nothing remains on the original system, Live Partition Mobility cannot help in scenarios where you need access to one environment when you are performing productive work on another environment. This includes operating system maintenance or application maintenance.

    The following steps provide an overview of the process that is involved in using Live Partition Mobility to move a running LPAR to a new system:

    1.	As a starting point in Figure 5-1, the IBM i client partition is running on System #1. On System #2, there is a Virtual I/O Server that is running that is connected to the storage system that System #1 is using. As shown in Figure 5-1, there is no configuration that is available on System #2 for the IBM i LPAR that we want to migrate to that system.

    The environment is checked for required resources, such as main memory or processor resources.
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    Figure 5-1   Live Partition Mobility, resource check

    2.	If this check is successful, a shell LPAR is created on System #2, as shown in Figure 5-2.
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    Figure 5-2   Live Partition Mobility, shell LPAR created

    3.	Virtual SCSI or NPIV devices are created in the virtual target VIOS server and in the shell partition to give the partition access to the storage subsystem that is used by System #1, as shown in Figure 5-3.
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    Figure 5-3   Live Partition Mobility, virtual SCSI devices created

    4.	Main memory is migrated from System #1 to System #2, as shown in Figure 5-4. Users can still work on System #1 when this process is occurring. Whenever a page from main memory is changed on System #1 after it was moved to System #2, that page must be moved from System #1 to System #2 again. Therefore, it is considered a best practice to start a partition migration during times of low activity on the system.
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    Figure 5-4   Live Partition Mobility, memory migration

    5.	When the system reaches a state where only a small number of memory pages were not migrated, System #1 is suspended, as shown in Figure 5-5. From this point, no work is possible on System #1. Users notice that their transactions seem to be frozen. The remaining memory pages are then moved from System #1 to System #2.
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    Figure 5-5   Live Partition Mobility, suspend of source system

    6.	After the memory pages migration is finished, the original LPAR definition on System #1 is deleted with the virtual I/O definitions in the Virtual I/O Server, as shown in Figure 5-6. The target system resumes and user transactions start to run again.

    All IBM i jobs are moved over to the new systems. Users experience a delay in response time when the system is suspended. However, because jobs are still active on the system after the migration finishes, uses can continue to work without having to log on to the system again.
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    Figure 5-6   Live Partition Mobility, finished status

    5.2  License considerations with Live Partition Mobility

    When partitions are moved from one system to another, you must ensure that you still adhere to license requirements in your environment. For IBM i licenses, the following rules apply:

    •When an LPAR is moved to another system permanently, considerations when using Live Partition Mobility are the same as when a manual move to another system is performed. IBM i entitlements are licensed to the hardware serial number. Therefore, you need a new license on the system the LPAR is migrated to or you can transfer entitlements from the old to the new system under certain circumstances. Licenses for IBM i licensed programs can be moved to the new system.

    •When an LPAR is moved to another system temporarily, the following scenarios are possible:

     –	All necessary licenses are available on both systems. No special considerations need to be taken.

     –	The secondary system is a CBU edition. In this case, normal CBU regulations apply.

    •No licenses are available on the secondary system. In this case, the 70-day grace period applies. You can use the system for 70 consecutive days. When you are performing multiple Live Partition Mobility operations, this 70-day grace period restarts after each migration. To work in this way, licenses must be available on the source system. Source and target systems must belong to the same company or must be leased by the same company. In addition, the source system must be in a higher or equal processor group as the target system. To receive support when working on the target system, it is recommended to have at least one IBM i license with a valid software maintenance contract on that system.

    5.3  Setting up Live Partition Mobility

    The use of Live Partition Mobility requires several preparation steps that are described in this section. In addition, there are several error messages and warnings that might appear during a Live Partition Migration operation. The most common messages and warnings and their causes are explained in this section.

    5.3.1  Requirements

    The following minimum prequisites for the use of Live Partition Mobility in an IBM i environment must be met on the source system and target system:

    •POWER7® server with firmware level 740_40 or 730_51, or higher

    •HMC V7R7.5 or later

    •VIOS 2.2.1.4 (FP25-SP2) or later

    •IBM i 7.1 Technology Refresh 4 or later

    •PowerVM Enterprise Edition

    •All VIOS virtual adapters assigned as required

    •If NPIV is used, both logical WWPNs of a virtual FC server adapter must be zoned because the second WWPN is used on destination server.

    •VLAN ID for IBM i client to be migrated must be identical on source and target system.

    5.3.2  Preparation

    Live Partition Mobility is enabled when PowerVM Enterprise Edition is installed on the server, as shown in the HMC server properties window in Figure 5-7. You can also see that the system is enabled for IBM i partition mobility.
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    Figure 5-7   Live Partition Mobility, IBM i partition mobility capable

    All I/O for the LPAR that you want to move to another system must be virtual and all disk storage for that LPAR must be attached externally by using VSCSI or NPIV. Access to that storage must be shared between VIO servers on the source and the target system.

    No physical adapters can be assigned to the IBM i LPAR. The IBM i LPAR must be set to Restricted I/O, which is done in the Properties section of the LPAR, as shown in Figure 5-8. Setting this parameter requires an IPL of the LPAR. It prevents the addition of physical adapters to the LPAR.
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    Figure 5-8   Live Partition Mobility, restricted I/O partition

    You must specify which VIO Server on the source and on the target LPAR is designated as the mover service partition (MSP). This enables the specified Virtual I/O Server partition to asynchronously extract, transport, and install partition state information. Mover service partitions are not used for inactive migrations. If the MSP flag is not set for any VIO server on the system, the error message that is shown in Figure 5-9 opens during the Live Partition Mobility validation.
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    Figure 5-9   Live Partition Mobility, no mover service partition specified

    The attribute for the mover service partition is set in the properties of the VIO server LPAR, as shown in Figure 5-10. The attribute becomes active immediately and does not require an IPL of the LPAR.
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    Figure 5-10   Live Partition Mobility, mover service partition flag

    All VIO servers that are taking part in the Live Partition Mobility activity must have a working RMC connection. If VIO servers are cloned by using copy operations, this is not the case because their ct_node_id is not unique. In this case, the error message that is shown in Figure 5-11 is displayed. For more information about for the steps that are required to set the ct_node_id, see 3.7.2, “Restarting the RMC connection” on page 95.

    [image: ]

    Figure 5-11   Live Partition Mobility, VIO server without RMC connection

    Ensure that the memory region sizes of the source and the target system are identical. If this setting is different on the systems that are involved, the validation process displays the error message that is shown in Figure 5-12. If you must change this setting, open the ASMI interface for the system that you want to change. The value can be found by clicking Performance Setup → Logical Memory Block Size. Changing the memory region size requires a complete shutdown of the server.
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    Figure 5-12   Live Partition Mobility, error for different memory region sizes

    5.3.3  Live Partition Mobility migration

    A Live Partition Mobility migration consists of the following general steps (the validation and the actual migration):

    1.	A Live Partition Mobility validation is started from the HMC GUI, as shown in Figure 5-13.
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    Figure 5-13   Live Partition Mobility, starting validation

    2.	Select the destination system to which you want to move the LPAR, as shown in Figure 5-14. Click Validate.
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    Figure 5-14   Live Partition Mobility, selecting the destination system

    3.	After the validation finishes without errors, you can start the migration by clicking Migrate as shown in Figure 5-15. If there are multiple VIO servers available on the target system to provide I/O for the migrated LPAR, the Live Partition Mobility process provides a suggestion for the virtual storage assignment. This predefined setting can also be changed.
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    Figure 5-15   Live Partition Mobility, starting migration

    4.	During the migration, a status window displays the progress, as shown in Figure 5-16.
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    Figure 5-16   Live Partition Mobility, migration status

    5.	On IBM i, the messages in the QSYSOPR message queue (as shown in Figure 5-17) indicate that a partition mobility action is in progress. The license information is displayed after a successful migration if a license key for the target system is not available.

    
      
        	
           Display Messages                                

                                                                 System:   Z1436C23       

           Queue . . . . . :   QSYSOPR                 Program . . . . :   *DSPMSG        

             Library . . . :     QSYS                    Library . . . :                  

           Severity  . . . :   60                      Delivery  . . . :   *HOLD          

                                                                                          

           Type reply (if required), press Enter.                                         

             Partition suspend request in progress.                                       

             Partition resumed after migration.                                           

             License key will not be valid in 70 days on 01/01/14.                        

             License key will not be valid in 70 days on 01/01/14. 

        
      

    

    Figure 5-17   Live Partition Mobility QSYSOPR messages

    5.3.4  Hints and tips for the validation process

    During the validation, the following errors and warnings might appear:

    •Virtual optical devices must be deallocated before a Live Partition Mobility operation can start. Reset the virtual IOP #290A from IBM i SST and unconfigure the virtual optical target device in VIOS by using the following command:

    rmdev -dev vtopt0 -ucfg

    Otherwise, the error message that is shown in Figure 5-18 is displayed.
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    Figure 5-18   Live Partition Mobility error message if the virtual optical device is not deallocated

    •Tape devices must be varied off from the IBM i side. If a tape is still varied on, this does not result in an error message during the validation phase. During the actual migration, the error message that is shown in Figure 5-19 is displayed and the Live Partition Mobility operation stops.
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    Figure 5-19   Live Partition Mobility error message if tape device is varied on

    In addition, the information that is shown in Figure 5-20 can be found in the QSYSOPR message queue of the LPAR that you attempted to move.

    
      
        	
           Additional Message Information                         

                                                                                          

           Message ID . . . . . . :   CPF67AC       Severity . . . . . . . :   40         

           Message type . . . . . :   Information                                         

           Date sent  . . . . . . :   10/23/13      Time sent  . . . . . . :   11:43:05   

                                                                                          

           Message . . . . :   Function *MIGRATION not supported.                         

           Cause . . . . . :   The parameter, value or command *MIGRATION was   requested but is not supported for device TAP01.                                       

           Recovery  . . . :   Do not specify the command, parameter or value that is   not supported.                                                                   

           

        
      

    

    Figure 5-20   Live Partition Mobility QSYSOPR message if tape device not varied off

    •A warning message is shown during validation if the slot numbers for server virtual Fibre Channel adapters or server virtual SCSI adapters cannot be retained, as shown in Figure 5-21. This is a warning only and it does not stop the migration process.
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    Figure 5-21   Live Partition Mobility warning message regarding slot numbers

    •If you mapped two virtual Fibre Channel adapters to one physical port for the LPAR on the source system, the error message that is shown in Figure 5-22 is displayed. The same error message appears if the Live Partition Mobility operation results in a setup on the target system where two virtual Fibre Channel adapters are mapped to one physical port.
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    Figure 5-22   Live Partition Mobility error message for physical device location not found
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BRMS and FlashCopy

    In times where business demands for ever rising availability levels on systems with a high workload, backup windows are closing fast. With Backup, Recovery and Media Services (BRMS) and FlashCopy, an independent ASP (IASP) can be saved without a diminishing effect on applications and disk performance. With PowerHA, FlashCopy management is done from the IBM i partition for ease of use.

    This chapter provides information about how an IASP is suspended for a brief period, the FlashCopy is taken, and the BRMS setup is done.

    The following topics are covered in this chapter:

    •Introduction to PowerHA, BRMS, and FlashCopy scenario

    •PowerHA and FlashCopy

    •Backup Recovery, and Media Services (BRMS)

    6.1  Introduction to PowerHA, BRMS, and FlashCopy scenario

    A common setup for this environment is a three-node cluster, as shown in Figure 6-1. High availability is provided between node A and node B by using Metro Mirror on the storage system. In addition, a FlashCopy point in time copy is taken from the LUNs that make up the IASP. This copy of the IASP is attached to the third node in the cluster. Data in that copy of the IASP is saved to tape. By using BRMS, these saves can then be restored to cluster nodes A and B. 

    [image: ]

    Figure 6-1   PowerHA, FlashCopy, and BRMS scenario

    6.2  PowerHA and FlashCopy

    The use of FlashCopy in an IBM i environment requires a tight integration between IBM i and the storage system that is running the FlashCopy operation. There are steps that must be taken on the IBM i side, such as quiescing the application to reach a consistent state of data on the disks. When this is accomplished, the FlashCopy is taken on the storage system. After this operation is finished, access to applications and data on the IBM i side must be started again.

    PowerHA provides this integration. There are IBM i commands available with PowerHA that communicate with the storage system by using Secure Shell (SSH) communication to run the required operations.

    6.2.1  Preparation for FlashCopy on the Storwize side

    Preparation on the Storwize family side is easy because most of the configuration tasks are taken over by IBM PowerHA SystemMirror for i. You must create only the required LUNs and attach them to the host you want to use them on.

    Preparation must be done on another LPAR. You cannot attach this copy of the IASP to your backup node. The FlashCopy consistency groups and FlashCopy mappings are automatically created when you start a FlashCopy session from the IBM i.

    6.2.2  Changes in PowerHA to add the third node into the cluster

    As shown in the example in Figure 6-1 on page 174, the two-node cluster for high availability is already set up with node z1436b23 as the primary system and node z1436c23 as the secondary system. To use FlashCopy and BRMS, complete the following steps to extend that configuration to include a third node z1436b22:

    1.	On the third node, create a device description for the IASP, as shown in the following example:

    CRTDEVASP DEVD(IASP1) RSRCNAME(IASP1)

    2.	On one of the existing cluster nodes, add the third node into the cluster, as shown in the following example:

    ADDCLUNODE CLUSTER(SVC_CLU) NODE(Z1436B22 ('9.5.216.230' '192.168.10.22'))

    3.	Add the new cluster node into the existing device domain, as shown in the following example:

    ADDDEVDMNE CLUSTER(SVC_CLU) DEVDMN(SVC_DMN) NODE(Z1436B22)

    4.	Add an SAN Volume Controller copy description that points to the newly created LUNs, as shown in the following example:

    ADDSVCCPYD ASPCPY(FLASHSVCB) ASPDEV(IASP1) CRG(*NONE) SITE(*NONE) NODE(Z1436B22) SVCHOST(powerha '/QIBM/UserData/HASM/hads/.ssh/id_rsa' '9.5.216.236') VRTDSKRNG((8 11 *ALL))

     

    
      
        	
          Note: For the target copy description that is to be used for FlashCopy, the cluster resource group and cluster resource group site must be *NONE. The node identifier must be set to the cluster node name that owned the target copy of the IASP.

        
      

    

    A FlashCopy can now be taken by using the STRSVCSSN command, as shown in Figure 6-2.

    
      
        	
                                   Start SVC Session (STRSVCSSN)                         

                                                                                         

          Type choices, press Enter.                                                     

                                                                                         

          Session  . . . . . . . . . . . . > FLASH1        Name                          

          Session type . . . . . . . . . . > *FLASHCOPY    *METROMIR, *GLOBALMIR...      

          Device domain  . . . . . . . . .   *             Name, *                       

          ASP copy:                                                                      

            Preferred source . . . . . . .   IASP_MM       Name                          

            Preferred target . . . . . . .   FLASHSVCB     Name                          

                         + for more values                                               

          Incremental flash  . . . . . . .   *NO           *NO, *YES                     

          Copy rate  . . . . . . . . . . .   0             0-100                         

          Cleaning rate  . . . . . . . . .   0             0-100                         

          Grain size . . . . . . . . . . .   256           256, 64                       

          Consistency group  . . . . . . .   *GEN                                        

          Reverse consistency group  . . .   *GEN                                        

                                                                                         

                                                                                                                                                                        

                                                                                  Bottom 

          F3=Exit   F4=Prompt   F5=Refresh   F12=Cancel   F13=How to use this display    

          F24=More keys                                                                  

        
      

    

    Figure 6-2   Using the STRSVCSSN command to start FlashCopy

    By using the STRSVCSSN command, the user can create an incremental FlashCopy relationship and specify a FlashCopy background copy rate and grain size. PowerHA requires the FlashCopy relationships to be included in a consistency group that is, by default, newly created by PowerHA on the SVC/V7000 when a FlashCopy session is started. Alternatively, the user can specify the name for an existing FlashCopy consistency group.

    Issuing an End SVC ASP Session (ENDSVCSSN) command, as shown in Figure 6-3, ends the FlashCopy relationship. The consistency group is deleted by default.

    
      
        	
                                  End SVC ASP Session (ENDSVCSSN)                        

                                                                                         

          Type choices, press Enter.                                                     

                                                                                         

          Session  . . . . . . . . . . . .   FLASH1        Name                          

          Device domain  . . . . . . . . .   *             Name, *                       

          Delete consistency group . . . .   *YES          *YES, *NO                     

                                                                                                                                                                        

                                                                                  Bottom 

          F3=Exit   F4=Prompt   F5=Refresh   F12=Cancel   F13=How to use this display    

          F24=More keys                                                                  

        
      

    

    Figure 6-3   Using the ENDSVCSSN command to end FlashCopy

    6.3  Backup Recovery, and Media Services (BRMS)

    Backup, Recovery, and Media Services (BRMS) for i is the IBM strategic solution for planning and managing the backup of your IBM i server.

    BRMS provides the IBM i server with support for policy-oriented setup and the running of backup, recovery, archive, and other removable-media-related operations. BRMS uses a consistent set of intuitive concepts and operations that can be used to develop and implement a backup strategy that is tailored to your business requirements.

    For more information about BRMS, see Backup Recovery and Media Services for OS/400: A Practical Approach, SG24-4840.

    6.3.1  Setting up the BRMS network group

    To share the BRMS database information about the media classes, available storage locations, and media policies, all PowerHA nodes must be brought into a BRMS network configuration. Complete the following steps:

    1.	Log on to the IBM i LPAR and open the BRMS policy menu by using the following command:

    WRKPCYBRM *SYS

    2.	From the System Policy menu, select option 4, Change network group.

    3.	In the Change Network Group display (see Figure 6-4), change the communication method to *IP and add your IBM i LPARs as nodes to the BRMS network. The host name must be reachable in the network. Add a host table entry, if necessary.

     

    
      
        	
          Tip: If the add operation fails, change the DDM attributes to allow a connection without password by using the following command:

          CHDDMTCPA PWDRQD(*USRID)

        
      

    

    
      
        	
           Change Network Group                 Z1436B22 APPN   

                                                                                        

          Network group . . . . :  *MEDINV           Position to  . . . . :             

          FlashCopy state . . . :  *ENDPRC                                              

          Communication method  :  *IP               *AVAIL, *IP, *SNA, *NONE           

          Notify period . . . . :     30             30-99999 seconds                   

          Type options, press Enter.                                                    

            1=Add   4=Remove   8=Set time                                               

                                                                                        

               Remote Local    Remote     System            Network                     

          Opt Location Name  Network ID   Status            Status                      

           1     Z1436B23     APPN                                                      

                 Z1436C23     APPN        Online            Active                      

                                                                                        

          Bottom

                                                                                        

          F3=Exit    F5=Refresh    F11=BRMS Media Information   F12=Cancel 

        
      

    

    Figure 6-4   Adding node z1436b23 to the BRMS network

    4.	Import the BRMS database information from the leading BRMS system to the secondary partitions by using the following command (ignore all messages):

    INZBRM OPTION(*NETSYS) FROMSYS(APPN.Z1436B22)

    5.	From the system that backs up the IASP, define which systems receive the save information and define that they also own the save history. If the option to change the save history owner is implemented, it appears as though the target system performed the backup. This is useful for the PRTRCYRPT and STRRCYBRM commands. Complete the following steps:

    a.	To add a specific system sync, run the following command to change the system name to make it look as though the backup was done by this system and synchronize the reference date and time:

    CALL QBRM/Q1AOLD PARM('HSTUPDSYNC' '*ADD' 'Z1436B23' 'APPN' 'IASP1' '*CHGSYSNAM')

    b.	To add a specific system sync, run the following command to keep the name of who did the backup and synchronize the reference date and time:

    CALL QBRM/Q1AOLD PARM('HSTUPDSYNC' '*ADD' 'Z1436C23' 'APPN' 'IASP1' '*NORMAL')

    c.	To display what is setup, run the following command:

    CALL QBRM/Q1AOLD PARM('HSTUPDSYNC' '*DISPLAY')

    d.	To remove a specific system, use the following command:

    CALL QBRM/Q1AOLD PARM('HSTUPDSYNC' '*REMOVE' 'Z1436C23' 'APPN' 'IASP1') 

    6.3.2  Configuring BRMS media classes and media policies

    BRMS divides tape media into different classes. These classes must be added first because they are used later in the media policy. When the media policy is created, groups of tapes are divided by these classes. If there is a fixed set of tapes for daily, weekly, and monthly backups, create multiple policies.

    Complete the following steps to create a media class and a media policy:

    1.	Run the Work with Media Classes command WRKCLSBRM to open the media classes menu.

    2.	Add the media class, as shown in Figure 6-5. Repeat this step as necessary for your normal BRMS save routines.

    
      
        	
           Add Media Class                                

                                                                                         

          Type choices, press Enter.                                                     

                                                                                         

          Media class . . . . . . . . . . . .   DAILYIASP   Name                        

          Density . . . . . . . . . . . . . .   *ULTRIUM5    F4 for list                 

          Media capacity  . . . . . . . . . .   *DENSITY     *DENSITY, Number nnnnn.nn   

            Unit of measure . . . . . . . . .                1=KB, 2=MB, 3=GB            

          Mark for label print  . . . . . . .   *NONE        *NONE, *MOVE, *WRITE        

          Label size  . . . . . . . . . . . .   1            1=6 LPI, 2=8 LPI, 3=9 LPI   

          Label output queue  . . . . . . . .   *SYSPCY      Name, *SYSPCY, *PRTF        

            Library . . . . . . . . . . . . .                Name, *LIBL                 

          Shared media  . . . . . . . . . . .   *YES         *YES, *NO                   

          Write once media  . . . . . . . . .   *NO          *YES, *NO                   

          Text  . . . . . . . . . . . . . . .   used for save of IASP1 

        
      

    

    Figure 6-5   Adding a media class for IASP save

    3.	Run the WRKPCYBRM TYPE(*MED) command to add a new policy for the save operation, as shown in Figure 6-6. This example uses a retention period of one day. In most cases, you might prefer longer retention periods.

    
      
        	
           Create Media Policy                                 

                                                                                         

                                                                                         

          Type choices, press Enter.                                                     

                                                                                         

            Media policy . . . . . . . . . . .  DAILYIASP   Name                   

            Retention type . . . . . . . . . .  2           1=Date, 2=Days,            

                                                              3=Versions, 4=Permanent    

              Retain media . . . . . . . . . .   1            Date, Number               

              Deleted library retention. . . .  *NONE        Number, *NONE              

            Move policy  . . . . . . . . . . .   *NONE        Name, *NONE, *ADSM, F4     

            Media class  . . . . . . . . . . .   DAILYIASP    Name, *SYSPCY, *ADSM, F4   

            Storage location . . . . . . . . .   *ANY         Name, *ANY, F4 for list    

            Save to save file  . . . . . . . .   *NO          *YES, *NO                  

              ASP for save files . . . . . . .   *SYSTEM      Name, *SYSTEM, 1-32        

              Save file retention type . . . .   4            1=Date, 2=Days,            

                                                              3=Permanent, 4=None        

                Retain save files  . . . . . .   *NONE        Date, Number, *NONE        

              ASP storage limit  . . . . . . .   *SYS         *SYS, 1-99                 

            Secure media . . . . . . . . . . .   *NO          *YES, *NO, *ADSM           

                                                                                         

                                                                                  More...

                                                                                          

          Type choices, press Enter.                                                      

                                                                                          

            Required volumes . . . . . . . . .   *NONE       *NONE, 1-9999                

            Mark volumes for duplication . . .   *NO         *NO, *YES                    

            Mark history for duplication . . .   *NO         *NO, *YES                    

            Text . . . . . . . . . . . . . . .   used for save of IASP1 

        
      

    

    Figure 6-6   Add media policy for IASP save

    6.3.3  Configuring the BRMS control group

    Control groups define logical groups of libraries and objects that possess similar backup, retention, and recovery requirements. In addition to allowing you to define the order in which backup, archive, and recovery processing occurs, control groups provide for special related actions, such as tape loads, processing subsystems, and job queues. Control groups provide exits for user-defined processing during the backup cycle.

    Figure 6-7 shows in which order the BRMS control groups that are created in this section must be run. This can be done with the job scheduler or by using the Run Remote Command (RUNRMTCMD) command.
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    Figure 6-7   Backup run for FlashCopy IASP

    Use the Work with Backup Control Groups command (WRKCTLGBRM) to create BRMS control groups. Complete the following steps:

    1.	As shown in Example 6-1, create control groups on the primary and high availability node, which is used to create and remove the FlashCopy of the IASP1. Also, the recovery reports are printed on the primary node.

    Example 6-1   Creating two BRMS control groups with CRTIASPCPY and RMVIASPCPY

    [image: ]

    CRTIASPCPY *EXIT CHGASPACT ASPDEV(IASP1) OPTION(*SUSPEND) SSPTIMO(3)

               *EXIT STRSVCSSN SSN(FLASH1) TYPE(*FLASHCOPY) ASPCPY((IASP_MM FLASHSVCB))

               *EXIT CHGASPACT ASPDEV(IASP1) OPTION(*RESUME)            

     

    RMVIASPCPY *EXIT ENDSVCSSN SSN(FLASH1)                              

               *EXIT SETASPGRP ASPGRP(IASP1)                            

               *EXIT STRMNTBRM RUNCLNUP(*NO) RTVVOLSTAT(*NO) PRTEXPMED(*NO) PRTBKUACT(*NO) PRTRCYRPT(*RCYANL) 

    [image: ]

    2.	On the backup node, create the control group that is used to back up the IASP copy, as shown in Example 6-2.

    Example 6-2   Backup node control group

    [image: ]

    DAILYIASP *EXIT            DAILYIASP   DAILYIASP         VRYCFG CFGOBJ(IASP1) CFGTYPE(*DEV) STATUS(*ON)

              *ALLUSR  IASP1   DAILYIASP   DAILYIASP  *YES

              *LINK    IASP1   DAILYIASP   DAILYIASP  *YES

              *EXIT            DAILYIASP   DAILYIASP         VRYCFG CFGOBJ(IASP1) CFGTYPE(*DEV) STATUS(*OFF)

              *EXIT            DAILYIASP   DAILYIASP         SNDMSG MSG('BACKUPS ARE COMPLETE') TOUSR(*SYSOPR) [image: ]

    3.	On the backup LPAR, the production LPAR was added to the list of owners for the saved object, as described in 6.3.1, “Setting up the BRMS network group” on page 176.

    4.	Run the BRMS control groups by using Start Backup by using the BRM (STRBKUBRM) command in the correct order to save the IASP objects.

    Figure 6-8 shows that after running the following Start Recovery by using BRM (STRRCYBRM) command with *LCL as the originating system, all information about the saved IASP objects from the backup LPAR are available:

    STRRCYBRM OPTION(*ALLUSR) ACTION(*RESTORE) FROMSYS(*LCL)

    
      
        	
                                      Select Recovery Items                    Z1436B23   

           

                                                      Select action  . . . . . : *ALL     

                                                      Select volume  . . . . . :          

           Type options, press Enter.                                                     

             1=Select   4=Remove   5=Display   7=Specify object                           

           

              Saved        Save     Save   Save   Parallel Volume    File        Expire   

          Opt Item         Date     Time   Type   Devices  Serial    Sequence    Date     

              QRCL00033  10/16/13 15:29:15 *FULL           1FA390            3   10/17/13 

              QSYS200033 10/16/13 15:29:15 *FULL           1FA390            2   10/17/13 

              SYSIB00033 10/16/13 15:29:15 *FULL           1FA390            4   10/17/13 

              TESTJORDAN 10/16/13 15:29:15 *FULL           1FA390            5   10/17/13 

           

                                                                                   Bottom 

           F3=Exit   F5=Refresh   F9=Recovery defaults   F11=Object View                  

           F12=Cancel   F14=Submit to batch   F16=Select                                  

        
      

    

    Figure 6-8   STRRCYBRM command on the production system
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PowerHA Tools IBM i

    This appendix describes the PowerHA Tools for IBM i offerings and services that are available from IBM Systems Lab Services.

    The PowerHA Tools for IBM i complement and extend the PowerHA and IBM storage capabilities for high availability (HA) and disaster recover (DR).

    The PowerHA Tools for IBM i provide the following benefits:

    •Helps reduce business risk and improve resiliency for critical applications.

    •Simplifies setup and automation of HA, DR, and backup solutions.

    •Reduces the cost of maintaining and regular testing of an HA/DR environment.

    •Facilitates flexible deployment options for single or multi-site protection.

    •Assures consistent deployment by using best practices and experienced consultants.

    For more information about PowerHA Tools for IBM i, see the following IBM Systems Lab Services and Training website:

    http://www.ibm.com/systems/services/labservices

    PowerHA Tools for IBM i

    Table A-1 lists the PowerHA Tools for IBM i that are available from IBM Systems Lab Services.

    Table A-1   PowerHA Tools for IBM i

    
      
        	
          PowerHA Tools for IBM i

        
        	
          Capability

        
        	
          Benefit

        
        	
          DS8000

        
        	
          Storwize

        
        	
          Internal

        
      

      
        	
          Smart Assist for PowerHA on IBM i

        
        	
          Provides operator commands and scripts to supplement PowerHA installation and ongoing operations for iASP enabled applications.

        
        	
          Simplifies deployment and ongoing management of HA for critical IBM i applications.

        
        	
          X

        
        	
          X

        
        	
          X

        
      

      
        	
          IASP Copy Services Manager

          (Automated recovery with faster IASP-level vary on, no system IPL)

        
      

      
        	
          Flashcopy

        
        	
          Automates Flashcopy of IASP for daily offline backup with seamless BRMS integration.

        
        	
          Increases application availability by reducing or eliminating backup window for routine daily backups.

        
        	
          X

        
        	
          X

        
        	
           

        
      

      
        	
          LUN-level Switching

        
        	
          Simplifies deployment and automates switching an IASP between IBM i cluster nodes in one data center.

        
        	
          Enables a business continuity manager to provide a simple, single site HA solution.

        
        	
          X1

        
        	
          2

        
        	
           

        
      

      
        	
          Metro Mirror or

          Global Mirror

        
        	
          Simplifies initial deployment and automates ongoing server and storage management of two-site Metro Mirror or Global Mirror HA or DR solutions. Requires IASP enabled applications.

        
        	
          Enables a business continuity manager to provide seamless operation of integrated server and storage operations for two-site HA and DR.

        
        	
          X

        
        	
           

        
        	
           

        
      

      
        	
          Metro Global Mirror (MGM)

        
        	
          Extends PowerHA functionality to provide three-site server or storage replication solution containing Metro Mirror for HA with Global Mirror for DR. Requires IASP enabled applications and IBM Tivoli Productivity Center for Replication.

        
        	
          Enables a business continuity manager to further lower business risk and maximize business resilience for critical applications that require three-site HA and DR protection.

        
        	
          X

        
        	
           

        
        	
           

        
      

      
        	
          Full System Copy Services Manager

          (Automated recovery, requires full system IPL)

        
      

      
        	
          Flashcopy

        
        	
          Automates full system Flashcopy for daily offline backup with integrated support for BRMS without IASP enabled applications.

        
        	
          Increases application availability by reducing or eliminating backup window for online daily backups. Enables an entry solution while planning IASP enablement.

        
        	
          X

        
        	
          X

        
        	
          X

        
      

      
        	
          Metro Mirror or

          Global Mirror

        
        	
          Simplifies initial deployment and automates ongoing server and storage management of two-site Metro Mirror or Global Mirror HA or DR solitons without IASP enabled applications.

        
        	
          Enables a business continuity manager to provide seamless operation of integrated server and storage operations for HA and DR. Enables an entry solution while an IASP enablement is planned.

        
        	
          X

        
        	
           

        
        	
           

        
      

    

    1 DS8000 support available with PowerHA Tools for IBM i 6.1 or earlier; included in PowerHA SystemMirror 7.1

    2 V7000 support included with PowerHA 7.1 TR6

    IBM Lab Services Offerings for PowerHA for IBM i

    Table A-2 lists the PowerHA for IBM i service offerings that are available from IBM Systems Lab Services.

    Table A-2   PowerHA for IBM i service offerings

    
      
        	
          PowerHA for IBM i

          Service Offering

        
        	
          Description

        
      

      
        	
          IBM i High Availability Architecture and Design Workshop

        
        	
          An experienced IBM i consultant conducts a planning and design workshop to review solutions and alternatives to meet HA and DR and backup and recovery requirements. The consultant provides an architecture and implementation plan to meet these requirements.

        
      

      
        	
          PowerHA for IBM i

          Bandwidth Analysis

        
        	
          An experienced IBM i consultant reviews network bandwidth requirements for implementing storage data replication. IBM reviews I/O data patterns and provides a bandwidth estimate to build into the business and project plan for clients who are deploying PowerHA for IBM i.

        
      

      
        	
          IBM i Independent Auxiliary Storage Pool (IASP) Workshop

        
        	
          An experienced IBM i consultant provides jumpstart services for migrating applications into an IASP. Training includes enabling applications for IASPs, clustering techniques, and managing PowerHA and HA and DR solution options with IASPs.

        
      

      
        	
          PowerHA for IBM i Implementation Services

        
        	
          An experienced IBM consultant provides services to implement an HA and DR solution for IBM Power Systems servers with IBM Storage. Depending on specific business requirements, the end-to-end solution implementation can include a combination of PowerHA for IBM i and PowerHA Tools for IBM i, and appropriate storage software, such as Metro Mirror, Global Mirror, or Flashcopy.

        
      

    

     

  
    Related publications

    The publications that are listed in this section are considered particularly suitable for a more detailed discussion of the topics that are covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide more information about the topics in this document. Some of the publications that are referenced in this list might be available in softcopy only:

    •PowerHA SystemMirror for IBM i Cookbook, SG24-7994

    •IBM Power Systems HMC Implementation and Usage Guide, SG24-7491

    •Simple Configuration Example for Storwize V7000 FlashCopy and PowerHA SystemMirror for i, REDP-4923

    •IBM i and Midrange External Storage, SG24-7668

    •IBM System Storage SAN Volume Controller and Storwize V7000 Replication Family Services, SG24-7574

    •Backup Recovery and Media Services for OS/400: A Practical Approach, SG24-4840

    You can search for, view, download, or order these documents and other Redbooks, Redpapers, Web Docs, draft, and other materials, at this website:

    http://www.ibm.com/redbooks

    Other publications

    Another relevant source of more information is IBM Real-time Compression Evaluation User Guide, S7003988, which is available at this website:

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S7003988&myns=s028&mynp=OCST3FR7&mync=E

    Online resources

    These websites are also relevant as further information sources:

    •IBM System Storage Interoperation Center (SSIC):

    http://www-03.ibm.com/systems/support/storage/ssic/interoperability.wssDescription1

    •IBM System Storage SAN Volume Controller:

    http://www-03.ibm.com/systems/storage/software/virtualization/svc/

    •IBM Storwize V3500:

    http://www-03.ibm.com/systems/hk/storage/disk/storwize_v3500/index.html

    •IBM Storwize V3700:

    http://www-03.ibm.com/systems/storage/disk/storwize_v3700/index.html

    •IBM Storwize V7000 and Storwize V7000 Unified Disk Systems:

    http://www-03.ibm.com/systems/storage/disk/storwize_v7000/index.html

    •IBM Comprestimator Utility:

    http://www-304.ibm.com/support/customercare/sas/f/comprestimator/home.html

    •IBM Systems Workload Estimator:

    http://www-912.ibm.com/wle/EstimatorServlet

    •Subsystem Device Driver Path Control Module (SDDPCM) driver:

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S4000201

    •Virtual I/O Server Advisor tool:

    https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/Power%20Systems/page/VIOS%20Advisor

    Help from IBM

    IBM Support and downloads:

    http://www.ibm.com/support

    IBM Global Services:

    http://www.ibm.com/services

  
    IBM i and IBM Storwize Family: A Practical Guide to Usage Scenarios

    IBM i and IBM Storwize Family: A Practical Guide to Usage Scenarios

    IBM i and IBM Storwize Family: A Practical Guide to Usage Scenarios

    IBM i and IBM Storwize Family: A Practical Guide to Usage Scenarios

    IBM i and IBM Storwize Family: A Practical Guide to Usage Scenarios

    IBM i and IBM Storwize Family: A Practical Guide to Usage Scenarios

  
    IBM i and IBM Storwize Family  A Practical Guide to Usage Scenarios

    VIOS explained from an IBM i perspective

Using PowerHA together with IBM Storwize Family

Configuring BRMS in a high available solution

    The use of external storage and the benefits of virtualization became a topic of discussion in the IBM i area during the last several years. The question tends to be, what are the advantages of the use of external storage that is attached to an IBM i environment as opposed to the use of internal storage. The use of IBM PowerVM virtualization technology to virtualize Power server processors and memory also became common in IBM i environments. However, virtualized access to external storage and network resources by using a VIO server is still not widely used.

    This IBM Redbooks publication gives a broad overview of the IBM Storwize family products and their features and functions. It describes the setup that is required on the storage side and describes and positions the different options for attaching IBM Storwize family products to an IBM i environment. Basic setup and configuration of a VIO server specifically for the needs of an IBM i environment is also described.

    In addition, different configuration options for a combined setup of IBM PowerHA SystemMirror for i and the Storwize family products are described and positioned against each other. Detailed examples are provided for the setup process that is required for these environments.

    The information that is provided in this book is useful for clients, IBM Business Partners, and IBM service professionals who need to understand how to install and configure their IBM i environment with attachment to the Storwize family products.

    Back cover

    Acrobat bookmark 

  OPS/images/8197_VIOS.07.1.50.jpg





OPS/images/8197_VIOS.07.1.52.jpg
Create Media Library

[You can create a media ibrary by using storage in an existing storage pool, Select
the storage pool in which to create the media lbrary, and speciy the size of the

‘eia lbrary. The maximum size of the medla library is the total available storage in
the storage pool.

Storage pOoki gk (26,38 Go free, 45.9% 68 total ¥

Media lbrary sizei oz | —— |
|_ok | _cancel | _nelp |






OPS/images/8197_PowerHA.08.1.21.jpg
Lo o P
e
Cluster odes
e e = [
vame ~[States ~ |Pomertn Oparsinst | Devica Domain | Chostrmontors |
FEoTe e CR
Page sori R e

([Backcto powaria






OPS/images/8197_VIOS.07.1.51.jpg
Use virtual storage management tasks to manage virtual storage for your VIOS virtual servers an|
jour Shared Storage Pool (S5P) Devices. Select 3 VIOS virtual server or an SSP Device to query.

Wi 7 — ]

jtorage Detai

Virtual Disks | Storage Poals | hysical Volumes [ optical D Virtal Fire Channel

[Physical Optical Devices

You can assign physical optical devcies on the system directy to 3 logical partition. Select the
Bhysical optical device, then select the task that you want to perform.

F| & | [—selectazon —3] |

Select ~ Name ~ Description ~ Assigned Partition ~ Physical Location |
C i samaovo-aMOnve tone 7848001 WZS2AV-£2.05

Hodiy assior

(Virtual Optical viedia

You can assign virtual optical media, such as an 150 image, directy to a partitio to use for
storage. There is no vitual optical media avalable on the managed system.

Click Create Library to configure virtusl optical media
o]






OPS/images/8197_PowerHA.08.1.22.jpg
Custers v

Lol node: [ 21436823

PowerkA
Properties
Statuns B acve
Povarkh status: B Ave
Cluster 1o addresses: @ 95216233

B 1261023
Potantil Pomarka Version: 2.2
Povarkh Fix Lava:






OPS/images/8197_VIOS.07.1.54.jpg
Creating vitual optcal device BASE716, Please wait.






OPS/images/8197_VIOS.07.1.53.jpg
[You can add an existing file from your home directory,import an existng fle
rom an existing physical optica device, or create a blarik media fle.

hysical optcal device i assigned to the Virtual /0 Server logical parttion.
mplste.

' option to import from a physical optical device is only avalable i 3
If you are adding a arge media fle, this action can take several minutes to

lUibrary Free space: 25,89 Ge.

@ Add existing fil from VIOS filesystem

© import from media n physical optical device
 cCreate blank media fe
Media name:

+[1BASE716.

(Optical media fle name: (froms/padmin/i_B48]
|_ok | _cancel || Help |






OPS/images/8197_PowerHA.08.1.20.jpg
Reesh

Cluster Nodes

W zesezal

. ome>| o | |
T B

(Backc o powmria






OPS/images/8197_VIOS.07.1.45.jpg





OPS/images/8197_PowerHA.08.1.14.jpg
Addtionai Nodes

Spacty sdditons! cutar nodes.

| Node Hame Clustor 10 Addresses starthede
anal o 2126023 somemm o

Cluster Massage Queve

[asez |
Cluster 10 Addrasses: [33316:330 |
5201022 i

Start Node: Ves v

Raset ok

< Back | _next> | _rimen || cancel

i






OPS/images/8197_VIOS.07.1.44.jpg





OPS/images/8197_PowerHA.08.1.15.jpg
Addtonsi Nodes

Spacty adatonal duster nodes.

NodeMame | Clster 19 Addresses. I startNods.
21030228 95216220 e
Summary 1921681022
Add Node

< oac | i A

i}






OPS/images/8197_VIOS.07.1.47.jpg





OPS/images/8197_PowerHA.08.1.12.jpg
< Back ] _next > J|_rinin ||_ca






OPS/images/8197_VIOS.07.1.46.jpg





OPS/images/8197_PowerHA.08.1.13.jpg
< Back | _next > J|_rinen ||_cancal

»






OPS/images/8197_VIOS.07.1.49.jpg





OPS/images/8197_PowerHA.08.1.18.jpg
Clunters sy

B Cluster vas created succassuly.

Giose ) Chack Reguramants...






OPS/images/8197_VIOS.07.1.48.jpg





OPS/images/8197_PowerHA.08.1.19.jpg
Alovs you to manage duster nodas.

lova you to manage indapandant ASPs.

uatar Mdiciarativa Daaica
Alove you to manage monitred resources

Allova you to manage dusta rasource groups.

Toelte Ioactaces
Mova 150 to manage TCH/1P intrfaces ured by Bomar.






OPS/images/8197_PowerHA.08.1.16.jpg
[sr——

Soacky » chater message sveve.

Clsta Hessage Quese: & 4o

@ ves re antyfrom b+
ass
Nama: s anty from baion +_GatHamer
« asvsosm.

Faiover Wat Time (rinutes):

Conceifotover =






OPS/images/8197_PowerHA.08.1.17.jpg
Clustarodas:
| Cluster 10 Addresses I startwade
/ Clustar Messans usis 5321625 er

omacia version: 22

Cluster version: ’
Clustar o Laval: 0

Cluster Message Queus: QSYS/ QSYSOPR

< pack ] next > e

1]






OPS/images/8197spec.03.1.1.jpg





OPS/images/8197_VIOS.07.1.41.jpg





OPS/images/8197_PowerHA.08.1.10.jpg
18N Managemant
# SecTargessystem
Bsyseen
]
L —
@ Conturaton sné Serce
[l
8 Inegrated Semar Adinistration
@ securey
B Users and Grove
B
o M
@ patomance
@ il syseams
= tncanee Contu
E ey e






OPS/images/8197_VIOS.07.1.40.jpg
Virtual Lans

Use Virtual VLANS to view the VLANS defined for the managed system. You may also view VLANS
by their parttion particiation by changing the “View by" selecton ta Pariions.

v —

Select a virtualIocal area nstwork (VLAN) to manage. You then can view configuration details for
the VLAN and selact managament tasks for the VLAN.

Select VLAN ID. Bridy

o iz
© 42 pr40.vIoSi(ento), P740_vIOS2(entD)
© 2500 P740.VIOSi(ento), P740_VIOS2(entD)
© 3983 P740.VIOSi(ento), P740_VIOS2(entD)
O 304
© om
£ lagge | |
Details
Pparttions Shared Ethernet Adapters
Partition | Virtual Adagter. 1| [Shared adapter Priority |VIOS | |

P740_VI0S1 enta(Slot 3) - VLAN 42 Control Channel
P740 V1052 ent3(slot 3) - VLAN 42 Control Channel






OPS/images/8197_PowerHA.08.1.11.jpg





OPS/images/8197_VIOS.07.1.43.jpg





OPS/images/8197_VIOS.07.1.42.jpg





OPS/images/8197_VIOS.07.1.34.jpg





OPS/images/8197ax01.11.1.1.jpg





OPS/images/new_figure_2-62.gif
IBMi
LUN - Disk unit in IBM i






OPS/images/8197_VIOS.07.1.33.jpg





OPS/images/8197ax01.11.1.2.jpg





OPS/images/8197_VIOS.07.1.36.jpg
i1 | Advanced

Ger
Virtualsthemet adapter

Adaeer 1D R |

Vewitzh —— T
ot vitual Ethemet (WLAN 0): [ ]

IEEE Settings
Seloct this option to alow additional virtual LAN IDs for the adapter.

P I€EE 802,10 compatible adapter
Maximum number of VLANS: 20

Add VLAN ID: | —
‘addional VLAN I0s: Remove ]
3983

Shared Ethernet Settings
Select Ethernet bridging to ink (bridge) the virual Ethernet to a physical
netwark.

7 Use this adapter for Ethernet brdoing
Pty [ [ (10r2)

ok | _Cancel | Help |






OPS/images/8197_VIOS.07.1.35.jpg
General | Processors | Memory | /O | Virtual Adapters | Power Controling | Setings

Virtual resources allow for the sharing of physical hardware between logical partions
adapter settings are Isted below.

Maximum virtual adapters o
Number of virtual adapters 18
el | =P 4 e Select Action —

ket~ [Tene lAdagter ID ~|Server/Clieat Partition ~ Partner







OPS/images/8197_VIOS.07.1.38.jpg
Vswitch

“This panel allows you to manage Virtual Switch (VSwitch) and Vitual
Local Area Network (VLAN) configuration. VSwitches can be created from
iz panl. VLANS wil be craated on the actvation of partibons using the
VUaNs,

‘Select Vswitch Switch Mode

Virtusl Lans

Use Virtual VLANS to view the VLANS defined for the managed system.
You may also view VLANS by thei partition particpation by changing the
“View by’ selection to Partitons.

View by: 5

Select 3 virtualIocal area nstwork (VLAN) to manage. You then can view.
configuration deais for the VLAN and select management tasks for the
VAN,

Select VLAN ID. Bridge

© 2500
O 3w
O ams
O a3
O s0ss

Partitions_ ‘Shared Ethemet Adapters
Partition | Virtual Adapter | Shared Adapter Priority VIOS | |
P740_VIOS1 ent2(Siot 2)
P740_V1052 ent2(Siot 2)

[Create sea... |






OPS/images/8197_VIOS.07.1.37.jpg
General | Advanced

Virtual sthemet adapter

Adagtar D S
Vwtch 1 cnvemm
Port Vil Ethemat (VAN 10) [7557 5] i il oo, |

2 This adapter is required for virtual server activation.

IEEE Settings

Selectthis option to allow addtional vitual LAN I0s for the adapter.
™ I€EE 802,10 compatible adapter

Shared Ethernet Settings

Select Ethernet bridging to fnk (bridge) the virual Ethernet to a physical
network.

™ Use this adapter for Etherst bridging

oK | _ Cancel | Help |






OPS/images/8197_VIOS.07.1.39.jpg
eate Shared Etheret Adapter - PowerClou

This panel allows you to create a Shared Ethernet Adapter (SEA) for this Virtual Local Avea Network (VLAN) using Virtual 110
Servers. You can create 3 single SEA and an opbional Fallover SEA for this VLAN, The fallover can be reated at 2 later time if ol
vish to only create a single SEA; However no cther corfiguration are allowed.

vLan 1o 2
[ios [Fraaviosim 3

Physical 308er: [y ort 10/100/1000 Base 1% PCT Evpress Adapter (19104003) (U7AA 001 WZSTZAVP1CA |
¥ Configure virtual network faiover

A pravvioezz 8

Fallover Physical adspter

[6rG - 2-Pore 10/100/1000 Base-TX PCL-Express Adapter (14104003) (U7AA 001 WESIZAV-P1-CY

0K | [ Cancel ] vielp |






OPS/images/8197_VIOS.07.1.70.jpg





OPS/images/8197_PowerHA.08.1.40.jpg
457 Copy Dascription:  [£vc.

Clustr Re FroC—
user e ovarin
*Secure Shll Key il QI8N Uraromta FASH el 535
1P Address: [ s e s |

Vil Disk Ranges: | Range Start | RangeEnd | Host Identifirs

Add Virtual Disk Range

Rana Range End: [7]Use Al Host 1dentiiers
E 1 jc =
(osis) (e-sisn)

(oK) (Ganat






OPS/images/8197_VIOS.07.1.72.jpg





OPS/images/8197_VIOS.07.1.71.jpg





OPS/images/8197_PowerHA.08.1.43.jpg
*#Sacure Shell Koy Fia:

P Addresss

Vitusl Dk Ranger:

Recovery Domain:

= ED

281 2 a

Add Vit Disk Range
Noda Mame. Host idantiiers ||
21608

zia3eezsl

[Add Racovery Oomain entr )






OPS/images/8197_LPM.09.1.11.jpg
@ it/ rchhmedschstglabsbmcom e/ content taskid=2261Buelresh=3535

Validation Errors/ Warnings - 1436c23

AlMessages © Detailed information ® Errors ©) Warnings

Hessage
HSCLAZ87 The management console was unable to find a valid mover
service partition (MSP) on managed system 21436ce-8205-£60-
SNI0AFC3R. MSPs must exist on both the source and destination
managed systems, and they must be able to communicate with each
other to be considered capable of performing an active parttion
migration. Verfy your migration setup with correctly configured and
communicating MSPs on both source and destination managed systems,
andtry the operation again.






OPS/images/8197_PowerHA.08.1.44.jpg
Localhode: [ 21436623

Asp Sessions

= salect Acn
Name T | ASP Devices ~ | torage Connection |

Paserots |[i ] co)| Renslc |5 | Tomko mhawdio

ASP Copy Descriptions
= Serect Acion - ] (= rier
Name. | ASP Device ~ | Cluster Resource Group | Site Name~ | ASP Session ~ | Storage Conecton * |
svc_sourcesl e sve_cno sires sve
pooeiots | [ (o) | neml 15 ol 1 Fitereds 1

Back o indapandant ASes |






OPS/images/8197_LPM.09.1.12.jpg
Partition Properties - z1436bvios1

:
Environment:
state:

Attention LED:

Resource configuration:
05 version:

Current profie: 21436bvios1
System: 5233-E6671000817

Allow performance mformation collection

[0k ] [cancel | [elo |






OPS/images/8197_PowerHA.08.1.41.jpg
| Wokome x| Povetia x

Clustar Rasource Group:

wonerte pEEE
B e —
L =]

o rmo R
[2 2 - |

Recovery Domain: 5 .
Hone

Add Recovery Domain Entry
Hode: Most 1dentiiers:

Ziesess v [(empt) 4| [ Ramova Host idenifier
Wost 1dantiier:

E:

f o]
((Ada) (Cameal






OPS/images/8197_PowerHA.08.1.42.jpg
e o =

Cluster Resouree Grovpr [sc.cha <

e ]
Sag et
ot [ —
B T —
e
Virtual Disk Ranges:  Start End | Most Identifiers |

(A8 ik ik R )

Recovery Domain: —h—l— l;}‘

‘Add Recovery Domain Entry.
Node: Host Ldantiers:

Host Ldantiier
[ [Add vont tdantiier ) | ResetFisid |
(@s12)






OPS/images/8197_LPM.09.1.10.jpg
jon Properties - 21436c23

+[z1a36c23

o 2
Environment: oM i

state: Not Activated
Attention LED: on

General
Name:

Resource configuration: Configured
05 version: IBM i Licensed Intermal Code 7.1,0 410 0
‘Current profie: redbook-phys

System: 8205-E6D" 10AFCIR

53 Allow performance information collection






OPS/images/8197_VIOS.07.1.67.jpg





OPS/images/8197_PowerHA.08.1.36.jpg
Cluster Resource Groups

= “lsmtus  ~ lpomary  ~ (backupt < |RecoveryDomsi  ~ [Tvpe ~1
Bovccon | e [soan  |unass (B






OPS/images/8197_VIOS.07.1.66.jpg
What s This?
Real Memary. Thisis the amountof memory (i GB) assigned o the VIOS parton through the HIC.

Wny Important?
Increase the amount of memary allocated 0 the VIOS parkton o reduce memory Consumpton

Faling 0o 50 canlead 1o memory page-niuts, which can impact overal peformance.
The VIOS may be limied in s capabilties o support addbional 10 dewces.

How To Modify?
'DLPAR acd memory o the VS partton using the HIIC or change the VIOS pariions profle using e HMC and power offn the VIOS partion.
Hemory consumpton can b feduced by lowering he amount of memry allocatedor 2 node cache-ng.

Runhese commands wih 00t auhory:

100-.0]2_inodeCacheSize=200

ang

100 - -0 12_metadataCachesize=200






OPS/images/8197_PowerHA.08.1.37.jpg
Giosa.

Clustr ode
Alovs you to manage custar nodes.

Alova you to Aage indapandant Ases.

Cluster Rasource Grous

Allovs you to manage duste resourc

Tcele totsisces

Alovs 150 to manage TEH/19 intarfaces used by Povarkh.






OPS/images/8197_VIOS.07.1.69.jpg





OPS/images/8197_PowerHA.08.1.34.jpg
[ e——

T
© Yan b am i o i

Fatora wat T (mintas):

=






OPS/images/8197_VIOS.07.1.68.jpg





OPS/images/8197_PowerHA.08.1.35.jpg
T — prevm—

Attt V0 e






OPS/images/8197_PowerHA.08.1.38.jpg
oattodes @ ziossszs N

Rairsh
Independent ASPs

Highly Available
Seact Action

Show Al Gthars

Bk to Soarin






OPS/images/8197_PowerHA.08.1.39.jpg
LocaiNode: B 21436623

» | ASP Devices » | torage Connaction A |

e om0

ASP Copy Descriptions

- Salect Acion v ] (<] Fiter

'xdd AP Copy Dascrption- Resource Group ~ | Steame | ASP Session | Storage Connection 1 |

5 Totals 0 Fikared:i 0






OPS/images/8197_VIOS.07.1.61.jpg
‘Monitoring Start Time : 2013-10-1172023:18
Monioring Stop Time: 2013-10-11721.23-10 Duraton 59 min
1Bl Systems Workdoad Estimator ink: 107 conysstems/supporttool/estmator (VIOS Szings)

SYSTEM - CONFIGURATION

ame voun
[ ctchrs Pt mementaton POVERT_COUPAT o418
B seowoon [

B oo T

I sone-onnmcrus oo

[ o v swpensacrs 100

8 oo

B o orere

B s -

Il vos rovsormeease o






OPS/images/8197_Flashcopy.10.1.8.jpg





OPS/images/8197_VIOS.07.1.60.jpg





OPS/images/8197_VIOS.07.1.63.jpg
1os

- DISK DRIVES

Hame Moasured
Value.

Physical

orve Count !

108 Blocked | pass

Long 0

Lateny P

z 2131011202318

T






OPS/images/8197_PowerHA.08.1.32.jpg
P
 lame and Tua

/B D

pr—

‘Configuraton Obfect Type: Devin Desmiotion <

ot M sl Conti

ration Object Subtype: Indapandant ASP

‘Configuraton Object ame: D rc—

©) selec from it

Automatically Vary On During Swtchovers Ve

Sarver Takeover 19 Address:

—
e ey e oz






OPS/images/8197_Flashcopy.10.1.6.jpg





OPS/images/8197_VIOS.07.1.62.jpg
VIOS - /0 ACTIVITY

4G 2057 ops @ 1420K peskc 5623 ops @ 4168

[enc 0iops 0.0 MBps , vgRcv 010ps 0 0WEP ][ peakSen. 01 0 WS peakRe Diops

ame e
0 veoran

e

e e

VIOS - DISK ADAPTERS

com®

o
Acagter
Count
FCAp
1055

o
Acapter
Unicaton

Fopon

5 2057 ops @ 1348

optmal

nnningatspeed

Sugpestod First

201310210118 -

2013-1020T110116 2010217120110






OPS/images/8197_PowerHA.08.1.33.jpg
Failover Maszage Queve

LT o Y

Mame [Type
o8l Device Descrinton
Add Device

Configuration Object Type:
Configuration Objec Subtype:
Configuration Object ame:

Server Takeover 19 Address:

Avtomaticaly Vary On During Swichover:

Davios Deacrotion

independant As5

© et from It

Cae

Ura anty from belon +

=]






OPS/images/8197_Flashcopy.10.1.7.jpg





OPS/images/8197_VIOS.07.1.65.jpg
VIOS - MEMORY

OB ooEkF

Rea
Wamary
usiatle
Mamary
Pagng
Rate
Pagng
Space
sae
Froe
Pagng
Space
Prnea
Sy

Heasured
Vaiue

400068
o788

00wais Pagng Rate

150068

1.484Garee

1716 68 pmed

Suggested First
Voo Observed

400068 | 2013-1021T110115

1568

1558 nrozmione

201102110116

Lost
Observed

2013102120110

1-lomest






OPS/images/8197_PowerHA.08.1.30.jpg
Recovery Domain

[orm— 2136238l

Spacey the nodes that wll be in the recovery domain

I Node Role | stteName.
Bacn 1 e

| Data Port 19 Addresses|

Net Button






OPS/images/8197_Flashcopy.10.1.4.jpg
1

STRBKUBRM CRTIASPCPY
« Quiesce iASP
« Create FlashCopy

2

STRBKUBRM DAILYIASP
* Attach iASP
» Save objects and IFS

Detach iASP
STRBKUBRM RMVIASPCPY

« Delete FlashCopy
« Print reports.






OPS/images/8197_VIOS.07.1.64.jpg
vios

-cPU

CPUCapacty 10 ent

cru 293.5% (cores 0.1)
consumption Mg 120% (cores 02)
Processing

s e CPU (Capped)
vitual

processars 10

SuThode  suTs

2010217110118

2011021110118

2011021710118

2011021110118






OPS/images/8197_PowerHA.08.1.31.jpg
xitproaram.
Spaciy = user et program that il b caled by the custe rezource o0

ot The roprac i e profile: st st ol s it th receey dormaln of

extorogam @no
Ep——— iy from

oevices L |

Uerany Ure enty from beiow -
Summary Hamer [Use snty from boiow ]

JobName: ¥ Datarmined by job descigton <

[ <eacc > [ Finish J|_cancel

Nea buton |






OPS/images/8197_Flashcopy.10.1.5.jpg





OPS/images/8197_VIOS.07.1.56.jpg
Modify Virtual Me: nent - PowerCloud

Select one or mors logical parttions to which to assign the specfied media ile. 1ou
can assign meda files to mutple parttions only i the access mode is read-only. ou

n remove a partiion assignment for the medla file by deselecting the parttion.
[Media name: 1BASE71G.

ceess Mose [o=—or—— 5]

Select LPARName  Virtual Optical Device | Current Media LPAR State |
[ Any (Vitual Sl 5) [New Vitual Optical Devies] [Empty] |
[ any (Urtal St 5) vioptL (Emety] |
[ 21436622(3) [New Virual Optical Device] [Empty]  Running
P 21436622(3)  vtopto [Empty] _ Running

‘Applying the new parttion assinments wil modfy the mapping for one or more
running partitions. It s reccomended that you shut down the running clent.
partitions first before continuing.

Force reassignment on running parttions.

Lok | _Canoel | meip






OPS/images/8197_PowerHA.08.1.25.jpg
Alovs you to manage dustar nodes.

Mleva you to manage indapandant ASPs.

montored rezources

Alova you to

nteracas used by Someria.






OPS/images/8197_Flashcopy.10.1.2.jpg





OPS/images/8197_VIOS.07.1.55.jpg
[Virtual Optical Media

You can assign virtual optical media, such as an 150 image, directy to a partiton to use for
storage. Select the virtual optical mea, then select the task that you want to perform. You
can aiso xtend the size of the media lbrary o delete an evisting meda lbrary:

Media Library size: 25.89 GB (23,57 Gb free) [ Estend Lbrary | [ Belets Lbrary.
YR e re— |

Select Action — <
Select ~ Nam i e intType ~ Size ~
' donly 23368

& s

Deleto et
\— Table Actions —
Edt Sort

Clear 4l Sorts






OPS/images/8197_PowerHA.08.1.26.jpg
PowerHA

Rafrash

Cluster Resource Groups

Select action

0 | omen)| s |0l






OPS/images/8197_Flashcopy.10.1.3.jpg
Node A Node B
'BRMS Notwork e

Power HA

//[UIR] | SESIS— "] FR——

gy e Cony Tage!

w“mn, N N

wﬁv1< 521 atomiror 1nsP1
\\%\‘K BN






OPS/images/8197_VIOS.07.1.58.jpg





OPS/images/8197_PowerHA.08.1.23.jpg
Custers v

Loainode: [ 21436823

Properties
Node Name: 21426822

Cluster 19 Addresses:

Potantil Cluster Version:
Potantil Custer Mod Level

}Sr")ﬂl

Uee anty from belon +






OPS/images/8197_VIOS.07.1.57.jpg





OPS/images/8197_PowerHA.08.1.24.jpg
Cluster sveaw

o o B s Al
o)
Cluster Nodes
e pion - | (e
e “lswtus [ powerinOperstons ~ | DevieDomain | cuserMomtors |
Boosns B e sve_om =
B zeses B Aane sve_omn -
omeiots [ e | newr 15 7oz meemaiz |

ack to Povarin






OPS/images/8197_Flashcopy.10.1.1.jpg





OPS/images/8197_PowerHA.08.1.29.jpg
Fallover Massage Queve

MNodeame | Node Role | sterame

Specty the nodes that il be inthe recovery domain.

214368238 erimary simes

Add Node.
Hoda tame:

Roter

ats ot 19 Addresses:

Py

@omr T

© Repicae

Use ey from beon

| Data ort 1P Addresses|






OPS/images/8197_VIOS.07.1.59.jpg





OPS/images/8197_PowerHA.08.1.27.jpg
ame and Type

Spacty the name, tyoe, o

amas fevecna

Tyves s~

dascnption ofthe clustar resource group.

Text Descrition: [SVC Gavica SR

< Back J|_next> J|_rineh J|_cancal






OPS/images/8197_PowerHA.08.1.28.jpg
Failover Message Queve

Recovery Domain

Spacty the nodes that wl be in the recovery domain.

MNodetame | Node Role I ste name.
None.

Add Node
Hods tam Zieseen +
Rote: @ srmary

© Replate

Ste Name: |E—

ata Port 10 Addrasses: Usa anty from below +

Ure anty from belem +
[

| ata Port 19 Addresses






OPS/images/8197_V7000.06.1.40.jpg





OPS/images/8197_V7000.06.1.42.jpg
ot 15015 -

Yo

o e s

e g0ttt
a0 Qo O

(g e g Oy






OPS/images/8197_VIOS.07.1.10.jpg
Change efuut ot
@ operations
B Actmate






OPS/images/8197_V7000.06.1.41.jpg
Capacity Storage Poor

so @ onine T

7 Unmap A osts

[r——






OPS/images/8197_V7000.06.1.33.jpg
Create Volumes

[ The tack compleced,

- 1
Creazing the voluee ITSO 120 ab) a:¢0 rn)
Ranning comand: a:é0

svotask mkrdisk -autoexpand -cache readwrite -compressed -
copies 1 ~iogrb io_grpi -ndiskyrp mdiskorp0 -name ITSO -esize
25 -size 20 -syncrate 50 -unit db -vtype striped -warning 80

Te volue (1D 13) vas successtully created.
Syncaronizing wepory cache.

Tae cask 15 100% complete.

Tae ask competed.

i
o
s
£






OPS/images/8197_V7000.06.1.32.jpg
[8Y_ when the first compressed volume is created, the performance of existing volumes
might be affctad. Inpre-xstng Installatons, P& 1 required t implement Real-tme

1¥l Learn more.
Frimary Fool; miskarod el
Select Nomes and Sizes

5dd valumes

Volume Name Sise

o Er— |-

Summary: 1 compraszed volume, 20,00 GB virtual capacit, 409.60 MB real capacity, 1.72 T6
inposl






OPS/images/8197_V7000.06.1.35.jpg
Volume Details: ITSO

w | Mostraps  Member MDisks

Volume Name mmso.
Volume 10, n

status. 12 oniine.

capacity 200068

# of FlashCopy Mappings o

Volume UID 60050768029100E78300000000000078
Caching 1/0 Group fo_arpo.

Accessible 1/0 Groups. fo_arpo.

Preferred Node nodez

1/0 Theottling Gisabled

Mirror Sync Rate s

Cache Mode Ensbled

Cache state Emoty

UDID (Openvis)

@ copyo
3 T
ol: mdiskgrpo
Compressed, Sriped
Copy Statys e
By Tier Status: Tnactive
capacity
Used: 160,00 ke
Before Compression: 0 bytes
Comprazsion Savings: 0.00%
Real 425 60 Mo,
S5 Tar: 0 bytas
FOD Tior: 429,60 Mo
(Automatcaly Expand)
Total: 20.00 66
Warning Threshald: 50 %






OPS/images/8197_V7000.06.1.34.jpg
so






OPS/images/8197_V7000.06.1.37.jpg
Chaose the Host Type.

Fibie Channet Host iscsiHost
Crem sttt v WP ors Crom sttt wenSCSiors

> Qo o (]






OPS/images/8197_V7000.06.1.36.jpg





OPS/images/8197_V7000.06.1.39.jpg
Create Host
B e s compiewa

~ oetais

e ok has started.
Creating the host 11501FC

Running caamand:

etk mkhost -force -Whaapn 2UI0NLUTSMACERD
e host (10 22) was successtully created
Sinchronszing nenory cache

e task 12 100, conplete.

e task coplete.

sugm

o m






OPS/images/8197_V7000.06.1.38.jpg
Host Name (stona) 7501

Fibre Channel Ports

[ — T

PortDetitons
T — x
Avanced setings
10Groun Host Type
2 oo s
% gt v
2 ooz Crenis

% o Tos

) () &=






OPS/images/8197_V7000.06.1.31.jpg
5 when he frst comy
T e e
Eoresion:

Volume s created, the performance of exisi
(sting nstallations, planning i required t implement Realtime.

190 Learn more

== @ oe 1w mnw






OPS/images/8197_V7000.06.1.30.jpg





OPS/images/8197_V7000.06.1.29.jpg
o] [ Honps | Mamber WDika

Votume Name s
Voume u

St @ onne
Capaciy “0ose

#of FashCopy Mappings o
Volume UD






OPS/images/8197_LPM.09.1.09.jpg
@ hitps//rchhmel schstgabs bm.com hme/ e Tofel

Huge Page Capable True
Barrier Synchronization Register (BSR) Capable. True
‘Service Processor Failover Capable. True
‘Shared Ethernet Adapter Failover Capable. True
Redundant Error Path Reporting Capable True
G Plus Capable True

ive Partition Mabilty Capable True
Inactive Partiion Mobiity Capable True
IeM i Partition Mobiity Capable True
Parttion Availabilty Pririty Capable True
Electronic Error Reporting Capable True
Actve Parttion Processor Sharing Capable True
Firmware Power Saver Capable True
Hardware Power Saver Capable True
Virtual Switch Capable. True
Virtual Fbre Channel Capable True
Active Memory Expansion Capable True
Hacrwara-accalocatad Active Memory Exnantion Cansbla. Tria

Lok ¢

o |






OPS/images/8197_LPM.09.1.08.jpg
P e

Finish the migration
and remove the
original LPAR
definitions

=]






OPS/images/8197_LPM.09.1.07.jpg
Power? System #1 Power? System #2

‘Suspanded Partion Once anough memay ey
pages have been [T m[mwe]u]

moved, suspend the.






OPS/images/8197_LPM.09.1.06.jpg
Power? System #1 Power? System #2
18 Cllent 1 180 Clent 1

-

5 L]






OPS/images/8197_V7000.06.1.22.jpg
| Srowng 04 | Sectng uoiks

1 votens o






OPS/images/8197_LPM.09.1.05.jpg
Power? System 81

| Clnt 1

([ wawa]

Power? System 2

Sl Patiton

e i

i

S

=t ==






OPS/images/8197_V7000.06.1.21.jpg
Pool Name (sptiora):

3
(o] [fcanael]






OPS/images/8197_LPM.09.1.04.jpg
Powar? Systam #1

em Gl 1

(][ ]

22

Croate shell LPAR on
targot system

E

Power? System #2

‘ShelParttion






OPS/images/8197_V7000.06.1.24.jpg





OPS/images/8197_LPM.09.1.03.jpg
#1 i ]

18w Gl 1

mOOon g i

E =






OPS/images/8197_V7000.06.1.23.jpg
Discover Devices

B Thetosk correed.

L 0%

- Ostaie

Liseovering gevices.

Fumniag comand.
svetask detectndisk

Checking for disccvery completion, try L of 10
Funniag comand.

sveinto lstiscoverystatas ~delin ,
Synchzonizing wencry zache.

The task coupletec.






OPS/images/8197_LPM.09.1.02.jpg





OPS/images/8197_V7000.06.1.26.jpg
Setect apreset

Generc o Prvsion e o eror Compessed

Select apo
Frimey ot matskarsd

Select Names and Sizes
lume Name sie
so

a8l -

Ca—
‘Summary: 1 vlune, 4000 GB, 63400 GB e i g






OPS/images/8197_LPM.09.1.01.jpg





OPS/images/8197_V7000.06.1.25.jpg
Juse set amunt o capaciy rom th seecked sarage ool |

EIER RN

maiskaro FED amce =72

Advanced 3 Creane | (¥R e and Map oot






OPS/images/8197_V7000.06.1.28.jpg
wso Onkine. 4000GB _mdiskgrpd. 60050756802810067B






OPS/images/8197_V7000.06.1.27.jpg
Create Volumes

B e sk compierea

C 1009
< Detais
The task has startes 3140 i
Veritying Uinits. 5140
Checkang for name coltssions 3140
The task 15 O conplete 3140
Creating the valime 1750 (40 g8) 3140
Runing comanc: 3u40

Svetask wtisk -cache readurite ~copies 1 -logry Lo grpd -mbiskyrp adiskyrps -name
TS0 -s12e 40 -syncrate 30 -unit gb vty striped

The volume (10 14) vas successfuly crested 5
Symchronizing senory cache, 3






OPS/images/8197_V7000.06.1.60.jpg
Mullipah vith rafively connectad
Storviza V7000

Wulliah wih VIOS NPIV connscod
‘Siorwiza V7000

18w
Muitpat

Muligath with VIOS Vital SCS|
connected Stonwiza V7000

i
ukipath






OPS/images/8197_V7000.06.1.62.jpg
Paths in VIOS
VSCS| connected
LUN in Mutipath

LU in Storwize






OPS/images/8197_VIOS.07.1.30.jpg





OPS/images/8197_V7000.06.1.61.jpg
Paths in native or NPIV connection with Multipath

LUN n Storwize
Upper canstor s poferrad






OPS/images/8197_V7000.06.1.64.jpg
Example of Zoning the switches for VIOS
VSCS connection

‘Storwize V7000






OPS/images/8197_VIOS.07.1.32.jpg
Power system

i iz iz
] [ o
e || :
[ o
s s G mp——

o | Wea e R e s
i e T > [y
FETem— == M,M

= =
i

et Retwork

3 wactve Tk atater






OPS/images/8197_V7000.06.1.63.jpg
Zoning the switches for native or VIOS_NPIV
connection

POWER

Svitches

Storwize V7000






OPS/images/8197_VIOS.07.1.31.jpg





OPS/images/newFigure_2-50.gif





OPS/images/8197_VIOS.07.1.23.jpg





OPS/images/new_figure_2-47.gif





OPS/images/8197_VIOS.07.1.22.jpg





OPS/images/newFigure_2-52.gif





OPS/images/8197_VIOS.07.1.25.jpg
1BM i

1BMi

1BMi






OPS/images/newFigure_2-51.gif
m--nun-u-.,
-






OPS/images/8197_VIOS.07.1.24.jpg





OPS/images/8197_V7000.06.1.59.jpg
NPIV connection (shown with
LUN owned by Controller 0) 12 .

+Each adspior s actv pat o
Contrcller 0 3 b
Cantroler

Goniroller 1

a

+No common compenants
(10 singl point of fallre)

3 h

« Each adapter has path to passive 1

contrdlar

+ V7K automatically fals ho LUN
ovar to Conroller 1in avent of :
Corirollar failre

+IBM i avtomaiically senses the new ol -
acive paths 10hs LUN

Active path 1
Active path 2
Passive path 1

vios, vios
viber vibor

Passive path 2






OPS/images/8197_VIOS.07.1.27.jpg
Modify Virtual Fibre
A selacted row in the table indicates that the physicalport i assigned to the logical
partition. Select additionsl partitons to 3ssiqn to the port or deselect partitons that are
Currently assigned to the port.

<t P o part
g cos07605i7c50000
21436022 Running cosozeosrresooon o0
050760517c50008
O zakca  Ruming  SETECITEO00  None
G cos07605i7c50004
¥ aeeca  |muming  BS0760S7C0004  fesp

‘One of more of the connections are currently assigned to 3 running parttion. Whil|
some connections can be modied safely whils 3 partition s running, t is generally
Safer to modify connections when 3 parttion is shutdown. If ou wold ke to
proceed anyway, select the checkbox below, and select OF.

10 Force connection removal rom running partitions.

|0k | _cancel || Help






OPS/images/newFigure_2-53.gif





OPS/images/8197_VIOS.07.1.26.jpg
i e sorag managemert sk o manage e g o our VIOS vl srars nd o Shared Strsgs Pl (55)Dance.Selct a VIO v
e e —

Vit Duks | Sorag Pos | phsel Ve | Opbet Gevies | viruslFibre oy

Prysecal e Channel adaotars tnatsupport _por 0 vituatzation (1) provid the abiyt Ik these bat o et logcal parcions 5o that the
BN Can COmiCat Orecs wEh o538 ke 1 o538 163 SRR, (S SO0t 3 P e 1 Moy P Eornsssos.

2 o | —eoeaoon—=1
Select ~ Name ~ Description

 Physicol Location Code_~ Connected Partions ~ Avalla
et pcias 4 906 6 Adoto (0041 1410004 kDO Wt ol ca il &
e ——

Connectons ~






OPS/images/8197_VIOS.07.1.29.jpg





OPS/images/8197_VIOS.07.1.28.jpg





OPS/images/8197_V7000.06.1.51.jpg
overview | Host maps | member nosis.

Volume Name. i7erE2_svseas s
Volume 10 1
stows. onine
a Striced
capacity 20008 oy Stetus: oniine
T - oty Tier Staus: nacive
ks capacity:
Volume uID 60050768024200130000000000000004 STt 0 bytes
B0 Tier 2060 68
Caching 1/0 Group io_grp0 Totat:
Accessible 1/0 Grows. io_grpo
Preferred Node nodsz
1/0 Throttling Cisabied
murror syncate s
Comoressed, stred
Codketedie = Copy Status: Onine.
Cache State. et ey Eaey Tier Stwus: nacive
UpID (Openims) Goee o
edt) Before Compression: 10,55 G8
Cororazeion Sasnge: 5 500
Reat 405 G5
S50 e 0 bytes
B0 . 405 58
Gutomatcal; Exond)
Totar 2060 65 =

wrring Thresheld: 50 . vl






OPS/images/8197_V7000.06.1.50.jpg





OPS/images/new_figure_2-46.gif





OPS/images/8197_VIOS.07.1.21.jpg





OPS/images/newFigure_2-45.gif
welcome, superuser

13 New volume
I

© b svseas o ngo.uats
Cowy 0 ge. 80
" Conyt #5.48% (8.31 68)f o 8§
@ prea_svsaass [
Copy0° oo ou |
3 Copy 1 66.00% (7.79 GBI Inge_BM1
& iTPFE2_SYSEAS 2 Iope_BA_j
Comy oo B3
comy1 &8 18% (7.1 o) mpo_ L
© e svseass oo
comyar oo, e03
Comy 1 86.21% (72265 lge. B






OPS/images/8197_VIOS.07.1.20.jpg
Maodify Physical Disk Parti

poviercloud

[You can assign the listed physical volume to a diferent logical partiion. You
IS0 can remove thalr carrent parttion 3ssignmant by Selacting None fo the
iew Partition value. If 3 physical volume is currently assigned o a ogical

partition, the current partition state must be ot Actvated” before you can

pecty a new partition assignment for the physical volume, otherwise data
oss could oocur,

INew parttion assignment

B —

None
21436022(3)

214360304 - Slot 3

Name | Current Assigned Partition  Cu
sk o






OPS/images/8197_VIOS.07.1.19.jpg
- PowerCloud

Vvirtual Storage Managemen

Use virtual storage management tasks to manage virtual storage for yaur VIOS virtual servers and your Shared Storage Pool
2 VIS virtual server or an SSP Device to auery.

M T —1 ]

torage Details

Virtual Disks | Storage Poals [ Physical Volumes | Optical Devices | Virtual Fbre Channel

Physical volumes can be either agaregated into storage pools or assigned to 3 logical partition directly. To perform managert
existing physical volume, select the volume, then select the task to perform.

VIR ey — |

Select ~ Name ~ Storage Pool ~ Assigned Par
|0 hasko_rootvg one 50GB_U78AA.001 WZSI2AV-P1-C2T1- WSOU5076802100041
e INone 140 GB. U78AA.001 WZSI2AV-P1-C2T1-W500507680210






OPS/images/8197_PowerHA.08.1.09.jpg
3 =

Authentication Hode.
©local ) Remote
User Group

Copyoperator -

-~ Local Credentials
Users must have & password, an S5H public ey, or both.
Password

e

st pubic Key (1

@
o (o)






OPS/images/8197_PowerHA.08.1.08.jpg





OPS/images/8197_PowerHA.08.1.07.jpg





OPS/images/8197_V7000.06.1.44.jpg





OPS/images/8197_VIOS.07.1.12.jpg





OPS/images/8197_PowerHA.08.1.06.jpg
LPAR for Save






OPS/images/8197_V7000.06.1.43.jpg





OPS/images/8197_VIOS.07.1.11.jpg
Logical Parttion name: 1436011083

Install Virtual O Server as part of activation process?
Oves
oo

Select a profile below to activate the logical partition with.
Logical partton profies:

e————

" Open a terminal window or console session

|_OK | _Cancel | _neip |






OPS/images/8197_PowerHA.08.1.05.jpg
PowerHA

SVC Spiit Cluster.






OPS/images/8197_V7000.06.1.46.jpg
Miroring crestes two idantical copies of the volume and,  aach copy belongs t0

ferant storage pod, St alows data access Sven i the physcalstorage n one pool
Goes otine.

Setect 2 oot @
&

v roi.sao v e @1 em






OPS/images/8197_VIOS.07.1.14.jpg
[Featires b SR et il
Masimom s 3/ Sever 1000 Sener 1000 / Server
Mansgement VMContol, VM VMContol, VM, HMC VMContol, IV, HMC
Vinuat 10 Serer v v Ous) v ow)
SuspendResume v v

e v v v

hared Processar Poots v v

hared Storage Pacts v v

[min Provsianing v v

|actve Memory Sharng v

Live Partition Mobitty. v






OPS/images/8197_PowerHA.08.1.04.jpg





OPS/images/newFigure_2-41.gif
Ele Edt Vew Hgtory Bookmarks Tpos Help

IBM Storwize V7000 Welcome, superuser

V7000-ctr-03 > Volumes > Volumes by Host v

Host Filter

i7vI0s
x3650_06_ESX
‘ it (<] ¥ Map to Host
Pt T,
All
E;! x3650_07_ESX g A View Mapped Hosts
2 ports S | Move to Another /0 Group y
& e ] st0cs oo 811 eee————
ﬁ i7vios2 @ | P22 |8 Miorateto AnctherPocl  [000GB ngo_BIL_i 5005076802520013000000000000002C.
an = oA e o
. Sl g oc0ce o8I 0050768028200120000000000000004
ﬁ B L] comyo* T o8I S00S07E802820012000000000000000A
Copy 1 I o )72 MB) Ingo_BM_i 60050788028200130000000000000004
@ properties
S p7VIOS2 e
S horts rorez_Svsmas 2 W i ) go_BIL 005076802820012000000000000000C
& = e
s ——
EiET L R

llocated: 615.00 GB | 3.30 T8 (16%) kS m — _ —






OPS/images/8197_VIOS.07.1.13.jpg





OPS/images/8197_PowerHA.08.1.03.jpg
Metro Mirror

AN Peruare
epkcaton

 Syncvonous

- 1BM DS8000 o
Stonwzs famiy

Cross Site Mirroring (XSM)
“HA Swichablo Resources” - BM  opton 41

‘Storage Command Line Interface.

Cluster Resources in IBM i

GlobalMiror  LUN Lovel Switching  FlashCoy ‘Geographic Mirroring.

Ssan ~SogacopyolASP - SAN + I8 sorago momt
hardaee wiched between Fardvare page eve replication
rpkesion CPARS o servr replicion - Sy or yretronous.

+ Asynotvonous  + BUDS800D0c - Pomtmume . ntemalorex sorsge

L BOS00 e Sovizefamiy + BUDSSN00 . Supportsdrect VOS

Scniza famy Storviafamly & 1aH | nosted Horage






OPS/images/8197_V7000.06.1.48.jpg





OPS/images/8197_VIOS.07.1.16.jpg





OPS/images/8197_PowerHA.08.1.02.jpg





OPS/images/8197_V7000.06.1.47.jpg





OPS/images/8197_VIOS.07.1.15.jpg





OPS/images/8197_PowerHA.08.1.01.jpg





OPS/images/8197_VIOS.07.1.18.jpg





OPS/images/8197_V7000.06.1.49.jpg





OPS/images/8197_VIOS.07.1.17.jpg





OPS/8197cover.jpg
A Practical Guide to Usage Scenarios

VIOS explained from an IBM i
perspective

—
Using PowerHA together with IBM
Storwize Family

" Configuring BRMS in a high
available solution

Sabine Jordan
Mario Kisslinger
Rodrigo Jungi Suzuki

ibm.com/redbooks RedbOOks





OPS/images/8197_VIOS.07.1.09.jpg
Install Virtual 1/0 Server - 21436cvios3

Installation Successful, Check for any updates available for the installed
irtual 10 Server 3t 18M Fix Central

Toxl)






OPS/images/8197_VIOS.07.1.08.jpg
Activate Logical Partition - Install Virtual 1/0 S

21436cvi0s3
[Logical Partition Name: 214360053

[Logical Parttion Profie: vios

Virtual 1/0 Server installation source.
© Local Repository

NI Server IP Address:

 rehhme22 rh stolal

[o5216252
*[255.255.255.0
Worrirspmmy






OPS/images/8197_VIOS.07.1.07.jpg
. Importing Virtual 1/0 Server Images from Remote SFTP Server.

32 This might take several minutes, Please standby.






OPS/images/8197_Introduction.05.1.10.jpg
SCeD=L6aS

- Suggesed Tasks .

L
[ J—
@l Watch e eaming: Oven






OPS/images/8197_VIOS.07.1.06.jpg
Import Virtual 1/0 Server Image - z1436¢vios3
[Name: +[vios222
import From:
© Management Console DVD.
@ File system
© Remote NFS Server
© Remote SFP Server

Remote Server: 4fo555 |

User 1 ot

Password:

Remote Directory: + jimagesivio |

Resourcel:  +[VI05222CD1is0

Resource2:  [VI0s222c02isd |
|0 | _cancel |  elp |






OPS/images/8197_Introduction.05.1.11.jpg





OPS/images/8197_VIOS.07.1.05.jpg
felect Virtual 1/0 Server installation source

© Local Repository
o

1/0 Server Values
NIM Server IP AJATESS: , imcaa rch.stolat

+[Vios222 1]

5216252
[2ss2s52550
os2164






OPS/images/8197_Introduction.05.1.12.jpg





OPS/images/8197_VIOS.07.1.04.jpg
Logical Parttion name:

Install Virtual O Server as part of activation process?
Oves

©ONo

Select a profile below to activate the logical partiton with.
Logical partton profies:

1436011083

e————

" Open a terminal window or console session

|0k | [ Concel ] _relp |






OPS/images/8197_Introduction.05.1.13.jpg





OPS/images/8197_VIOS.07.1.03.jpg
[ 7 [Siawscwnd | 3

[fasks: 1as6cvosy & &

Change Detaut roie
& Operstons
B Actate
ot
Cumghi Contgurston






OPS/images/8197_Introduction.05.1.14.jpg





OPS/images/8197_VIOS.07.1.02.jpg





OPS/images/8197_Introduction.05.1.15.jpg





OPS/images/8197_VIOS.07.1.01.jpg





OPS/images/8197_V7000.06.1.20.jpg
E—— TR

IR Ay
388 Aroy
388 Aro

38 Aroy
388 Arsy

388 Ary
328 Aroy
328 pro
32 Aro






OPS/images/8197_V7000.06.1.19.jpg
Hoste

@ watch e-Leaming: Overview

‘Welcome!






OPS/images/8197_V7000.06.1.18.jpg





OPS/images/8197_V7000.06.1.11.jpg
Configure Support Notifications
Corfiure 12 13 SUppO. 2COrss 1Ty T3W servioe prsonre 3 21t 01 yoursscen.
__Cyent Ntifcations
Emai pcoress e e i et
tomeseds o | D 8






OPS/images/8197_V7000.06.1.10.jpg
Configure Email Servers and Inventory Reporting

iy 3 e o s e bt ey v e v via13Ey s vy
o, et e 111 ol T o141 1 Y O 108 1 1
oo st e B Bl e ety v Ve

1 Addrass Sarvar 20

+ %
+ %

Enavie nventory reporting






OPS/images/8197_V7000.06.1.13.jpg
Configure Support Notifications (Step 4 of 6)

et i, Confe Susmot st
Emall ncticatons wil bu snabled mit e clowing Setincs

Email Gantact
i Beply Bravcismean
hone (primory) prsese

Email sorvors

serTyme  Emal address Ermor Waming Taventory
Singor canore1ges b som oo o

e vty ol savcs il b amabld i recatingervl of 2 s






OPS/images/8197_V7000.06.1.12.jpg
Summary

mal 2t o 230029 i ho foloving gzt

Emal Contach
ot ey Addvess
-t

el servers

e ter
 hddiess Serversont

suppor user

e ten

vz

L Even dathcstens
Inetyge e assenee prne worvea s

ety altomaigas by o

rainry
i

AP TR——

a7 s,






OPS/images/8197_V7000.06.1.15.jpg





OPS/images/NEW-V7000-Chassis-10-9-2013_2-19-28_PM.gif
Hardware (Step 5 of 6)

Use s grapticof th sttached hardware to
verky that all the nstaled enclosures and
e have besn Gecectat oyt syiam. 1
the snclosurs is ot displayad, snsurs that
IS cablod conocty and s powarsd o, O
e eniosure 2 viaw cital

£300





OPS/images/NEW-V7000-Wiz-Fini-10-9-2013_2-56-30_PM.gif
B e task completed.

o (e






OPS/images/NNEW-EW-V7000-DiskProposed-10-9-2013_2-50-38_PM.gif
Configure Storage (Step 6 of 6)

Wauld youlike to sutamatically configu Internal storage nos?
o5, stomatically sonfiguro tamal storags o
G cives) 2789 58, 545, 100D 10, 900

e at-5 (278 8 58, 525, 2008 o, 0_370)
5,0, s





OPS/images/8197_V7000.06.1.09.jpg
Define Company Cantact

3300 TS0l ca ekt this 081500 1 455w L b rescluon,Erure Uhat of
Sontat homanin 3 va

B Ry Mdrss

¥ Mackine Locotion % Phare (primary)  Phane (aktemote)

e






OPS/images/8197_V7000.06.1.08.jpg
Configure Support Notifications (Step 4 of 6)

15,5019 Your 5STBI NUTLRS 2 1 STOSY Y0 €an 9NSEe el BVRNE KNS
0 svent nautcatios snd messages b o, warring,of o atnlevents and nyentoy 990rs ©
L e oot it perearl Ereers e o 1 oy VAL, (e S ekfston
oeded

8 e eeamin st s tearcatons






OPS/images/8197_V7000.06.1.07.jpg
System License (Step 3 of 6)

7o oo banse skead nckades il of o) Soi Etachac SCS (S26)

G e Cakcaes YU WA 5 010 n T YRS Th sum of 0 23630 Sergts






OPS/images/8197_V7000.06.1.06.jpg
Name, Date, and Time (Step 2 of 6)

SOUNTP Server 9 Agdrecs






OPS/images/8197_V7000.06.1.05.jpg
License Agreement (Step 10f 6)

e the license agreement carsfully.

=






OPS/images/8197_V7000.06.1.04.jpg
IBM" Storwize® V7000

Welcome

Welcome to 1BM Storwize \/7000 system. This wizard guides you through the inital
configuration.

Learn More

b Visit the Information Center

@ View an e-Learning overview






OPS/images/8197_V7000.06.1.03.jpg
[(BM Storwize V7000 initalization Tool |

Fyou are seting up your system forth frs ime:

" Add an enclosure to an existing system

¥ you are unable to access your system

€ Resetthe supenuser password
€ Satthe servics assstant 1P address

Note: You must have physical acoess o the Stowize V7000 systemto
complete ntialzation. You are requred to nset the USB key nto the system.

(o] _cow






OPS/cover.xhtml


   

      [image: Cover image]

    


  

OPS/images/8197_V7000.06.1.02.jpg





OPS/images/8197_V7000.06.1.01.jpg





OPS/images/8197_PowerHA.08.1.61.jpg
250 Copy Descrption:

Clustar Rasource Groust

[T
= =
svecne -
sime 5

s

+Secure Shell Key File: [Qiem/Usaromta/naswads/ ssidsa |

Virual Ok Ranges:

e —

et )

‘ Start. End | Host Identifiers.
M&
| Moda ame. ot dntiters

Add Racovery Domain Entry






OPS/images/8197_PowerHA.08.1.62.jpg
storage vost

(50 (et

15 address:

T

Qe Graroata ATt s

[ Ty )
Rangestart | Rangend | st Lbenters |

Add Virtual Disk Range

Renge stati  Range Endi [7]use Al Host 1dentifrs
o= fl
(o) sisn)

xa

) (Cancat

| ost damtifors |






OPS/images/8197_PowerHA.08.1.60.jpg
Local hode: [ 21436823

Rafresh

AP Sessions
— Select Action v | ] Firer
Name. ~[Tve ~ | ASP Devicas | torage Connaction 4 |

Pagerots |[i ) oo tomls 1o | Temho mewdio

ASP Copy Descriptions

= Seiect acion = (o] Fr

Back o independant ASPs






OPS/images/8197_PowerHA.08.1.65.jpg





OPS/images/8197_PowerHA.08.1.66.jpg





OPS/images/8197_PowerHA.08.1.63.jpg
Localoder [ ziace23 |l

ASP Sessions

—— Satect Action — v | (=] Fiter

~ | ASP Devices ~ | Storage Connection ~ |

osls 10 aito o

ASP Copy Descriptions

—— Satact Action — | (=] ikar

Hame. ~ | ASP Device ~ | Clustar Resource Group ~ | Ste Mame ~ | ASP Session A |Storage Connaction * |
svc_souncesl  mser sve_cre smes sve
1asp_omisl msor sve_cre srre2 sve

0 | ome)| o oms o

B 5 independent ASPs






OPS/images/8197_PowerHA.08.1.64.jpg
rso sesson: igiobaimic |

Global Mo+

Options
Cluster Resourcs Grove:

Swtchover Raveree Replcation

Fallover Revarse Replcatin;






OPS/images/8197_PowerHA.08.1.58.jpg
Custers v

Recovery Domain

oy D

ame ~status ~|NodaRole A |StaName ~l
Wz Basve  ermey ses
Wzeens  Bawe  sdap:  sma
Bzoscas  Bacve  sdap2  sme

Pageiofs |[i (o) rom[s 15 Tomia mkesdia

Sk to Glustar Rasourcs Grou






OPS/images/8197_PowerHA.08.1.59.jpg
usterr sve.cw
Loainode: B 213623
cformation may oot be comelate, Clk for detas,

Independent ASPs

| Backup 1. | Clustar Rasource Group. | Type.

Show Al Othars

Sackcto Pomarin






OPS/images/8197_PowerHA.08.1.56.jpg
Device Damain: SVC_oMN

ok Adding nodas to devic domain... (1 f 1)

Details

[






OPS/images/8197_PowerHA.08.1.57.jpg
B A1 seieced

sccanstaly.






OPS/images/8197_Introduction.05.1.01.jpg





OPS/images/8197_PowerHA.08.1.50.jpg
Glustar node 21436673 vas
Sddad and stated
pomsiririg






OPS/images/8197_PowerHA.08.1.51.jpg
e
~ |Status  ~ | PowerHA Operational

* | Device Domain

* | Cluster Monitors

W zessess)
W zesezs)
8 zscasl

Pageroft

Bave B
Bave Bre
Bae Bve

)| .

| eack to Pove
Backto PowertiA

sve_om

Totals 3 Fikered: 3






OPS/images/8197_PowerHA.08.1.54.jpg
Hoda Hame:
Node Role:

s e
[ox]






OPS/images/8197_LPM.09.1.22.jpg
@ s/ rchhmed chtglabsibm.com/hme/contentaskid:

Validation Errors/ Warnings - 21436023

© AllMessages © Detailed information ® Errors © Warnings
Message
HSCLA27C The operation to get the physical device location for adapter

UB233.£66.100081P-V51-C34 on the virtual /0 server partition
21436bvios2 has faied.

The partition command

migmor -f get_adapter -t vscsi -5 US233.£68.100081P-VS1-C34 -w.
13857705800495464522 W 13857705800495464523 -4 0

The partitin standard error s

chid process retumed error

[[Close | o |






OPS/images/8197_PowerHA.08.1.55.jpg
Al custa nodes in the racovery domain of duste resource 0roup SVC_CRG must e i the same device

i 0% to 344 the chstar nodes to davics domain SVC_OMN

=) =
[ox]






OPS/images/8197_PowerHA.08.1.52.jpg
Custer: svecw

LocalHode: B s

Rfresh

Cluster Resource Groups

_ #lBackup1 | RecoveryDomain | Type

nown B £
o e






OPS/images/8197_LPM.09.1.20.jpg
@ hitps/rchhmedrchsglabsbmcom hroc/ contentaskid=2266uelesh=3956

 All Messages © Detailed information ® Errors © Warnings
Hessage

HSCLAZCF The partition migration has been stopped unexpectedy.
Perform a mioration recovery for this partition, i necessary.
HSCLA2CF The partition migration has been stopped unexpectedy.
Perform a migration recovery for this partiion, i necessary.

[ Giowe ] el |






OPS/images/8197_PowerHA.08.1.53.jpg
E———

Recovery Domain
Cluster Resource Grovp:  SVE_CRG

poveiors i (oo )| Roms 15| Tomnz Amwmarz
Sack o st Resoures Goups






OPS/images/8197_LPM.09.1.21.jpg
s /rchhmel chatglabs bm.comy bl contenttask:

Validation Errors/ Warnings - 21436c23

© AllMessages © Detailed information ) Errors ® Wamings.
Hessage
HSCLBS05 The migrating partiion cannot use hardware-accelerated
‘encryption on the destination managed system because the destination
managed system does not support hardware-accelerated encryption.
HSCLBS04 The migrating partition cannot use hardware-accelerated
Active Memory Expansion on the destination managed system because
the destination managed system does not support hardware-

5CLA4CD The management console cannot maintain the source Virtual
/O Server (VIOS) siot number 85 for virtual fibre channel adapter 5 on
the destination VIOS partition 5178233-E681000B1P.

HSCLAGCD The management console cannot maintain the source Virtual
1/0 Server (VIOS) slot number 86 for virtual fibre channel adapter 4 on

[Ciose | [heb ]






OPS/images/8197_Introduction.05.1.09.jpg





OPS/images/8197_PowerHA.08.1.47.jpg





OPS/images/8197_LPM.09.1.15.jpg
[onono

1 z160m
Biz1om2

" A& runing
2 A iy
g






OPS/images/8197_Introduction.05.1.08.jpg





OPS/images/8197_PowerHA.08.1.48.jpg
Rafrash.

B oesnE @ A sve_omn

pagerors |1 Jlco)| rom[z 1S ot 2 Fitared: 2

ack to Povaria






OPS/images/8197_LPM.09.1.16.jpg
@ hips//rchhmet chsglabs b com hmelwcT3148e 1

Partition Migration Validation - 71436ce- 8205 E6D-SN1OAFCIR - £1436c23
Filin the folowing information to set up a migration f the partiion to 2 diferent managed system. Click
Valdate to ensure that al requirements are met forthis migration. You cannot migrate unti the.
migration set up has been verfied.

Source system 21436c6-8205-E60-SNIOAFCIR
Migrating partcn: ey

Remote WHC: . ——

Remote User: —

Dactiation sysiem 21436be-8233-€98-5N100081p ¥ LRelfssh Desiton Sysiem |

Destination profie name: ——1
Destination shared processor pool: |
Source mover servie partiion:
Destination mover service partiton:
Wait time (i min): 1
‘Override vitual network errors when possible: [

‘Override vitual storage errors when possible: [

Virtual Storage assignments

sl 55 e G |

*m@






OPS/images/8197_Introduction.05.1.07.jpg





OPS/images/8197_PowerHA.08.1.45.jpg
Gusen sveaw

et 8 s
S
CuserResource Groups
‘“TJMM—' ~|Backup1 | Recovery Domain | Type ]
P

Sadcto PoratM R acovary Doman...

erosere.






OPS/images/8197_LPM.09.1.13.jpg
o memory the barton shouid have by chanand the mamory 3$5101ed 1
i saremon

Gigabytes  Megabytes

Avatable cystem mamory " o
Avalable system memory (vah elessable 11 o

‘Zmountfom oiher partons):

Hinerum memory: o sz

Maium memory: s o

Asegnad mamary: [ — r— |

'ARNC network connecton to the parion s no prasert. Verty te
etk cotngs on the particn nd tha HHIC. T 106 2dlec OK Y00
Tl o e the Daron o he escisce ianges o ok

o] [cancel ) selo ]






OPS/images/new_figure_1-4.gif
IBM i Client

disk

T'F driver T'F

NPIV NPIV
client client

NPIV
server

PowerVVM Hypervisor






OPS/images/8197_PowerHA.08.1.46.jpg





OPS/images/8197_LPM.09.1.14.jpg
@ ritpsrchhmel schstlabefom com/hme ontent taskld=2147 Buhesh=3745

Validation Errors/ Warnings - 21436b2:

Al Messages © Detailed information ® Errors © Warnings

essage
HSCLAZIF The partition cannot be migrated because the memory
region size of 256 on the destination managed system s not the same
25 the memory region size of 64 on the source managed system. The
memory region size can be changed by using the Logical Memory Block
Size option in the Advanced System Management Interface (ASMI),
which will equire that the managed system be shut down and
restarted to take effect.

_Close | _telp |






OPS/images/new_figure_1-3.gif
PowerVVM Hypervisor






OPS/images/8197_LPM.09.1.19.jpg
@ s/ rchhmed chtglabsibm.com/hme/contentaskid:

Validation Errors/ Warnings - 21436023

© AllMessages © Detailed information ® Errors © Warnings
Message
HSCLA27C The operation to get the physical device location for adapter

UB233.£66.100081P-V51-C34 on the virtual /0 server partition
21436bvios2 has faied.

The partition command

migmor -f get_adapter -t vscsi -5 US233.£68.100081P-VS1-C34 -w.
13857705800495464522 W 13857705800495464523 -4 0

The partitin standard error s

chid process retumed error

[[Close | o |






OPS/images/8197_Introduction.05.1.04.jpg
Site A Site B

o Pover Sytem ot Pover Sytom

Miror Refasonship

A Swch

Sorvizn V7000






OPS/images/8197_Introduction.05.1.03.jpg
1BM Power System

]






OPS/images/8197_PowerHA.08.1.49.jpg
Hode Name: R
T e ———
Cluster 0 pddess 20 [r5zemi0am ]

Start Nodes v -






OPS/images/8197_LPM.09.1.17.jpg
@ it/ 1chhmed chilobsbmcom e/ wel T830¥sclectedRon bbbl

Z1436:

Filin the folowing information o set up 3 migration o the partion to 3 diferent managed syste. Cick
Validate to ensure that alrequirements are met for this migration. You cannot migrate unti the
migration set up has been verifed.

Source system : 21436ce-8205-E6D-SNI0AFCIR
Migrating parttion: 2143623

Remate HMC:  ——
Remate User: 3

Destination system: 21436be.8233.£88-5N100081p ¥ Reiresh Destination System

‘Destination profie name: [redbookcphys

Destination shared processor pook: per-ivoool (o) X1

Source mover service partition:  z1436cvios1 [ wsp paiing... |
Destination mover service partton: z1436bvios1

Waittime (in mi C—
‘Overide vitual network eors when possible: 11

‘Overide vitual storage errors when possibl:
VirtualStorage assignments :

iﬂ;ﬁLl

 Fibre  z1436bvios1
T 5 Fbe zusvon
| ® & mbre  zadsbviost
T 4 e suassbviosz

View VLAN Settings... | _vabdate q Cancel | _elp.






OPS/images/8197_Introduction.05.1.02.jpg





OPS/images/8197_LPM.09.1.18.jpg
Partition Migration
Migration status
Adion__ Status.

Migration Migration In Progress

Progress (%): 41






OPS/images/8197pref.04.1.2.jpg





OPS/images/8197_PowerHA.08.1.72.jpg
259 Copy Descrption: SVC_SOURCE
Storage Connactions  SVC

: sve_cxa
2103682

Storage Host:

st [ r—

gt She ey QB e RS ] s

voastes szise

Viusl Disk Ranges: | Range’ Range End | Host dsntifers
28 2 -
o8 n ~

([ Add Vi Disk Ranga )

Recovery Oomsin: | Nade Name Mot 1dentiters
214368238 s
21e36e228]

Racovary Gomain Enry

(Ceaskic ko ebsions and Copy Deseiptions )






OPS/images/8197pref.04.1.1.jpg





OPS/images/8197_PowerHA.08.1.70.jpg
svecw

Loatiode: @ ziaseszs SRS

Properties
'35 Copy Descrption: SVC_SOURCE

Storage Connection:  SvC

tases

Node: 21436823

user 14

,Secure shell key
e

1P Address:

Recovery Domain:

/QiBM/UsarOata/HASH/hads/ sshiid_rsa
[ s

RangeStart | Range End | Most dentifiers |
201 2 ..‘

'Add Virtual Dak Rans

e
[ . |






OPS/images/8197_PowerHA.08.1.71.jpg
259 Davice: e

Cluster Resource Group: SVC_CRG

Hoda: 21030822
Storage wost:
userta:
 Secure Shel Key
Fier
19 Address:

Vietual Disk Ranges:

Add Virtua Disk Range
Range sarts  Range End [Zuse Al o dantars
=  Fromes|
(a1 (ooion)

(aaa Q‘??_’
Hode Host Ldantrs

2100820 2

|zseasenz .

(A8 Racavan Bomain iy )






OPS/images/8197_PowerHA.08.1.69.jpg
Cumter v

LocalNode: B 21436823

——

Properties
455 Copy Descrption: SVC_SOURCE

General

Node, 21036022
e 10 [—
Secure 3 IQUEN UsarDsta/HASM e sahid_n

Vrtus Ok Ranges: | Range start | Range End | ost Identifiers |

Recovary Domain: | Woda Wame. [ Host 1dentifers |






OPS/images/8197_PowerHA.08.1.67.jpg
PowerHA
frazh
Independent ASPs
Hiahly Avai

|| oty 55 | g






OPS/images/8197_PowerHA.08.1.68.jpg
Localode: B 21436823

AsP Sessions
— Selact Action v | [~ Fiter
Name.

~ | ASP Devices | storage Connection ~ |
GLoBALMIREI  Global Miror e sve

Pagerors [[i ] oo Rewli 15 | Tomhi Ftedrs

ASP Copy Descriptions

= Saiect Action - | (<] Fir

ama ~ [ A5P Devic ~ | Clusta Rasource Group ~ |StaWame. | ASP Sassion. ~ | storage Connecton |
sve_sounc sve.cx smes comunn  sve
O e I S
o omr | e ool 2 Fitred: 2
Sack o ndspandent Asps






OPS/images/8197pref.04.1.3.jpg





