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Introduction to IBM Platform Computing

    In this chapter, we introduce IBM Platform Computing and how it became part of IBM. We also introduce the overall benefits of the products for client clusters and grids and for High Performance Computing (HPC) clouds.

    This chapter describes these topics:

    •IBM Platform Computing solutions value proposition

    •History

    1.1  IBM Platform Computing solutions value proposition

    We can identify two user segments within the technical computing market. One segment consists of the business/application users that try to make their applications meet the business demands. The second segment is the IT organization either at the departmental level or at the corporate level that tries to provide the IT support to run these applications more efficiently.

    What happens is that on the business and application user side, applications are becoming more complex. One example is risk management type simulations to try to improve results to have more complex algorithms or to add more data.

    All this complexity is driving the need for more IT resources. Clients cannot get these resources because they cannot pay for them from a budget perspective and their business opportunities are constrained. This approach is considered the demand side.

    On the supply side, the IT organizations set up siloed data centers for different application groups to guarantee service levels and availability when they are needed. Typically, infrastructure is suboptimal because significant workload requirements drive the overall size of the infrastructure but you are over-provisioning. Unfortunately, the IT organization is capital expenditure-constrained so it cannot add more hardware.

    People are trying to figure out different ways. You can either take advantage of new technologies, such as graphics processing units (GPUs). Or, you can try to move to a shared computing environment to simplify the operating complexities. A shared computing environment can normalize the demand across multiple groups. It effectively provides visibility into an environment that is considered a much larger IT infrastructure even though the client does not have to fund it all themselves. It provides a portfolio effect across all the demands.

    Also, the overall IT resources are fairly static and clients want to be able to burst out to cloud service providers. If clients have short-term needs, they can increase the resource roles but they do not necessarily want to keep the resources on a long-term basis.

    There are many demands on the business and user side. The resources are from the IT side. How do you make these two sides fit together better without increasing costs?

    IBM Platform Computing solutions deliver the power of sharing for technical computing and analytics in distributed computing environments.

    This shared services model breaks through the concept of a siloed application environment and creates a shared grid that can be used by multiple groups. This shared services model offers many benefits but it is also a complex process to manage. At a high level, we provide four key capabilities across all our solutions:

    •The creation of shared resource pools, both for compute-intensive and data-intensive applications, is heterogeneous in nature. It is across physical, virtual, and cloud components, making it easy for the users. The users do not know that they are using a shared grid. They know that they can access all the resources that they need when they need them and in the correct mix.

    •Shared services are delivered across multiple user groups and sites and, in many cases, are global. We work with many types of applications. This flexibility is important to break down the silos that exist within an organization. We provide much of the governance to ensure that you have the correct security and prioritization and all the reporting and analytics to help you administer and manage these environments.

    •Workload management is where we apply policies on the demand side so that we can ensure that the right workloads get the right priorities, but then also place them in the right resources. So, we understand both the demand side and the supply side. We can provide the right algorithm to schedule to maximize and optimize the overall environment to deliver service level agreements (SLAs) with all the automation and workflow. If you have workloads that depend on each other, you can coordinate these workflows to achieve a high utilization of the overall resource pool.

    •Transform static infrastructure into dynamic infrastructure. If you have undedicated hardware, such as a server or a desktop, you can bring it into the overall resource pool in a smart manner. We can burst workloads both internally or externally to third-party clouds. We work across multiple hypervisors to take advantage of virtualization where it makes sense. You can change the nature of the resources, depending on the workload queue to optimize the overall throughput of the shared system.

    1.1.1  Benefits

    IBM Platform Computing is software that manages complex calculations, either compute-intensive or data-intensive in nature, on a large network of computers by optimizing the workload across all resources and greatly reducing the time to results. 

    IBM Platform Computing software offers several key benefits:

    •Increased utilization because we reduce the number of IT silos throughout the organization

    •Improved throughput in the amount of work that can be done by these networks of computers

    •Increased service levels by reducing the number of errors

    •Better IT agility of the organization

    One of the key concepts is shared, distributed computing. Distributed computing is the network of computers. Sharing is bringing multiple groups together to use one large connection of networks and computers without increasing cost. This concept is a key message for many CFOs or CEOs. It is all about being able to do more without increasing cost, effectively increasing the output for you to compute. 

    We see this concept in two main areas. One area is scientific or engineering applications that are used for product design or breakthrough science. The other area is large complex commercial tasks that are increasingly seen in industries, such as financial services or risk management. These tasks are necessary for banks and insurers that need complex analytics on larger data sets.

    Within financial services, we help people make better decisions in real time with pre-trade analysis and risk management applications.

    In the semiconductor and electronics space within electronic design automation (EDA), we help clients get to market faster by providing the simulation analysis that they need on their designs.

    Within the industrial manufacturing space, we help people create better product designs by powering the environments behind computer-aided design (CAD), computer-aided engineering (CAE), and OMG Model-Driven Architecture (MDA) applications.

    In life sciences, it is all about faster drug development and time to results even with genomic sequencing.

    The oil and gas shared applications are seismic and reservoir simulation applications where we can provide faster time to results for discovering reserves and identifying how to exploit other producing reservoirs. 

    1.1.2  Cluster, grids, and clouds

    A cluster is typically a single application or single group. Because clusters are in multiple applications, multiple groups, and multiple locations, they became more of a grid and you needed more advanced policy-based scheduling to manage it. 

    Now that we are in the era of cloud, it is all about how using a much more dynamic infrastructure against an infrastructure with the concepts of on-demand self-service. When we start thinking about cloud, it is also interesting that many of our grid clients already considered their grids to be clouds. The evolution continues with the ability of the platform to manage the heterogeneous complexities of distributed computing. This management capability has many applications in the cloud. Figure 1-1 shows the cluster, grid, and HPC Cloud evolution. 
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    Figure 1-1   Evolution of distributed computing

    Figure 1-1 illustrates the transition from cluster to grid to clouds and how the expertise of IBM in each of these categories gives the IBM Platform Computing solutions a natural position as the market moves into the next phase.

    It is interesting to see the evolutions of the types of workloads that moved from the world of HPC into financial services with the concepts of risk analytics, risk management, and business intelligence (BI). Data-intensive and analytical applications within our installation base are increasingly adopted.

    The application workload types become more complex as you move up and as people move from clusters to grids in the much more dynamic infrastructure of cloud. We also see the evolution of cloud computing for HPC and private cloud management across a Fortune 2000 installation base. 

    This evolution occurs in many different industries, everywhere from the life sciences space to the computer and engineering area and defense digital content. There is good applicability for anyone that needs more compute capacity. There is good applicability for addressing more complex data tasks when you do not want to move the data but you might want to move the compute for data affinity. How do you bring it all together and manage this complexity? You can use the IBM Platform Computing solutions capability to scan all of these areas. This capability differentiates it in the marketplace.

    IBM Platform Computing solutions are widely viewed as the industry standard for computational-intensive design, manufacturing, and research applications.

    IBM Platform Computing is the vendor of choice for mission-critical applications. Mission-critical applications are applications that can be large scale with complex applications and workloads in heterogeneous environments. IBM Platform Computing is enterprise-proven with an almost 20-year history of working with the largest companies in the most complex situations. IBM Platform Computing has a robust history of managing large-scale distributed computing environments for proven results. 

    1.2  History

    Platform Computing was founded in 1992 in Toronto, Canada. Their flagship product was Platform Load Sharing Facility (LSF®), an advanced batch workload scheduler. Between 1992 and 2000, Platform LSF emerged as the premier batch scheduling system for Microsoft Windows and UNIX environments, with major installations in aerospace, automotive, pharmaceutical, energy, and advanced research facilities. Platform Computing was an early adopter and leader in Grid technologies. In 2001, it introduced Platform Symphony® for managing online workloads. 

    In 2004, Platform recognized the emergence of Linux with the introduction of the Platform Open Cluster Stack in partnership with the San Diego Supercomputing Center at the University of California. In 2006, Platform increased its focus on HPC with Platform LSF 7 and targeted HPC offerings. In 2007 and 2008, Platform acquired the Scali Manage and Scali Message Passing Interface (MPI) products. In 2009, it acquired HP MPI, combining two of the strongest commercial MPI offerings. 

    In 2011, Platform brought their high performance, high availability approach to the rapidly expanding field of Map-Reduce applications with the release of Platform MapReduce and commercial support for the Apache Hadoop distributed file system.

    Platform Computing is positioned as a market leader in middleware and infrastructure management software for mission-critical technical computing and analytics environments. They have over 2,000 global clients, including 23 of the 30 largest enterprises and 60% of the top financial services industry as a key vertical. 

    The key benefit of IBM Platform Computing solutions is the ability to simultaneously increase infrastructure utilization, service levels, and throughput, and reduce costs on that heterogeneous, shared infrastructure.

    IBM Platform Computing applications are diverse. They are everywhere from HPC to technical computing and analytics. There are offerings that scale from single sites to the largest global network grids, and multiple grids as well. 

    1.2.1  IBM acquisition

    On 11 October 2011, IBM and Platform Computing announced an agreement for Platform to become part of the IBM Corporation. The completion of this acquisition was announced on 9 January 2012, and Platform Computing became part of the IBM Systems and Technology Group, System Software brand. Integration went quickly and the first round of IBM branded Platform Software products were announced on 4 June 2012. This IBM Redbooks publication is based on these IBM branded releases of the Platform software products.
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Technical computing software portfolio

    This chapter describes the IBM technical computing software portfolio. First, for a better understanding of the portfolio, we explain the IBM technical computing software concept. Then, we introduce each product line. Finally, we cover the latest current user roadmap.

    The following sections are covered in this chapter:

    •IBM Platform Computing product portfolio

    •IBM Platform Computing products overview

    •Current user roadmap

    2.1  IBM Platform Computing product portfolio

    The IBM Platform Computing products can simplify the setup, integration, and management of the heterogeneous technical computing infrastructure while it drives up server utilization, increases application throughput, and helps to greatly improve the time to results. And they also help integrate servers, storage, parallel execution environments, and applications. This integration enables the delivery of complete solutions that greatly simplify and accelerate deployment and management of high-performance clusters, grids, and High Performance Computing (HPC) clouds. IBM Platform Computing products are divided into two main categories: workload management and cluster management.

    2.1.1  Workload management

    HPC applications need huge computing power. The purpose of workload management in technical computing is to allocate an HPC application, such as a service-oriented architecture (SOA) workload or batch workload with huge computing process, to the large-scale distributed computing environments. Workload management uses computing resources efficiently to complete workloads as fast as possible. To enable an efficient workload allocation, an intelligent scheduling policy is required. An intelligent scheduling policy is based on understanding shared computing resources, the priority of the application, and user policies. At the same time, a mission-critical application, which performs a large-scale workload with complicated calculations and big data, requires reliability, scalability, and high processing power. And the larger the environment, the more heterogeneous it is, so it also requires the seamless integration of the heterogeneous environment. Therefore, the best workload management software must offer comprehensive features for optimization of HPC application.

    2.1.2  Cluster management

    An HPC cluster generally consists of a large-scale distributed environment. It includes a server, storage, and network hardware, as well as operating systems, a hypervisor, and middleware. And it is a heterogeneous environment that consists of multiple vendors or versions. For a large-scale complex environment, we have to install, configure, manage, and monitor it throughout its lifecycle. So, integrated management software, which can be operated from a single point in an efficient way, is required. It is easier to provision a cluster, including the operating system/hypervisor, middleware, and configurations. Depending on the usage situation, it needs to be able to increase, decrease, and change computing resources in a simple way. All operational processes must be as automated as possible to avoid human error.

    IBM Platform Computing products are comprehensive products, which provide workload management and cluster management. In addition, they complement the IBM systems and technology portfolio by providing simplified management software to help eliminate the complexity of optimizing cluster, grid, and HPC Cloud environments. Figure 2-1 shows the IBM Platform Computing portfolio.
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    Figure 2-1   IBM technical computing product positioning

     

    
      
        	
          What is the HPC Cloud?

          A typical HPC environment is already a cloud. It is already on-demand self-service, broad network access, resource pooling, measured service, and rapid elasticity. The IBM Platform Computing products are part of the IBM HPC Cloud solutions. The IBM Platform Computing products deliver a full range of cloud deployment, management, and optimization capabilities for flexible shared computing environments. The IBM Platform Computing products provide the following benefits:

          •Self-service web portal

          •Policy-based HPC Cloud management

          •Automated setup and configuration of physical HPC clusters

          •Rapid image deployment 

          •Integrated HPC workload scheduling to enable accurate system reservation, license control, and reservation queuing

          •Multiple HPC job queue monitoring

          •Power management

          •Centralized HPC user management and security, including network partitioning

          •Usage metering and accounting

        
      

    

    2.2  IBM Platform Computing products overview

    In this section, we summarize each product. We provide more detailed explanations of each product in later chapters.

    2.2.1  IBM Platform Load Sharing Facility family

    The IBM Platform Load Sharing Facility (LSF) product family provides powerful workload management for demanding, distributed, and mission-critical technical computing environments. It includes a complete set of resource-aware scheduling, monitoring, workflow, analysis, and license management capabilities, all designed to work together to address HPC needs.

    IBM Platform LSF V8.3 includes a comprehensive set of intelligent, policy-driven scheduling features. These features enable the full utilization of compute infrastructure resources and position them for a high return on investment. The highly scalable and available architecture of the IBM Platform LSF allows users to schedule complex workloads and administrators to manage small clusters up to peta FLOP-scale resources while it increases application throughput. With one of the best support structures in the HPC industry, the IBM Platform LSF product family provides one of the most complete HPC data center solutions for workload management.

    The IBM Platform LSF product family can help you in the following ways:

    •Obtain higher-quality results faster

    •Reduce infrastructure and management costs

    •Adapt to changing user requirements easily

    IBM Platform LSF runs on various x86 hardware and operating environments, including the latest generation of System x servers. It is also certified on IBM Power Systems™ servers that run the AIX® and Linux operating systems. By pre-qualifying and certifying these platforms, IBM helps you take the risk out of mission-critical high-performance technical computing deployments.

    IBM Platform LSF

    IBM Platform LSF manages and accelerates workload processing for compute-intensive or data-intensive applications across distributed compute environments. With support for heterogeneous compute environments, IBM Platform LSF can fully use all the infrastructure resources that are needed for policy-driven, prioritized service levels for always-on access to resources. A comprehensive set of intelligent scheduling policies ensures that the right resources are automatically allocated to the right jobs, for maximum application performance and efficiency. Through a powerful command-line interface, users can monitor that the existing IT infrastructures are optimally utilized. More work is done in a shorter amount of time with fewer resources and hardware and administration costs are reduced.

    IBM Platform LSF offers these add-ons:

    •Add-on: IBM Platform Analytics

    IBM Platform Analytics is an advanced tool for visualizing and analyzing massive amounts of workload data. It enables managers, planners, and administrators to easily correlate job, resource, and license data from one or multiple clusters for data-driven decision making. With better insight into high performance computing data center environments, organizations can identify and quickly remove bottlenecks, spot emerging trends, and plan capacity more effectively. Traditional business intelligence (BI) solutions require significant time and multiple steps to translate raw data into usable information. However, IBM Platform Analytics incorporates innovative visualization tools that are built on top of a powerful analytics engine for quick and easy results. You can utilize the preconfigured dashboards or construct your own. You can quickly answer questions about your technical computing infrastructure and applications, and use that information to optimize technical computing resource utilization.

    •Add-on: IBM Platform License Scheduler

    By allocating a virtualized pool of licenses that is based on the distribution policies of an organization, IBM Platform License Scheduler enables license sharing of FLEXlm licenses between global project teams. It prioritizes license availability by workload, user, and project so that licenses are optimally used. An intuitive web-based console enables license usage to be monitored in real time. Whether the application software environment is simple or complex, IBM Platform License Scheduler helps organizations optimize their use of enterprise software licenses, improving productivity and containing cost.

    •Add-on: IBM Process Manager

    By reducing or removing the need for operator intervention to trigger computational workflows, IBM Platform Process Manager compresses end-to-end cycle time. Using an intuitive web-based interface, designers can describe workflow steps and dependencies so that lengthy, repetitive tasks that are prone to human error are automated. User-defined and system-defined calendars can be combined so that workflows or individual jobs can be run automatically at predefined times. Technical users employ the XML-based file formats and the rich command set that allows time-dependent jobs or flows to be triggered and managed through scripts as an alternative to the graphical interface. The result is a more cost-effective, logical, self-documenting solution for workflow automation and scheduling.

    •Add-on: IBM Platform RTM

    IBM Platform RTM is an operational dashboard for IBM Platform LSF environments that provides comprehensive workload monitoring, reporting, and management. It makes cluster administrators more efficient in their day-to-day activities and provides the information and tools that are needed to improve cluster efficiency, enable better user productivity, and contain or reduce costs. Dashboards provide comprehensive reports to support the day-to-day administrative tasks that are associated with managing single and multiple cluster environments. Timely information on the status of the HPC environment helps improve decision-making, reduce costs, and increase service levels.

    •Add-on: IBM Platform Application Center

    IBM Platform Application Center provides a flexible application-centric portal for users and administrators to interact with their HPC cluster or grid in a natural and powerful way. The web-based interface simplifies workload management with remote job monitoring, easy access to job-related data, and the capability to manage jobs, such as stopping, suspending, resuming, or requeuing jobs. Intuitive, self-documenting scripting guidelines provide standardized access to applications. This standardized access enables administrators to better enforce site policies and simplify the creation of job submission templates, which results in reduced setup time and minimizes user errors during job submissions. To further simplify application integration, predefined templates for many applications are available with the product:

     –	ANSYS CFX

     –	ANSYS Mechanical

     –	ANSYS FLUENT

     –	IMEX

     –	GEM

     –	LS-DYNA

     –	MSC Nastran

     –	NCBI BLAST

     –	Schlumberger ECLIPSE

     –	SIMULIA Abaqus

     –	STARS

    By configuring these templates based on the application settings, users can start running jobs without writing custom wrapper scripts. For users that want to integrate their custom applications directly with their cluster, IBM Platform Application Center includes an extensive web services application programming interface (API). This API is for custom application integrations, extended visualization support, and integration with other IBM Platform Computing products, such as IBM Platform Process Manager.

    2.2.2  IBM Platform Message Passing Interface 

    IBM Platform Message Passing Interface (MPI) V8.3 is a high-performance, production-quality implementation of the MPI. It is widely used in the high performance computing (HPC) industry and is considered one of the standards for developing scalable, parallel applications. IBM Platform MPI maintains full backward compatibility with HP-MPI and applications that are supported by it. IBM Platform MPI incorporates advanced CPU affinity features, dynamic selection of interface libraries, superior workload manager integrations, and improved performance and scalability.

    IBM Platform MPI supports the broadest range of industry-standard platforms, interconnects, and operating systems to help ensure that parallel applications can run almost anywhere. It runs on various hardware and operating environments, including the latest generation of System x servers. By pre-qualifying and certifying these platforms, IBM helps clients take the risk out of mission-critical high performance technical computing deployments. IBM Platform MPI can help clients:

    •Obtain higher quality results faster

    •Reduce development and support costs

    •Improve engineer and developer productivity

    2.2.3  IBM Platform Symphony family

    IBM Platform Symphony V5.2 is an enterprise-class grid manager for running distributed application services on a scalable, shared, heterogeneous grid. It accelerates various compute and data-intensive applications, quickly computing results while using the optimal available infrastructure. The IBM Platform Symphony efficient low-latency middleware and scheduling architecture are designed to provide the performance and agility that are required to predictably meet and exceed throughput goals for the most demanding analytic workloads. Designed for reliability and having advanced management features, IBM Platform Symphony helps organizations realize improved application performance at a reduced total cost of ownership. IBM Platform Symphony can help you achieve these goals:

    •Obtain higher-quality business results faster

    •Reduce infrastructure and management costs

    •Combine compute-intensive and data-intensive applications on a single shared platform

    IBM Platform Symphony runs on various hardware and operating environments, including the latest generation of System x servers. By pre-qualifying and certifying these platforms in large-scale environments, you take the risk out of deploying mission-critical grid computing applications. 

    IBM Platform Symphony offers these features:

    •Ultra-fast, low-latency grid scheduler (less than 1-millisecond overhead)

    •Scalable to 10,000 cores per application and 40,000 cores per cluster

    •Heterogeneous application and platform support

    •Unique resource sharing model that enables lending and borrowing for maximum efficiency

    •Optimized, low latency MapReduce implementation

    •Support of both compute-intensive and data-intensive problems on a single shared grid of resources

    2.2.4  IBM Platform HPC

    IBM Platform HPC is easy-to-use, yet comprehensive technical computing management software. The robust cluster and workload management capabilities are accessible by using the latest design in web-based interfaces - making it powerful, yet easy to use. IBM Platform HPC simplifies the application integration process so that users can focus on their work, instead of managing a cluster. For applications that require MPI, the robust commercial MPI library accelerates and scales HPC applications for shorter time to solution. Other HPC cluster solutions combine multiple tools and interfaces, which are not integrated, certified, or tested together. IBM Platform HPC is a single product with a unified set of management capabilities that make it easy to harness the power and scalability of a technical computing cluster, resulting in shorter time to system readiness and user productivity as well as optimal throughput. Backed by the best client support in the industry, IBM Platform HPC incorporates nearly two decades of product and technology leadership.

    IBM Platform HPC delivers the following key benefits:

    •Faster time to cluster readiness

    •Reduced infrastructure and management costs

    •Optimal resource utilization

    •Improved user and administrator productivity

    •Shorter time to results

    2.2.5  IBM Platform Cluster Manager

    IBM Platform Cluster Manager V3.2 Advanced Edition automates the self-service assembly of multiple heterogeneous HPC and technical computing environments on a shared compute infrastructure. The cluster manager creates an HPC Cloud for users to run technical computing and analytics workloads. This cloud offers the following capabilities: 

    •Dynamically create clusters, grids, and HPC clouds on demand

    •Consolidate a scattered cluster infrastructure

    •Increase hardware utilization

    •Gain access to larger cluster infrastructures

    •Deploy multiple heterogeneous HPC environments rapidly

    IBM Platform Cluster Manager Advanced Edition can deliver these capabilities:

    •Increased agility and innovation by enabling self-service provisioning of HPC and technical computing environments in minutes

    •Decreased operating costs through increased utilization of existing servers and increased operational efficiency (hundreds of servers per administrator)

    •Reduced capital expenditure by reusing existing hardware resources

    •Increased utilization of pooled resources by offering larger clusters and grids, and by reprovisioning nodes to meet the needs of the workload

    IBM Platform Cluster Manager Advanced Edition is designed to provide more function than the traditional cluster management solutions:

    •Provides on-demand self-service cluster provisioning

    •Manages multiple separate clusters as a single resource pool

    •Provisions physical, virtual, and hybrid physical-virtual clusters

    •Grows and shrinks the logical cluster size dynamically for a user based on workload and resource allocation policy

    IBM Platform Cluster Manager Advanced Edition runs on the latest generation of IBM System x iDataPlex®, Intelligent Cluster™, and other rack-based servers and is also supported on non-IBM industry standard x64 hardware. By pre-qualifying and certifying these platforms at scale, IBM can help you take the risk out of deploying mission-critical grid computing deployments.

    2.3  Current user roadmap

    Table 2-1 shows the current user roadmap.

    Table 2-1   Current user roadmap

    
      
        	
          Product family

        
        	
          Offering name - chargeable component

        
      

      
        	
          IBM Platform LSF V8.3

        
        	
          IBM Platform LSF - Express Edition

          IBM Platform LSF - Standard Edition (includes Power support)

          IBM Platform LSF - Express to Standard Edition Upgrade

          IBM Platform Process Manager

          IBM Platform License Scheduler

          IBM Platform RTM

          IBM Platform RTM Data Collectors

          IBM Platform Application Center

          IBM Platform MPI

        
      

      
        	
          IBM Platform Analytics - Express Edition

          IBM Platform Analytics - Express to Standard Upgrade

          IBM Platform Analytics - Standard Edition

          IBM Platform Analytics - Standard to Advanced Upgrade

          IBM Platform Analytics - Advanced Edition

          IBM Platform Analytics Data Collectors

        
      

      
        	
          IBM Platform LSF - Advanced Edition

        
      

      
        	
          IBM Platform Symphony V5.2

        
        	
          IBM Platform Symphony - Express Edition

          IBM Platform Symphony - Standard Edition

          IBM Platform Symphony - Advanced Edition

          IBM Platform Symphony - Desktop Harvesting

          IBM Platform Symphony - GPU Harvesting

          IBM Platform Symphony - Server and VM Harvesting

          IBM Platform Symphony - Express to Standard Upgrade

          IBM Platform Symphony - Standard to Advanced Upgrade

        
      

      
        	
          IBM Platform HPC V3.2

        
        	
          IBM Platform HPC - Express Ed for System x

        
      

      
        	
          IBM Platform HPC - x86 Nodes (other equipment manufacturers (OEM) only)

        
      

      
        	
          IBM Platform Cluster Manager V3.2

        
        	
          IBM Platform Cluster Manager - Standard Edition

          IBM Platform Cluster Manager - Advanced Edition
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Planning

    This chapter describes the necessary planning for IBM Platform Computing solutions. The following topics are presented in this chapter:

    •Hardware setup for this residency

    •Software packages

    3.1  Hardware setup for this residency

    We performed all the product installations and configurations, use case scenarios, and tests on the cluster infrastructure that is represented in Figure 3-1.
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    Figure 3-1   Infrastructure that is used in this book

    3.1.1  Server nodes

    All the nodes that are assigned to the team for this publication are IBM iDataPlex M3 servers with the configuration that is shown in Table 3-1 on page 17.

     

     

     

     

     

     

     

     

     

     

     

     

    Table 3-1   IBM iDataPlex M3 server configuration

    
      
        	
          Server nodes

        
      

      
        	
          Host names

        
        	
          i05n36 - i05n68

        
      

      
        	
          Processor

        
      

      
        	
          Model

        
        	
          Intel Xeon X5670 @2.93GHz

        
      

      
        	
          Sockets

        
        	
          2

        
      

      
        	
          Cores

        
        	
          6 per socket, 12 total

        
      

      
        	
          Memory

        
      

      
        	
          Installed

        
        	
          48 GB (6x8 GB) @ 1333 MHz (DDR3)

        
      

      
        	
          High speed network

        
      

      
        	
          Connections

        
        	
          InfiniBand

        
      

      
        	
          Interface name

        
        	
          i05i36-i05i68

        
      

      
        	
          InfiniBand switch/adapter

        
      

      
        	
          Switch

        
        	
          8 QLogic (QDR, non-blocking configuration)

        
      

      
        	
          InfiniBand adapter

        
        	
          QLogic IBA 7322 QDR InfiniBand HCA

        
      

      
        	
          Disk drives

        
      

      
        	
          Vendor

        
        	
          WD2502ABYS-23B7A

        
      

      
        	
          Size

        
        	
          1x 250 GB

        
      

      
        	
          System information

        
      

      
        	
          BIOS vendor

        
        	
          IBM Corporation

        
      

      
        	
          Version

        
        	
          TME152C

        
      

      
        	
          IBM Integrated Management Module

        
        	
          YUOO87C

        
      

    

    Network switches

    There are two networks in the environment: one Ethernet network for management and public access, and one InfiniBand network for message passing.

     

    
      
        	
          Second Ethernet network: A second Ethernet network is needed to meet the installation requirements of the IBM Platform High Performance Cluster (HPC) and IBM Platform Cluster Manager Advance Edition. For more details about the setup for those products, see 3.1.3, “Infrastructure planning” on page 20.

        
      

    

    Directory services

    The authentication used a Lightweight Directory Access Protocol (LDAP) server that runs on i05n36 with Network File System (NFS) HOME that is served from i05n36. (Transport Layer Security (TLS) is not enabled on LDAP). To manage (create/modify/delete) users, the LDAP Account Management tool is available at this website:

    http://i05n36.pbm.ihost.com/lam

    The tool automatically maps NFS HOME for any new users (if the option is selected on create). We installed pdsh for parallel shell on all nodes. Example 3-1 provides a few examples.

    Example 3-1   Parallel shell examples
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    pdsh -w i05n[36-41,43-68] date # runs date in parallel on all nodes

    pdcp -w i05n[36-41,43-68] /etc/ntp.conf /etc # copies local /etc/ntp.conf to /etc on all  nodes
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    Each node also has remote console/power commands. Example 3-2 shows some examples.

    Example 3-2   Remote access command examples
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    rpower i05n[43-68] status # reports status

    rcons i05n[43-68] # opens console
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    3.1.2  Shared storage

    We chose IBM General Parallel File System (GPFS) to power the file system that is used in all tests in this book.

    It provides a high-performance enterprise file management platform, and it meets our needs to store and forward large amounts of file-based data quickly, reliably, and efficiently. These systems safely support high-performance data and offer consistent access to a common set of data from multiple servers. GPFS can bring together the power of multiple file servers and multiple storage controllers to provide higher reliability, therefore, outperforming single file server solutions.

    We created a 300-GB GPFS file system on i05n[36-68]. The Network Shared Disks (NSDs) are logical volumes (on local disk) from nodes i05n[67-68]. You can get the configuration by executing the following commands:

    /usr/lpp/mmfs/bin/mmlscluster

    /usr/lpp/mmfs/bin/mmlsconfig

    /usr/lpp/mmfs/bin/mmlsnsd

    The output listings for our cluster configuration are shown in Example 3-3, Example 3-4 on page 19, and Example 3-5 on page 20.

    Example 3-3   Output of mmlscluster
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    [root@i05n67 ~]# /usr/lpp/mmfs/bin/mmlscluster

     

    GPFS cluster information

    ========================

      GPFS cluster name:         i05i36.pbm.ihost.com

      GPFS cluster id:           9306829523410583102

      GPFS UID domain:           i05i36.pbm.ihost.com

      Remote shell command:      /usr/bin/ssh

      Remote file copy command:  /usr/bin/scp

     

    GPFS cluster configuration servers:

    -----------------------------------

      Primary server:    i05i36.pbm.ihost.com

      Secondary server:  i05i37.pbm.ihost.com

     

     Node  Daemon node name            IP address       Admin node name             Designation

    -----------------------------------------------------------------------------------------------

       1   i05i36.pbm.ihost.com        129.40.128.36    i05i36.pbm.ihost.com        quorum

       2   i05i37.pbm.ihost.com        129.40.128.37    i05i37.pbm.ihost.com        quorum

       3   i05i67.pbm.ihost.com        129.40.128.67    i05i67.pbm.ihost.com

       4   i05i68.pbm.ihost.com        129.40.128.68    i05i68.pbm.ihost.com

       5   i05i39.pbm.ihost.com        129.40.128.39    i05i39.pbm.ihost.com

       6   i05i40.pbm.ihost.com        129.40.128.40    i05i40.pbm.ihost.com

       7   i05i41.pbm.ihost.com        129.40.128.41    i05i41.pbm.ihost.com

       8   i05i42.pbm.ihost.com        129.40.128.42    i05i42.pbm.ihost.com

       9   i05i43.pbm.ihost.com        129.40.128.43    i05i43.pbm.ihost.com

      10   i05i44.pbm.ihost.com        129.40.128.44    i05i44.pbm.ihost.com

      11   i05i45.pbm.ihost.com        129.40.128.45    i05i45.pbm.ihost.com

      12   i05i46.pbm.ihost.com        129.40.128.46    i05i46.pbm.ihost.com

      13   i05i47.pbm.ihost.com        129.40.128.47    i05i47.pbm.ihost.com

      14   i05i48.pbm.ihost.com        129.40.128.48    i05i48.pbm.ihost.com

      15   i05i49.pbm.ihost.com        129.40.128.49    i05i49.pbm.ihost.com

      16   i05i50.pbm.ihost.com        129.40.128.50    i05i50.pbm.ihost.com

      17   i05i51.pbm.ihost.com        129.40.128.51    i05i51.pbm.ihost.com

      18   i05i52.pbm.ihost.com        129.40.128.52    i05i52.pbm.ihost.com

      19   i05i53.pbm.ihost.com        129.40.128.53    i05i53.pbm.ihost.com

      20   i05i54.pbm.ihost.com        129.40.128.54    i05i54.pbm.ihost.com

      21   i05i55.pbm.ihost.com        129.40.128.55    i05i55.pbm.ihost.com

      22   i05i56.pbm.ihost.com        129.40.128.56    i05i56.pbm.ihost.com

      23   i05i57.pbm.ihost.com        129.40.128.57    i05i57.pbm.ihost.com

      24   i05i58.pbm.ihost.com        129.40.128.58    i05i58.pbm.ihost.com

      25   i05i59.pbm.ihost.com        129.40.128.59    i05i59.pbm.ihost.com

      26   i05i60.pbm.ihost.com        129.40.128.60    i05i60.pbm.ihost.com

      27   i05i61.pbm.ihost.com        129.40.128.61    i05i61.pbm.ihost.com

      28   i05i62.pbm.ihost.com        129.40.128.62    i05i62.pbm.ihost.com

      29   i05i63.pbm.ihost.com        129.40.128.63    i05i63.pbm.ihost.com

      30   i05i64.pbm.ihost.com        129.40.128.64    i05i64.pbm.ihost.com

      31   i05i65.pbm.ihost.com        129.40.128.65    i05i65.pbm.ihost.com

      32   i05i66.pbm.ihost.com        129.40.128.66    i05i66.pbm.ihost.com

      33   i05i38.pbm.ihost.com        129.40.128.38    i05i38.pbm.ihost.com
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    Example 3-4 shows the output of the mmlsconfig command.

    Example 3-4   Output of mmlsconfig
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    [root@i05n67 ~]# /usr/lpp/mmfs/bin/mmlsconfig

    Configuration data for cluster i05i36.pbm.ihost.com:

    ----------------------------------------------------

    myNodeConfigNumber 3

    clusterName i05i36.pbm.ihost.com

    clusterId 9306829523410583102

    autoload no

    minReleaseLevel 3.4.0.7

    dmapiFileHandleSize 32

    adminMode central

     

    File systems in cluster i05i36.pbm.ihost.com:

    ---------------------------------------------

    /dev/fs1
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    Example 3-5 shows the output of the mmlsnsd command.

    Example 3-5   Output of mmlsnsd
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    [root@i05n67 ~]# /usr/lpp/mmfs/bin/mmlsnsd

     

     File system   Disk name    NSD servers

    ---------------------------------------------------------------------------

     fs1           i05i67nsd    i05i67.pbm.ihost.com

     fs1           i05i68nsd    i05i68.pbm.ihost.com
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          General Parallel File System (GPFS): GPFS on a Logical Volume Manager (LVM) logical volumes is not supported, but there is a small “as is” suggestion that can be applied to make a working environment. This suggestion proves to be useful in small environments, which are usually for testing purposes.

          Create the /var/mmfs/etc/nsddevices file (on each NSD server) to define eligible devices for NSD:

          #!/bin/bash

          minor=$(lvs -o lv_name,lv_kernel_major,lv_kernel_minor 2>/dev/null | awk '/ gpfslv / { print $3 }' 2>/dev/null)

          echo "gpfslv dmm"

          exit 1

          Create a GPFS logical volume (LV) on each NSD server:

          lvcreate -n gpfslv -L 150G rootvg

          Create the /dev node (GPFS needs the device node to be defined directly under /dev):

          ln -s /dev/rootvg/gpfslv /dev/gpfslv 

          From this point, you can follow the GPFS Quick Start Guide for Linux:

          http://www.ibm.com/developerworks/wikis/display/hpccentral/GPFS+Quick+Start+Guide+for+Linux

        
      

    

    For more details about GPFS and other possible configurations, see Implementing the IBM General Parallel File System (GPFS) in a Cross-Platform Environment, SG24-7844:

    http://www.redbooks.ibm.com/abstracts/sg247844.html?Open

    3.1.3  Infrastructure planning

    The initial infrastructure is subdivided to accommodate the requirements of the different IBM Platform Computing products. And, the initial infrastructure is subdivided to enable the team to test different scenarios without having to worry about conflicting software components.

    Figure 3-2 on page 21 shows the environment that is configured for our IBM Platform HPC installation. The installation requires two separate Ethernet networks: One public Ethernet network and one private Ethernet network to the cluster. To satisfy this requirement, we installed an additional 1-GB Ethernet switch to provide a separate subnet for the private cluster. For details about IBM Platform HPC, see Chapter 6, “IBM Platform High Performance Computing” on page 181.
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    Figure 3-2   IBM Platform HPC setup

    Figure 3-3 shows the environment that is configured for our IBM Platform Load Sharing Facility (LSF) and Symphony cluster installation. For details about IBM Platform LSF, see Chapter 4, “IBM Platform Load Sharing Facility (LSF) product family” on page 27. For details about IBM Platform Symphony, see Chapter 5, “IBM Platform Symphony” on page 111.
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    Figure 3-3   IBM Platform LSF and IBM Platform Symphony cluster setup

    Figure 3-4 shows the environment that we configured for our IBM Platform Cluster Manager Advance Edition cluster installation. As the IBM Platform HPC, IBM Platform Cluster Manager Advance Edition requires a two-network setup. The additional Ethernet switch is used again to provide another separate subnet for the private cluster.

    For details about IBM Platform Cluster Manager Advance Edition, see Chapter 7, “IBM Platform Cluster Manager Advanced Edition” on page 211.
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    Figure 3-4   IBM Platform Cluster Manager Advance Edition cluster setup

    3.2  Software packages

    The list of the software that is used and the package file paths that relate to /gpfs/fs1/install follow:

    •IBM Platform HPC V3.2:

     –	Description

    Base software to install the master node for the IBM Platform HPC environment

     –	Package files:

    PlatformHPC/hpc-3.2-with-PCM.rhel.iso

    •IBM Platform Cluster Manager Advanced Edition V3.2:

     –	Description

    Base software to install the master and provisioning hosts for the IBM Platform Cluster Manager Advanced Edition environment

     –	Package files:

     •	PCMAE/pcmae_3.2.0.0_agent_linux2.6-x86_64.bin

     •	PCMAE/pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    •IBM Platform Symphony V5.2:

     –	Description

    Software packages for installing an IBM Platform Symphony cluster. The installation might use either *.rpm or *.bin for the installation, depending on the preferred method. In our environment, RPM is used.

     –	Package files:

     •	Symphony/egocomp-lnx26-lib23-x64-1.2.6.rpm

     •	Symphony/ego-lnx26-lib23-x64-1.2.6.rpm

     •	Symphony/soam-lnx26-lib23-x64-5.2.0.rpm

     •	Symphony/symcompSetup5.2.0_lnx26-lib23-x64.bin

     •	Symphony/symSetup5.2.0_lnx26-lib23-x64.bin

    •IBM Platform LSF V8.3:

     –	Description

    Base software for installing an IBM Platform LSF cluster with the following add-ons: 

     •	IBM Platform Application Center

     •	IBM Platform Process Manager

     •	IBM Platform RTM

    Also under LSF/multihead are the packages for an IBM Platform LSF cluster when it is installed in a previously configured Symphony cluster.

     –	Package files:

     •	LSF/lsf8.3_licsched_lnx26-libc23-x64.tar.Z

     •	LSF/lsf8.3_linux2.6-glibc2.3-x86_64.tar.Z

     •	LSF/lsf8.3_lsfinstall_linux_x86_64.tar.Z

     •	LSF/lsf8.3_lsfinstall.tar.Z

     •	LSF/PAC/pac8.3_standard_linux-x64.tar.Z

     •	LSF/PPM/ppm8.3.0.0_ed_lnx26-lib23-x64.tar.Z

     •	LSF/PPM/ppm8.3.0.0_fm_lnx26-lib23-x64.tar.Z

     •	LSF/PPM/ppm8.3.0.0_pinstall.tar.Z

     •	LSF/PPM/ppm8.3.0.0_svr_lnx26-lib23-x64.tar.Z

     •	LSF/RTM/adodb492.tgz

     •	LSF/RTM/cacti-plugin-0.8.7g-PA-v2.9.tar.gz

     •	LSF/RTM/php-snmp-5.3.3-3.el6_1.3.x86_64.rpm

     •	LSF/RTM/plugin%3Aboost-v4.3-1.tgz

     •	LSF/RTM/plugin%3Aclog-v1.6-1.tgz

     •	LSF/RTM/plugin%3Anectar-v0.34-1.tgz

     •	LSF/RTM/plugin%3Asettings-v0.71-1.tgz

     •	LSF/RTM/plugin%3Asuperlinks-v1.4-2.tgz

     •	LSF/RTM/plugin%3Asyslog-v1.22-2.tgz

     •	LSF/RTM/rtm-datapoller-8.3-rhel6.tar.gz

     •	LSF/RTM/rtm-server-8.3-rhel6.tar.gz

     •	LSF/multihead/lsf-linux2.6-glibc2.3-x86_64-8.3-199206.rpm

     •	LSF/multihead/lsf8.3_documentation.tar.Z

     •	LSF/multihead/lsf8.3_documentation.zip

     •	LSF/multihead/lsf8.3_lsfinstall.tar.Z

     •	LSF/multihead/lsf8.3_sparc-sol10-64.tar.Z

     •	LSF/multihead/lsf8.3_win-x64.msi

     •	LSF/multihead/lsf8.3_win32.msi

     •	LSF/multihead/lsf8.3_x86-64-sol10.tar.Z

     •	LSF/multihead/patch/lsf-linux2.6-glibc2.3-x86_64-8.3-198556.tar.gz

     •	LSF/multihead/patch/ego1.2.6_win-x64-198556.msp

     •	LSF/multihead/patch/readme_for_patch_Symphony_5.2.htm

     •	LSF/multihead/perf-ego-dbschema.tar

     •	LSF/multihead/perf-lsf-dbschema.tar

    •Hadoop V1.0.1:

     –	Description

    Software to install the Hadoop Distributed File System (HDFS) and MapReduce Hadoop cluster that work with the IBM Platform Symphony MapReduce Framework.

     –	Package file:

    Hadoop/hadoop-1.0.1.tar.gz

    •Sun Java Development Kit (JDK) V1.6.0_25:

     –	Description

    Java runtime environment for Hadoop

     –	Package file:

    Java/jdk1.6.0_25.tar

    •Oracle Database Express Edition V11.2.0:

     –	Description

    Oracle database and client to be used by IBM Platform Cluster Manager Advanced Edition to store and retrieve data for system operations.

     –	Package files:

     •	Oracle/oracle-xe-11.2.0-1.0.x86_64.rpm.zip

     •	Oracle/oracle-xe-11.2.0-1.0.x86_64.rpm

     •	Oracle/oracle-instantclient11.2-sqlplus-11.2.0.2.0.x86_64.rpm

     •	Oracle/oracle-instantclient11.2-basic-11.2.0.2.0.x86_64.rpm

    •RedHat Enterprise Linux V6.2 or V6.3:

     –	Description

    ISO images that are used by IBM Platform HPC and IBM Platform Cluster Manager Advanced Edition to build images and templates for compute nodes.

     –	Package files:

     •	RHEL62/RHEL6.2-20111117.0-Server-x86_64-DVD1.iso

     •	RHEL63/RHEL6.3-20120613.2-Server-x86_64-DVD1.iso
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IBM Platform Load Sharing Facility (LSF) product family

    In this chapter, we describe IBM Platform LSF and a set of add-on products that can be installed to complement its functionality. The following topics are discussed in this chapter:

    •IBM Platform LSF overview

    •IBM Platform LSF add-on products

    •Implementation

    4.1  IBM Platform LSF overview

    As data centers increase in size and complexity, it becomes more difficult to manage workloads, scale applications, and ensure that the use of hardware and other resources, such as software licenses, is optimal. Users need the ability to use applications and clusters anywhere and automate their data flows. Administrators need to be able to monitor cluster resources and workloads, manage software licenses, identify bottlenecks, monitor service-level agreements (SLAs), and plan capacity.

    The IBM Platform LSF software family helps address all of these problems. IBM Platform LSF is a powerful workload management platform for demanding, distributed mission-critical High Performance Computing (HPC) environments. It provides a comprehensive set of intelligent, policy-driven scheduling features so that you can use all of your compute infrastructure resources and help ensure optimal application performance. IBM Platform LSF manages batch workloads. It allows a distributed compute network to function as a large supercomputer by matching supply with demand. It intelligently distributes the right jobs to the right resources, optimizing resource utilization and minimizing waste. It makes multiple computing resources appear to users as a single system image, and it load-balances across shared computing resources.

    IBM Platform LSF provides optional add-ons that can be installed for an extended set of capabilities as shown in Figure 4-1. For details about add-ons, see 4.2, “IBM Platform LSF add-on products” on page 36.
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    Figure 4-1   IBM Platform LSF family

    IBM Platform LSF is used by the premier companies in the HPC industry. It adds value in comparison to other workload management software due to its high scalability and performance, and to its tracking and monitoring capabilities. Additionally, it supports several operating systems and architectures:

    •IBM AIX 5, 6, and 7 on POWER

    •HP UX B.11.31 on PA-RISC

    •HP UX B.11.31 on IA64

    •Solaris 10 and 11 on Sparc

    •Solaris 10 and 11 on x86-64

    •Linux on x86-64 Kernel 2.6 and 3.0

    •Linux on POWER Kernel 2.6 and 3.0

    •Microsoft Windows 2003, 2008, XP, and 7 32-bit and 64-bit

    •Mac OS 10.x

    •Cray XT

    IBM Platform LSF has a large global support organization behind it, making it a reliable solution especially for commercial activities.

    IBM Platform LSF basic structure

    An IBM Platform LSF cluster can be divided into two groups of hosts: management hosts and compute hosts. Management hosts provide specialized services to the cluster; compute hosts run the user workload. Figure 4-2 shows the IBM Platform LSF basic structure with the job lifecycle and the communication paths between the daemons in the cluster.

    [image: ]

    Figure 4-2   IBM Platform LSF job lifecycle

    Figure 4-2 shows the following steps: 

    1.	Submit a job. You submit a job from an LSF client or server with the bsub command. If you do not specify a queue when you submit the job, the job is submitted to the default queue. Jobs are held in a queue and wait to be scheduled. These jobs are in the PEND state.

    2.	Schedule job. The master batch daemon (mbatchd) looks at jobs in the queue and sends the jobs for scheduling to the master batch scheduler (mbschd) at a preset time interval. mbschd evaluates jobs and makes scheduling decisions that are based on job priority, scheduling policies, and available resources. mbschd selects the best hosts where the job can run and sends its decisions back to mbatchd. 

    Resource information is collected at preset time intervals by the master load information manager (LIM) daemon from LIMs on server hosts. The master LIM communicates this information to mbatchd, which in turn communicates it to mbschd to support scheduling decisions. 

    3.	Dispatch the job. As soon as mbatchd receives scheduling decisions, it immediately dispatches the jobs to hosts. 

    4.	Run job. The slave batch daemon (sbatchd):

    a.	Receives the request from mbatchd

    b.	Creates a child sbatchd for the job

    c.	Creates the execution environment

    d.	Starts the job by using a remote execution server (res).

    5.	Return output. When a job is completed, it is assigned the DONE status if the job completed without any problems. The job is assigned the EXIT status if errors prevented the job from completing. sbatchd communicates job information, including errors and output to mbatchd. 

    6.	Send email to client. mbatchd returns the job output, job error, and job information to the submission host through email.

     

    
      
        	
          IBM Platform LSF terminology:

          •Job is a command that is submitted to IBM Platform LSF Batch. A job can take more than one job slot.

          •Task is an interactive command that is submitted to IBM Platform LSF Base.

          •Queue is a network-wide holding place for jobs that implement different job scheduling and control policies

          •Job slot is the basic unit of processor allocation in IBM Platform LSF. A job slot can be more than one per processor.

        
      

    

    GUI interface

    IBM Platform LSF does not provide a GUI interface, but the full workload and cluster management functionality is available by the command line. Some of the functionalities that are offered by IBM Platform LSF, for example, job submission and resources management, are available through a GUI by using the optional add-ons.

    Scheduling features

    IBM Platform LSF provides an advanced set of scheduling features:

    •Fairshare scheduling

    •Topology and core-aware scheduling

    •Preemption

    •Backfill scheduling

    •Resource reservations

    •Serial or parallel controls

    •Advanced reservation

    •Job starvation

    •License scheduling

    •SLA-based scheduling

    •Absolute priority scheduling

    •Checkpoint and resume

    •Job arrays 

    •Graphics processing unit (GPU)-aware scheduling

    •Plug-in schedulers

    Fault tolerance

    IBM Platform LSF architecture is designed to provide fault tolerance for vital components so that they can recover from a failure:

    •Master hosts

    If the master becomes unavailable, another master host candidate takes over. The IBM Platform LSF working directory must be available through a shared file system in the master and master candidate hosts.

    •Hosts and host groups

    If a host or host group becomes unavailable, only the jobs that are running on the host are affected (re-queued or lost, depending on how they are submitted).

    •Jobs

    Jobs can be submitted as rerunnable so that they automatically run again from the beginning. Or, they can be submitted as checkpointable on another host if they are lost because of a host failure.

    By providing fault tolerance to these components, an LSF cluster can also recover from failures where the cluster is partitioned by a network failure and where the network is partitioned. Fault tolerance depends on the event log file, which logs every event in the system. 

    For more information about fault tolerance for IBM Platform LSF clusters, see the IBM Platform LSF Foundations Guide, SC22-5348-00.

    Security

    By default, IBM Platform LSF controls user accounts internally, but it also offers a security plug-in for integration with third-party security mechanisms, such as Lightweight Directory Access Protocol (LDAP), Kerberos, and Active Directory. Security for IBM Platform LSF cluster requires two steps. It first checks whether the user is valid by verifying its password (authentication) and then checks the user permissions (authorization). 

    With IBM Platform LSF, you can create a customized executable (eauth) to provide external authentication of users, hosts, and daemons. This feature provides a secure transfer of data within the authentication data stream between IBM Platform LSF clients and servers. By creating your own eauth executable, you can meet the security requirements of your cluster.

    MultiCluster support

    IBM Platform LSF offers MultiCluster support. Different clusters in different locations can be managed by one IBM Platform LSF instance. This approach makes workload management and cluster administration easier, and makes your infrastructure highly scalable. MultiCluster support allows users to access more resources, increasing productivity, resource usage, and performance. 

    There are two ways to share resources by using MultiCluster support:

    •The job forwarding model allows a cluster that has no available resources to send jobs to a cluster that has resources available. In this method, IBM Platform LSF tries to schedule job execution in the local hosts before you attempt to send jobs to other clusters. Each cluster controls its own resources. 

    •In the resource leasing model, one cluster is configured to borrow resources from other clusters, and it takes control of the resources. One cluster always schedules the jobs. 

    For more details about MultiCluster, see IBM Platform MultiCluster Overview, SC22-5354-00.

    IBM Platform Make

    IBM Platform Make is a load-sharing, parallel version of GNU Make. It uses the same makefiles as GNU Make and behaves similarly except that additional command-line options control parallel execution. IBM Platform Make used to be sold as a separate product. Now, it is installed by default with IBM Platform LSF Standard Edition. IBM Platform Make is based on GNU Make and supports most GNU Make features. For more information about IBM Platform Make, see “Using lsmake” in Administering IBM Platform LSF, SC22-5346-00.

    Floating clients

    The floating clients feature allows users to set IBM Platform LSF to enable job submission from hosts in a configured IP range without explicitly listing all client hosts in the lsf configuration files (the common behavior). It is easier for cluster administrators to manage client hosts on organizations with many workstations and users that are likely to submit and query jobs.

    Live reconfiguration

    Some IBM Platform LSF cluster configurations can be changed live and take effect immediately. Live reconfiguration needs to be enabled for use at the file lsf.conf. You need to run lsadmin reconfig and badmin mbdrestart to apply the new parameter setting. You can use live reconfiguration to make the following changes:

    •Add hosts to the cluster

    •Create a user group

    •Create or update limits

    •Add a user share to the fairshare queue

    •Add consumers to a guaranteed resource pool

    Mixed clusters

    IBM Platform LSF supports mixed environments. Hosts of various architectures and operating systems can exist in the same cluster. IBM Platform LSF offers functionality to allow user mapping between UNIX and Windows environments. You can submit jobs to be executed in hosts that have different environments than the environment of the submission hosts.

    LSF application programming interfaces

    IBM Platform LSF provides application programming interfaces (APIs) that can be used by programmers to develop their own applications. Programmers can use the distributed resource management services that are provided by LSF without worrying about operating systems or architecture details. By using the LSF APIs, programmers can develop applications to automate tasks. Programmers can automate tasks, such as delete jobs, view jobs output, and move jobs between hosts, enable parallel job execution, and control the cluster.

    The following services are available for use through APIs:

    •Configuration information service

    •Dynamic load information service

    •Placement advice service

    •Task list information service

    •Master selection service

    •Remote execution service

    •Remote file operation service

    •Administration service

    •LSF batch system information service

    •Job manipulation service

    •Log file processing service

    •LSF batch administration service

    New in IBM Platform LSF 8.3

    IBM Platform LSF licenses are no longer managed by FLEXnet. License enforcement is now contractual. Also, there is new support for AIX7 on POWER, Solaris 11 on SPARC and x86-64, Linux 3.0 on POWER and x86-64, and Mac OS 10.7. Additionally, IBM Platform LSF now allows the visualization of system runtime configuration and additional accounting data for completed job events. IBM Platform LSF has the following edition-specific changes:

    •IBM Platform LSF 8.3 Express Edition: 

     –	Targeted at the low-end, high volume market that has fairly simple scheduling requirements. For a complete list of the functions that are not available for job scheduling, see Release Notes, GI13-1885-00.

     –	Included in IBM Platform HPC Express Edition.

     –	Supports a maximum of 100 server hosts and 100 static clients.

     –	Integration with IBM Platform Process Manager and IBM Platform Analytics is not supported.

    •IBM Platform LSF 8.3 Standard Edition:

     –	Platform MultiCluster, Make, and Floating Client are included (no longer separately licensed).

     –	No performance or scalability restrictions exist.

     

    
      
        	
          Requirement: To use the new features that are introduced in IBM Platform LSF Version 8.3, you must upgrade all hosts in your cluster to IBM Platform LSF Version 8.3.

          LSF 6.x, 7.x, 8.0, and 8.0.1 servers are compatible with IBM Platform LSF Version 8.3 master hosts. All LSF 6.x, 7.x, 8.0, and 8.0.1 features are supported by IBM Platform LSF Version 8.3 master hosts.

        
      

    

    Enterprise Grid Orchestrator

    The IBM Platform Enterprise Grid Orchestrator (EGO) is an optional (yet highly suggested) part of IBM Platform LSF that can be enabled during IBM Platform LSF installation. When enabled in IBM Platform LSF, it provides computing resources to IBM Platform LSF from sharing resources across the enterprise grid as the central resource broker.

     

    
      
        	
          Important: EGO is not aware of jobs and its resource distribution policies do not interfere with job scheduling. EGO provides resources to IBM Platform LSF per request. IBM Platform LSF allocates the resources to the jobs according to its own scheduling policies.

        
      

    

    Figure 4-3 shows IBM Platform LSF architecture with EGO enabled. IBM Platform LSF runs on top of EGO.
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    Figure 4-3   IBM Platform LSF architecture

    When enabled, EGO ensures that the following conditions apply:

    •Demands of competing business services are addressed.

    •Resources are dynamically allocated.

    •Configured resource distribution policies are enforced.

    •High availability and business continuity are available through disaster scenarios.

    •Divergent and mixed computing resources are consolidated into a single virtual infrastructure that can be shared transparently between many business users.

    EGO performs resource management with two key responsibilities:

    •Manage and distribute resources

    •Provide process execution facilities

     

    
      
        	
          EGO: When IBM Platform LSF is installed without EGO enabled, resource allocation is done by IBM Platform LSF in its core. Part of the EGO functionality is embedded on IBM Platform LSF, therefore, enabling the application to perform the parts of the job for which EGO is responsible. When EGO is enabled, it adds more fine-grained resource allocation capabilities, high availability services to sbatch and res, and faster cluster startup.

          Customization: Throughout this book, each IBM Platform application has its own customized EGO version for resource orchestration.

        
      

    

    Key EGO concepts

    The following ideas are key EGO concepts:

    Consumers	A consumer represents an entity that can demand resources from the cluster. A consumer might be a business service, a business process that is a complex collection of business services, an individual user, or an entire line of business.

    EGO resources	Resources are physical and logical entities that can be requested by a client. For example, an application (client) requests a processor (resource) to run. Resources also have attributes. For example, a host has attributes of memory, processor utilization, and operating system type.

    Resource distribution tree	

    The resource distribution tree identifies consumers of the cluster resources and organizes them into a manageable structure.

    Resource groups	Resource groups are logical groups of hosts. Resource groups provide a simple way of organizing and grouping resources (hosts) for convenience. Instead of creating policies for individual resources, you can create and apply them to an entire group. Groups can be made of resources that satisfy a specific requirement in terms of OS, memory, swap space, CPU factor, or that are explicitly listed by name.

    Resource distribution plans	

    The resource distribution plan, or resource plan, defines how cluster resources are distributed among consumers. The plan includes the differences between consumers and their needs, resource properties, and various other policies that concern consumer rank and the allocation of resources. The distribution priority is to satisfy the reserved ownership of each consumer, then distribute remaining resources to consumers that have demand.

    Services	A service is a self-contained, continuously running process that accepts one or more requests and returns one or more responses. Services can have multiple concurrent service instances that run on multiple hosts. All EGO services are automatically enabled by default at installation. Run egosh to check service status. If EGO is disabled, the egosh command cannot find ego.conf or cannot contact vemkd (not started). The following message is displayed: You cannot run the egosh command because the administrator has chosen not to enable EGO in lsf.conf: LSF_ENABLE_EGO=N.

    EGO user accounts	A user account is an IBM Platform system user that can be assigned to any role for any consumer in the tree. User accounts include optional contact information, a name, and a password

    Figure 4-4 on page 36 shows the EGO concepts in the context of the resource allocation lifecycle.
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    Figure 4-4   IBM Platform LSF EGO concepts resource allocation lifecycle

     

    
      
        	
          EGO: EGO has four system components:

          •VEMKD is the VEM kernel daemon that runs on the master host. It starts other daemons and responds to allocation requests.

          •EGOSC is the EGO service controller that requests the appropriate resources from the VEMKD and controls service instances.

          •The process execution manager (PEM) works for the VEMKD by starting, controlling, and monitoring activities, and by collecting and sending runtime resource usage.

        
      

    

    4.2  IBM Platform LSF add-on products

    A set of optional add-ons is offered for IBM Platform LSF to help workload management. It allows users to become more productive.

    4.2.1  IBM Platform Application Center

    IBM Platform Application Center offers a customizable web interface for users to manage jobs and analyze cluster resource utilization (Figure 4-5 on page 37). It provides an easy to use interface that allows job submission without programming. Users can view job status and job results, act on jobs (such as suspend or resume), and visualize job input, output, and error files.
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    Figure 4-5   IBM Platform Application Center Jobs tab

    IBM Platform Application Center also offers a dashboard with details about cluster health and cluster performance statistics as well as reports about resource usage per host (Figure 4-6 on page 38). You can create a rack configuration to represent your environment and allocate your machines to the proper racks by using the command rackconfig.

     

    
      
        	
          Maximum: The maximum rack size in the IBM Platform Application Center is 42U (not configurable).
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    Figure 4-6   IBM Platform Application Center Dashboard

    The software ships with several templates of the most commonly used applications that can be customized and published for use to create a solution more quickly. Additionally, users can create their own templates for job submission to make job submission easier, faster, and less error prone.

    The product offers a set of built-in reports for cluster analysis (Figure 4-7 on page 39). These reports are the most common reports that are required for identifying areas of improvement on your cluster. Custom reports can also be created from the web interface to satisfy specific needs. If you are interested in more detailed reports, see 4.2.2, “IBM Platform RTM” on page 40.
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    Figure 4-7   IBM Platform Application Center Reports tab

    IBM Platform Application Center can also be integrated with IBM Platform License Scheduler (LS) and IBM Platform Process Manager (PPM). This integration offers users the capability to visualize license usage across the cluster. You can monitor job flow execution and trigger flows through a web interface; therefore, you have a centralized means to control the overall status of your LSF cluster.

    You can find documentation about how to use IBM Platform Application Center from the web interface (see Figure 4-8). Details about how to configure IBM Platform Application Center are in the file pac_admin_guide.pdf, which ships with the product.
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    Figure 4-8   IBM Platform Application Center Help

    4.2.2  IBM Platform RTM

    As clusters increase in size and workload, cluster administrators require more powerful tools to allow cluster management and monitoring and to help identify issues that might negatively affect performance. Moreover, they require a tool for tracking all aspects of their clusters without having to resort to multiple sources to gather information about the clusters.

    IBM Platform RTM addresses these issues by offering a comprehensive workload monitoring, reporting, and management tool for IBM Platform LSF environments:

    •Provides access to detailed information about workloads and hosts in the cluster

    •Allows the creation of alarms and several types of graphs

    •Offers an interface for server log visualization and enables users to run common administrative tasks (such as restarting LSF cluster processes and performing operations on jobs) through a GUI - all in one centralized web interface 

    •Offers capability to monitor several clusters so that it is easier for the user to manage multiple environments and collect metrics about usage of the overall clusters 

     

    
      
        	
          Note: IBM Platform RTM uses Cacti as a rich graphical user interface framework to provide monitoring, reporting, and alerting functions that are specific to the LSF environment. Cacti is a complete RRDTool-based graphing solution that is developed by The Cacti Group. The LSF capabilities are included as a Cacti plug-in so that you can use them together. IBM Platform RTM can offer LSF-specific monitoring and reporting capabilities in addition to the capabilities of the open source Cacti package. If you are familiar with Cacti, you are familiar with the IBM Platform RTM GUI.

        
      

    

    The reports in IBM Platform RTM differ from the reports in IBM Platform Application Center in that they provide detailed information about every aspect of the cluster. With the reports in IBM Platform RTM, users can develop a more detailed understanding of the cluster resource utilization and workload flow. A good example is the information that is provided about jobs. In IBM Platform RTM, you can visualize job submission details. In IBM Platform RTM, you can see information about the job execution environment, job status history, job graphs, and host graphs that illustrate resource consumption during job execution. In IBM Platform Application Center, a smaller set of information is available. See Figure 4-9 on page 41 for an example of IBM Platform RTM job information.
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    Figure 4-9   IBM Platform RTM Job Detail tab

    IBM Platform RTM can help cluster administrators in the following tasks:

    •Determining problems

    •Monitoring the overall cluster

    •Tuning performance by identifying idle capacity and removing bottlenecks

    •Increasing user productivity and improving the level of service

    •Planning capacity

    •Reducing costs

     

    
      
        	
          Important: IBM General Parallel File System (GPFS) monitoring is not available on IBM Platform RTM 8.3.

        
      

    

    4.2.3  IBM Platform Process Manager

    IBM Platform Process Manager is a workload management tool for users to automate their business processes in UNIX and Windows environments by creating and managing flow definitions. A flow definition is a collection of jobs, job arrays, subflows, and their relationships that represents work items and their dependencies. In addition to creating job flow definitions, users can also schedule jobs by using IBM Platform Process Manager. 

    The tool consists of the following components:

    •Process Manager Server (represented in Figure 4-10 by “Process Manager Host”)

    •Process Manager Client:

     –	Process Manager Designer:

     •	The Flow Editor

     •	The Calendar Editor

     –	The Flow Manager

    You can use a failover host to provide redundancy for the Process Manager Server. For an illustration of the IBM Platform Process Manager components, see Figure 4-10.
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    Figure 4-10   IBM Platform Process Manager components

    Users can create job flow definitions in the Process Manager Client and then submit them to the Process Manager Server. The Process Manager Server manages job dependencies within the flow and controls the submission to the IBM Platform LSF master host. The IBM Platform LSF master host provides resource management and load balancing, runs the job, and returns job status to the Process Manager Server. Job flow status can be monitored by the user from the IBM Platform Process Manager as shown in Figure 4-11 on page 43.
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    Figure 4-11   IBM Platform Process Manager data flow

    Job flows can be easily defined graphically in the Flow Editor. With the Flow Editor, you can create jobs and their relationships, and define dependencies on files or time dependencies. For an example of a simple job flow definition, see Figure 4-12.
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    Figure 4-12   IBM Platform Process Manager flow definition

    From the Flow Editor, you can also create jobs that are based on predefined application templates. The IBM Platform Process Manager offers extended functionality so that you can submit work to applications outside of LSF without intensive programming. You can create your own application templates in XML, which can be converted into simple user interfaces that facilitate job submission by allowing the user to visually configure the job.

    The software provides a couple of templates for the user. The template zOS_Template.xml is in the directory JS_HOME/8.3/examples of the installation. It is converted to the interface in Figure 4-13 when it is moved to the directory JS_HOME/work/templates.
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    Figure 4-13   IBM Platform Process Manager Application Definition

    With the Calendar Editor (which is also offered by the Platform Process Manager), users can easily define calendars. These calendars are used by Process Manager to calculate the dates on which a job or flow runs. The users can then use the Flow Manager to monitor and control running flows and obtain history information about completed flows.

    4.2.4  IBM Platform License Scheduler

    IBM Platform License Scheduler controls the software license sharing in your organization. It is meant to help companies easily implement more flexible, hierarchical license sharing policies. These policies accurately represent business needs and enable high utilization and throughput throughout the organization. 

    IBM Platform License Scheduler works with FlexNet products to control and monitor license usage. It can work with multiple license servers that serve licenses to multiple clusters, as shown in Figure 4-14 on page 45.
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    Figure 4-14   IBM Platform License Scheduler license allocation

    IBM Platform License Scheduler manages the scheduling of the license tokens, but it is the license server that actually supplies the licenses. Applications continue to retrieve the licenses from the license server and are unaware of the license scheduler. IBM Platform License Scheduler interacts with jobs in the LSF cluster.

    When jobs require a license to run applications, the license scheduler provides them with a token before they can run the application. The number of tokens that is available from LSF corresponds to the number of licenses that is available from FlexNet. The number of licenses in use by running jobs never exceeds the number of available licenses. Figure 4-15 on page 46 illustrates how IBM Platform LSF interacts with IBM Platform License Scheduler when jobs are submitted.
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    Figure 4-15   IBM Platform License Scheduler job submission

    License tokens are handed to jobs according to a set of license scheduling policies that is defined by the user. These policies do not influence job scheduling priority though. Jobs continue to be considered for dispatch according to the policies that are defined in the IBM Platform LSF clusters. LSF policies have priority over license scheduler policies.

    Modes of operation

    IBM Platform License Scheduler supports two modes of operation:

    •Cluster mode (Figure 4-16) focuses on maximizing license usage (new in IBM Platform License Scheduler 8.0). License ownership and sharing can be configured within each cluster instead of across multiple clusters. Preemption of jobs (and licenses) also occurs within each cluster.
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    Figure 4-16   IBM Platform License Scheduler cluster mode

    In cluster mode, license tokens are reused by LSF when a job finishes (which results in higher license utilization for short jobs). In project mode, IBM Platform License Scheduler checks demand from license owners across all LSF clusters before allocating license tokens. The process of collecting and evaluating demand for all projects in all clusters slows down each scheduling cycle. 

    •Project mode (Figure 4-17) focuses on having licenses that are used by the group that owns the licenses. Projects can span multiple clusters.
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    Figure 4-17   IBM Platform License Scheduler project mode

    For details about which mode might be the best for your cluster environments, see Chapter 2 on page 25 of Using IBM Platform License Scheduler, SC22-5352-00.

    Distribution policies

    With IBM Platform License Scheduler, you configure how license tokens are shared among projects or clusters. The distribution policies vary according to the mode of operation in use:

    •Cluster mode: 

     –	Static distribution policies: A portion of the licenses is allocated to the cluster, and the number of licenses never changes.

     –	Dynamic distribution policies: A portion of the licenses is allocated to the cluster, but the number of licenses can change according to the cluster demand. The amount can vary according to a defined buffer.

     

    
      
        	
          Project mode: It is possible to configure guaranteed shares with both distribution policies in cluster mode. See “Guaranteed service-level agreement (SLA) scheduling” on page 48 for more details.

        
      

    

     –	Fairshare distribution policy: Portions of the licenses are assigned to each project, but licenses can be used according to demand. If the demand exceeds the number of available licenses, share assignments are followed. There is no preemption. If license redistribution is required, jobs finish running before license redistribution is done.

     –	Ownership and preemption distribution policy: Shares of the total licenses are assigned to each license project. Owned shares of licenses are also assigned. Unused licenses are shared wherever there is demand. However, when demand exceeds the number of licenses, the owned share is reclaimed by using preemption.

     –	Active ownership distribution policy: Active ownership allows ownership to automatically adjust based on project activity. Ownership is expressed as a percent of the total ownership for active projects. The actual ownership for each project decreases as more projects become active. Set the percentage ownership values to total more than 100% to benefit from active ownership.

     –	Non-shared license distribution policy: Some licenses are designated as non-shared. They are reserved for exclusive use instead of being shared when not in use.

    For more details about the distribution policies and when to use each policy, see Using IBM Platform License Scheduler, SC22-5352-00.

    Guaranteed service-level agreement (SLA) scheduling

    Guaranteed SLA scheduling allows sites to guarantee resources to groups of jobs. Jobs can be grouped by user, fairshare group, project, license project, queue, application profile, or some combination of these classifications. Guarantees for license resources can only be configured when IBM Platform License Scheduler is configured in cluster mode. Guaranteed SLAs are configured in IBM Platform LSF. For more information, see Administering IBM Platform LSF, SC22-5346-00, and IBM Platform LSF Configuration Reference, SC22-5350-00.

    The implementation of guaranteed SLAs depends on the configuration of service classes and resource pools. Service classes allow jobs to access guaranteed resources. Jobs can be explicitly attached to a service class on job submission, for example, bsub -sla serviceclass_name. Or, jobs can be automatically attached to service classes under certain conditions. For example, the service class defines that jobs submitted to a specific project are automatically attached to that SLA. 

    Service classes can be configured to restrict the jobs that can be attached to the SLA, for example, jobs that belong to project 1. Service classes use resources from resource pools. The resource pools provide a minimum resource guarantee to jobs that are in the service classes. When the user configures resource pools, the user defines the shares of the resources in the resource pool that are allocated to each defined service class. Resource pools can guarantee resources of any type (Figure 4-18).
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    Figure 4-18   IBM Platform License Scheduler guaranteed resource pools

    Service classes can use resources from different resource pools and resource pools can allocate resources to different service classes. Figure 4-19 shows the service class SLA1 that uses resources from the resource pools Guarantee pool 1 and Guarantee pool 2. The pool Guarantee pool 1 guarantees 50 slots for use by jobs that are attached to SLA1. The pool Guarantee pool 2 guarantees 50 licenses for use by jobs that are attached to SLA1.
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    Figure 4-19   IBM Platform License Scheduler example

    Other than configuring resource shares for service classes, you can optionally configure loaning policies when licenses are not in use. Loans can be restricted to short jobs. You can also restrict loans when consumers with unused guaranteed resources have pending loads.

    4.3  Implementation

    For this book, we install the following software in our infrastructure:

    •IBM Platform LSF 8.3 Standard Edition

    •IBM Platform Application Center 8.3 Standard Edition

    •IBM Platform RTM 8.3

    •IBM Platform Process Manager 8.3

    All software is installed in the shared file system (/gpfs/fs1). This installation uses only part of the available nodes. The environment configuration after all software is installed is shown in Figure 3-1 on page 16.

    To complete the installation of all software that is covered in this chapter, we follow the steps in the installation documents that are shipped with each product. You can also find the installation documents for LSF and its add-ons at the IBM Publications Center:

    http://www-05.ibm.com/e-business/linkweb/publications/servlet/pbi.wss

    We provide the publication numbers of each installation manual in Table 4-1 on page 109. The IBM Platform LSF software family is mature and the software installation is straightforward. We offer tips and details about specific parts of the installation in the next sections to help you through the installation without any major challenges.

    Suggestions

    This section provides a few suggestions while you implement the IBM Platform Computing solutions:

    •IBM Platform suggests in the installation manuals to install each application on different master and master candidate nodes. You want to avoid add-ons, which might be installed on the same machine, that affect the job scheduling performance with their high resource consumption.

    •If you install IBM Platform LSF on a shared file system, for example, the IBM General Parallel File System (GPFS), be careful when you source the commands in the bash profile. If the shared file system becomes unavailable, you might not be able to access operating system commands, and your machine is unavailable. If you want to add the path to the LSF commands to the bash_profile, always add it to the end of the list:

    PATH=$PATH:/gpfs/fs1/lsf

    •Plan your installation ahead and carefully check the pre-installation requirements.

    •Although it might seem like significant work, it is a good idea to read the entire installation manual before you initiate an installation because additional installation tips are in the document. Also, it helps to have an overall understanding of the entire installation process before you start to work on it.

    4.3.1  IBM Platform LSF implementation

    To complete the IBM Platform LSF installation, we followed the steps in Installing IBM Platform LSF on UNIX and Linux, SC22-5358-00. This document is included with the product or can be accessed at the IBM publication site:

    http://www-05.ibm.com/e-business/linkweb/publications/servlet/pbi.wss

    Example 4-1 shows the output of an LSF installation.

    Example 4-1   IBM Platform LSF installation log
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    [root@i05n36 lsf8.3_lsfinstall]# ./lsfinstall.-f install.config

     

     

    Logging installation sequence in /gpfs/fs1/install/LSF/temp/lsf8.3_lsfinstall/Install.log

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    LSF pre-installation check ...

     

    Checking the LSF TOP directory /gpfs/fs1/lsf ...

    ... Done checking the LSF TOP directory /gpfs/fs1/lsf ...

     

    You are installing IBM Platform LSF - 8.3 Standard Edition.

     

    Checking LSF Administrators ...

       LSF administrator(s):       "lsfadmin"

       Primary LSF administrator:  "lsfadmin"

     

    [Tue Jul 17 16:32:37 EDT 2012:lsfprechk:WARN_2007]

        Hosts defined in LSF_MASTER_LIST must be LSF server hosts. The

        following hosts will be added to server hosts automatically: i05n45 i05n46.

     

    Checking the patch history directory  ...

    ... Done checking the patch history directory /gpfs/fs1/lsf/patch ...

     

    Checking the patch backup directory ...

    ... Done checking the patch backup directory /gpfs/fs1/lsf/patch/backup ...

     

     

    Searching LSF 8.3 distribution tar files in /gpfs/fs1/install/LSF/temp Please wait ...

     

      1) linux2.6-glibc2.3-x86_64

     

    Press 1 or Enter to install this host type:

     

    You have chosen the following tar file(s):

        lsf8.3_linux2.6-glibc2.3-x86_64

     

    Checking selected tar file(s) ...

    ... Done checking selected tar file(s).

     

     

    Pre-installation check report saved as text file:

    /gpfs/fs1/install/LSF/temp/lsf8.3_lsfinstall/prechk.rpt.

     

    ... Done LSF pre-installation check.

     

    Installing LSF binary files " lsf8.3_linux2.6-glibc2.3-x86_64"...

    Creating /gpfs/fs1/lsf/8.3 ...

     

    Copying lsfinstall files to /gpfs/fs1/lsf/8.3/install

    Creating /gpfs/fs1/lsf/8.3/install ...

    Creating /gpfs/fs1/lsf/8.3/install/scripts ...

    Creating /gpfs/fs1/lsf/8.3/install/instlib ...

    Creating /gpfs/fs1/lsf/8.3/install/patchlib ...

    Creating /gpfs/fs1/lsf/8.3/install/lap ...

    Creating /gpfs/fs1/lsf/8.3/install/conf_tmpl ...

    ... Done copying lsfinstall files to /gpfs/fs1/lsf/8.3/install

     

    Installing linux2.6-glibc2.3-x86_64 ...

     

    Please wait, extracting lsf8.3_linux2.6-glibc2.3-x86_64 may take up to a few minutes ...

     

    ... Adding package information to patch history.

    ... Done adding package information to patch history.

    ... Done extracting /gpfs/fs1/install/LSF/temp/lsf8.3_linux2.6-glibc2.3-x86_64.tar.Z.

     

    Creating links to LSF commands ...

    ... Done creating links to LSF commands ...

     

    Modifying owner, access mode, setuid flag of LSF binary files ...

    ... Done modifying owner, access mode, setuid flag of LSF binary files ...

     

    Creating the script file lsf_daemons ...

    ... Done creating the script file lsf_daemons ...

     

    ... linux2.6-glibc2.3-x86_64 installed successfully under /gpfs/fs1/lsf/8.3.

     

    ... Done installing LSF binary files "linux2.6-glibc2.3-x86_64".

     

    Creating LSF configuration directories and files ...

    Creating /gpfs/fs1/lsf/work ...

    Creating /gpfs/fs1/lsf/log ...

    Creating /gpfs/fs1/lsf/conf ...

    Creating /gpfs/fs1/lsf/conf/lsbatch ...

    ... Done creating LSF configuration directories and files ...

     

    Creating a new cluster "cluster1" ...

    Adding entry for cluster cluster1 to /gpfs/fs1/lsf/conf/lsf.shared.

    Installing lsbatch directories and configurations ...

    Creating /gpfs/fs1/lsf/conf/lsbatch/cluster1 ...

    Creating /gpfs/fs1/lsf/conf/lsbatch/cluster1/configdir ...

    Creating /gpfs/fs1/lsf/work/cluster1 ...

    Creating /gpfs/fs1/lsf/work/cluster1/logdir ...

    Creating /gpfs/fs1/lsf/work/cluster1/live_confdir ...

    Creating /gpfs/fs1/lsf/work/cluster1/lsf_indir ...

    Creating /gpfs/fs1/lsf/work/cluster1/lsf_cmddir ...

     

    Adding server hosts ...

     

    Host(s) "i05n45 i05n46 i05n47 i05n48 i05n49 i05n50" has (have) been added to the cluster "cluster1".

     

    Adding LSF_MASTER_LIST in lsf.conf file...

     

    ... LSF configuration is done.

    ... Creating EGO configuration directories and files ...

    Creating /gpfs/fs1/lsf/conf/ego ...

    Creating /gpfs/fs1/lsf/conf/ego/cluster1 ...

    Creating /gpfs/fs1/lsf/conf/ego/cluster1/kernel ...

    Creating /gpfs/fs1/lsf/work/cluster1/ego ...

    ... Done creating EGO configuration directories and files.

    Configuring EGO components...

    ... EGO configuration is done.

     

    ... LSF license, entitlement and inventory tag files are installed.

    Creating lsf_getting_started.html ...

    ... Done creating lsf_getting_started.html

     

    Creating lsf_quick_admin.html ...

    ... Done creating lsf_quick_admin.html

     

    lsfinstall is done.

     

    To complete your LSF installation and get your

    cluster "cluster1" up and running, follow the steps in

    "/gpfs/fs1/install/LSF/temp/lsf8.3_lsfinstall/lsf_getting_started.html".

     

    After setting up your LSF server hosts and verifying

    your cluster "cluster1" is running correctly,

    see "/gpfs/fs1/lsf/8.3/lsf_quick_admin.html"

    to learn more about your new LSF cluster.

     

    After installation, remember to bring your cluster up to date

    by applying the latest updates and bug fixes.
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    IBM Platform LSF can be installed with EGO enabled or disabled. If you install the IBM Platform Application Center with redundancy, EGO is required. On our environment, we initially installed IBM Platform LSF without EGO enabled. Then, we enabled it when we installed the IBM Platform Application Center. We used the instructions in “Before installing: Enable EGO in your LSF cluster” on page 34 of the manual Installing IBM Platform Application Center, SC22-5358-00.

    Consider the following guidelines when you install IBM Platform LSF:

    •Install IBM Platform LSF as root and start the cluster as root.

    •If you use LDAP to manage user accounts, create the cluster admin user (lsfadmin) on the LDAP server.

    •If you did not enable EGO on your LSF installation, we suggest that you run hostsetup on all compute nodes. It configures the nodes to automatically start and stop LSF daemons in the system startup and shutdown.

    •The LSF master node issues commands across the cluster by using rsh or ssh. You can configure which command to use by configuring the variable LSF_RSH in lsf.conf (when you install LSF without EGO enabled). The default is for LSF to use rsh. If rsh is not enabled, your cluster initialization fails with the error message “Connection refused”.

    IBM Platform LSF is predefined for you to submit and schedule jobs to the LSF cluster. You can create, manage, and configure queues and resource utilization policies; track jobs; and add nodes to the cluster. You are presented with a default setup of the LSF cluster, however, this setup might not be ideal for your workload. To take full advantage of IBM Platform LSF functionality and tune your cluster utilization, configure your LSF cluster resources according to your workload demands. 

     

    
      
        	
          Resource allocation: IBM Platform LSF is already implemented to allocate resources efficiently. Avoid creating restrictions on resource allocation unless necessary.

        
      

    

    For an overview of LSF internals before you configure your cluster, see IBM Platform LSF Foundations Guide, SC22-5348-00. For details about the complete set of available functionality, see Administering IBM Platform LSF, SC22-5346-00.

    For examples of how to use IBM Platform LSF, see “Submitting jobs with bsub” on page 322 and “Adding and removing nodes from an LSF cluster” on page 334.

    4.3.2  IBM Platform Application Center implementation

    To complete the IBM Platform Application Center Standard Edition installation, we followed the steps in Installing and Upgrading IBM Platform Application Center, SC22-5397-00. This document ships with the product and is available at the IBM publications site:

    http://www-05.ibm.com/e-business/linkweb/publications/servlet/pbi.wss

    For this book, we install IBM Platform Application Center on a shared file system (/gpfs/fs1) with IBM Platform Application Center failover and failover of the MySQL database. We use two instances of MySQL 5.1.32. Each instance is installed locally in the master and master candidate nodes. (It is possible to install IBM Platform Application Center with failover by using a single MySQL database. In this case, failover of the MySQL database is not enabled. For instructions, see the installation document). 

    Figure 4-20 shows the IBM Platform Application Center structure when it is installed with MySQL database failover enabled.
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    Figure 4-20   IBM Platform Application Center implementation with MySQL failover

    When you install IBM Platform Application Center with MySQL database failover, you do not need to worry about configuring redundancy for MySQL. EGO provides failover services for IBM Platform Application Center. If the primary host for the application fails, EGO starts IBM Platform Application Center and MySQL in the secondary host. MySQL data files for IBM Platform Application Center are stored in the shared drive so the database on the secondary file system uses the same data on the shared directory when it is started. The MySQL configuration file (/etc/my.cnf) is not updated with the location of the data files for the IBM Platform Application Center database. The data dir for the application to use is passed as a parameter when EGO starts the MySQL server.

     

    
      
        	
          Important: You do not need to create the IBM Platform Application Center schema or configure the database connection after installation. The installation process already performs that task for you.

        
      

    

    Installation notes

    Consider the following installation notes when you deploy the IBM Platform Application Center:

    •When you run the command ./pacinstall.sh to install IBM Platform Application Center, the option --prefix is not required. The shared directory that is used for the installation location is already defined in the variable PAC_TOP at step 3 on page 35 of Installing and Upgrading IBM Platform Application Center, SC22-5397-00.

    •For this book, the master node on which the IBM Platform Application Center is installed is also the master node candidate for IBM Platform Symphony. The web interface of both applications runs on port 8080, by default. To guarantee that the two web interfaces are accessible when they both run on the same server, we use port 18080 instead of 8080 for the IBM Platform Application Center web interface. To change the ports where the IBM Platform Application Center web interface is available, edit the file PAC_TOP/gui/conf/wsm_webgui.conf and change the variables as shown in Example 4-2. 

     

    
      
        	
          Tip: It is simpler to change the ports where the web interface for IBM Platform Application Center is available than to change the ports for IBM Platform Symphony. If the two web interfaces might conflict in your environment, change the IBM Platform Application Center configuration instead of the IBM Platform Symphony configuration. 

        
      

    

    •By default, the URL to access IBM Platform Application Center and the URL to access IBM Platform Symphony are the same URL, for example, http://i05n46.pbm.ihost.com:<port>/platform. Because both applications use cookies to store session information, the sessions of your users are lost if they access the two applications at the same time with their browser (even after you change the ports on which the web interfaces are available). To fix this issue, you need to configure two different URLs for the web interfaces on your Domain Name System (DNS). Or, the suggested approach is to choose two different sets of master and master candidate hosts when you install IBM Platform applications.

    Example 4-2   IBM Platform Application Center web interface configuration
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    #Tomcat relative port

    CATALINA_START_PORT=18080

    CATALINA_STOP_PORT=18085

    CATALINA_HTTPS_START_PORT=18443
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    See Example 4-3 on page 56 for the installation log of this implementation.

    Example 4-3   IBM Platform Application Center installation logs
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    -----------------------------------------------------------------

    I N S T A L L A T I O N    E N V I R O N M E N T    S U M M A R Y

    -----------------------------------------------------------------

    Started: Thu Jul 19 17:51:04 EDT 2012

     

    User ID: uid=0(root) gid=0(root) groups=0(root),1(bin),2(daemon),3(sys),4(adm),6(disk),10(wheel)

     

    Installing from host:

        i05n45 ( Linux i05n45 2.6.32-220.el6.x86_64 #1 SMP Wed Nov 9 08:03:13 EST 2011 x86_64 x86_64 x86_64 GNU/Linux)

     

    #**********************************************************

    #           REQUIRED PARAMETERS

    #**********************************************************

    #

    # ---------------------

    . /gpfs/fs1/lsf/conf/profile.lsf

    # ---------------------

    # Sets the LSF environment.

    # Replace (/gpfs/fs1/lsf/conf) with the full path to your LSF

    # configuration directory. {REQUIRED}

    #

    # ----------------------------

    export MYSQL_JDBC_DRIVER_JAR="/usr/share/java/mysql-connector-java-5.1.12.jar"

    # ----------------------------

    # Full path to the MySQL JDBC driver. {REQUIRED}

    #

    # IBM Platform Application Center uses a MySQL database. You can download

    # the driver from http://www.mysql.com/downloads/connector/j/

    #

    # If your database does not reside locally on the host, you must also use

    # the parameter USE_REMOTE_DB=Y in this file.

    #

    # ---------------------

    export JS_ENVDIR=""

    # ---------------------

    # Full path to Process Manager configuration directory. {REQUIRED IF YOU HAVE PROCESS MANAGER}

    # This is the directory that contains the js.conf file.

    #

    # Note: If Process Manager is installed on a shared filesystem, install

    # IBM Platform Application Center on the shared filesystem.

    # If Process Manager is installed locally, IBM Platform Application Center MUST BE INSTALLED

    # ON THE SAME HOST.

    #

    #**********************************************************

    #           OPTIONAL PARAMETERS

    #          (Check default values before installing)

    #**********************************************************

    # -----------------

    export PAC_TOP="/gpfs/fs1/pac"

    # -----------------

    # Full path to the top-level installation directory

    #

    # The file system containing PAC_TOP must have enough disk space for

    # all host types (approximately 400 MB per host type).

    #

    # Default: No entitlement. Very limited functionality is available.

    #

    # --------------------

     export USE_REMOTE_DB="N"

    # -------------------

    # Specify this parameter if your MySQL database is not local

    # to the host on which you are installing.

    #

    # Note that if you specify this parameter, no database is

    # created. You need to manually create the MySQL database

    # from the schema files provided for PAC.

    #

    # Default: Database is created locally on the host on which

    # you are installing.

    #

    # --------------------

    export REPOSITORY=""

    # -------------------

    # When jobs run, output data is created for each job.

    # Use this parameter to specify a different location for

    # storing job data.

    #

    # Requirements:

    #   -  This directory must be a shared directory which can be 

    #       accessed from any LSF server host.

    #

    #   -  Root must have write permission on this directory.

    #      This is required  to  create a subdirectory     

    #

    # Default: /home/user_name of each user that is running jobs.

    #

    #**************************************************************

    #          FAILOVER PARAMETERS

    #  (Specify these parameters ONLY if you want failover for PAC)

    #**************************************************************

    #

    # To specify failover for PAC, you must enable these two parameters.

    # Note: For failover to work, LSF_ENABLE_EGO must be set to Y in

    # lsf.conf of your LSF cluster.

    #

    # --------------------

    export FAILOVER_HOST="i05n45 i05n46"

    # --------------------

    # Failover hosts for IBM Platform Application Center.

    # The hosts you specify here must be the same hosts listed

    # in LSF_MASTER_LIST in lsf.conf for your LSF cluster.

    #

    # Default: no failover

    #

    # ----------------------

    export PAC_EGO_CONTROL="Y"

    # ----------------------

    # Enables EGO to control PAC services. This is a requirement

    # for failover to occur. PAC services must be managed by EGO.

    #

    # Default: No failover, PAC services are not managed by EGO.

    #

     

    -----------------------------------------------------------------

     

    The specified MYSQL_DATA_DIR does not exist. Creating directory /gpfs/fs1/pac/data 

     

    Trying to connect to mysql ...

     

    Creating MYSQL database for IBM Platform Application center ...

    Done creating MYSQL database.

     

    IBM Platform Application Center is successfully installed under /gpfs/fs1/pac

    To complete your installation and get IBM Platform Application Center up and running,

    follow these steps:

     

    1. Enable event streaming in your LSF cluster:

       Set ENABLE_EVENT_STREAM=Y  in lsb.params

       badmin reconfig

     

    2. Set the IBM Platform Application Center environment:

       source /gpfs/fs1/pac/cshrc.platform

       OR

       . /gpfs/fs1/pac/profile.platform

     

    3. Log in to EGO:

       egosh user logon -u Admin -x Admin

     

    4. Restart EGO on master host:

       egosh ego restart master_host

     

    5. Check IBM Platform Application Center services are started (plc, purger, jobdt, WEBGUI):

       egosh service list

     

    After starting services, use the following URL to connect:

    http://i05n45:8080
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    On our environment, we installed IBM Platform Process Manager after IBM Platform Application Center. For details about enabling job flow management in IBM Platform Application Center after you install IBM Platform Process Manager, see 4.3.4, “IBM Platform Process Manager implementation” on page 98.

    Submitting jobs

    Users can submit jobs from IBM Platform Application Center by using submission forms. Submission forms make job submission less error prone. They provide an interface that makes it easier for the user to understand the required configuration and input for the job to run successfully. IBM Platform Application Center ships with a set of application templates that can be published (after they are adapted to your environment) and used for job submission. You see all of the available application templates in the Resources tab, Submission Templates view. When you select any of the available templates and publish them (if they are in the state Unpublished), they are available for users at the Jobs tab, Submission Forms view.

    In Figure 4-21, we show how to submit a basic job by using the generic template. The generic template can run any command or script that you provide to it as input. (In this template, the script needs to be on the remote server. It is possible to create a template that accepts scripts from the local user machine and upload it to the server for execution.) Advanced options are not required for this job to run.

    [image: ]

    Figure 4-21   IBM Platform Application Center job submission

    After you submit the job for execution, a web page similar to Figure 4-22 on page 60 is displayed with all of the details about the job. IBM Platform Application Center creates a directory for each job that runs and puts job data in it. The name of the job directory is <appname_timestamp>, and it is created in the user job repository. The job repository can be defined in the configuration file PAC_TOP/gui/conf/Repository.xml (by default, it is the directory /home). The user job directory is job_repository/user (for example, /home/lsfadmin). In Figure 4-22 on page 60, the job directory is /home/lsfadmin/testjob_1345064116383v469e and the user job repository is /home/lsfadmin.

     

    
      
        	
          Different user job repositories: To configure different user job repository locations, change the file PAC_TOP/gui/conf/Repository.xml and restart IBM Platform Application Center. Only one job repository location can be configured. If other locations are configured, only the first location is considered. It is also possible to configure job repositories per application. For more information about how to configure application-level repositories, see Administering IBM Platform Application Center, SC22-5396-00.
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    Figure 4-22   IBM Platform Application Center job submission details

    After execution, you can access the input, output, and error files from IBM Platform Application Center at the Jobs tab, Job Data view. Job data is also available from the Jobs view, but for a limited time. IBM Platform Application Center retrieves data from IBM Platform LSF to show in this view. By default, IBM Platform LSF keeps finished job information in the mbatchd memory for 1 hour. You can change that duration by changing the parameter CLEAN_PERIOD value in the IBM Platform LSF configuration file lsb.params (at directory LSB_CONFDIR/cluster_name/configdir). Then, run badmin reconfig. 

     

    
      
        	
          Job data purging: The job data is purged from the system after some time. For more information, see job data purging in Administering IBM Platform Application Center, SC22-5396-00.

        
      

    

    Configuring shared directories

    You might want to configure additional shared directories that are available to all users in the cluster. When shared directories are configured, you can share files with other users through the IBM Platform Application Center interface. Users need at least read permission to the directory so that it can be shared. To add a new shared directory, change the file PAC_TOP/gui/conf/Repository.xml. Example 4-4 shows how to add the directory /gpfs/fs1/shared to the list of shared directories.

    Example 4-4   IBM Platform Application Center adding shared directories
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    <?xml version="1.0" encoding="UTF-8"?>

    <ParamConfs>

      <Configuration>       

                    <Repository>

                            <User>all</User>

                            <Path>/home</Path>

                    </Repository>

            <ShareDirectory>

                     <Path>/gpfs/fs1/shared</Path>

            </ShareDirectory>       

      </Configuration>

    </ParamConfs>
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    Figure 4-23 shows how you can share files by using the shared directory through a GUI. Use the Job Data view in the Job tab. Click a job, select the file that you want to share, click in Move To, and select the shared dir. The file is available for other users to access it in the shared directory.
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    Figure 4-23   IBM Platform Application Center shared directories

    Creating application templates

    You might be interested in creating your own application templates to make it easier for users to submit jobs. You can create templates from the Resources tab. You can create new application templates by copying and then modifying existing templates (Figure 4-24). Select the template that you want to use, click Save As, then click the new template that you saved to modify it. When you save a new template, it is in the state Unpublished. Users can only submit jobs from templates that are in state Published.
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    Figure 4-24   IBM Platform Application Center Application Templates

    There are two parts to create an application template: configuring the submission script and configuring the submission form. The submission form is what the user sees when the user tries to submit a job and where the user enters the required information to run the job. The submission script is what IBM Platform Application Center runs to submit the job to the IBM Platform LSF cluster. In Figure 4-25 on page 62, we show an application template that we created for NAMD based on the generic template. NAMD is a parallel molecular dynamics code that is designed for high-performance simulation of large biomolecular systems (extracted from http://www.ks.uiuc.edu/Research/namd/). To create the submission form that you see, we changed the original form in the generic template by removing several fields and keeping only the fields that users need to provide as input to the job. We also changed the location of the fields by clicking and dragging them to the desired location. To change the names of fields and their IDs, we edited them by clicking the field and then clicking Edit.
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    Figure 4-25   IBM Platform Application Center submission template

    After you create the submission form, you create the submission script. IBM Platform Application Center offers a script with a few useful functions that you can use in your submission script. To use the functions, import the script as shown in Example 4-5.

    Example 4-5   IBM Platform Application Center source common functions
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    #Source COMMON functions

    . ${GUI_CONFDIR}/application/COMMON
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    In our simple submission script, we check whether users provided the required fields for job submission, set the value of the fields, and start the job by using the command bsub. After we create the submission script, we submit a test job to see if it works. If everything looks fine, we click Publish to make it available for users in the Submission Forms view in the Jobs tab. In Example 4-6 on page 63, we show our submission script.

    Example 4-6   IBM Platform Application Center submission script
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    #/bin/sh

     

    #Source COMMON functions

    . ${GUI_CONFDIR}/application/COMMON

     

    # NAMD options

    if [ -z "$INPUT_FILE" ] ; then                                                                                  

            echo "Specify a valid namd input (.namd) file." 1>&2                                                                                  

            exit 1                                                                                  

    else                 

            INPUT_FILE=`formatFilePath "${INPUT_FILE}"`                                                                                  

            INPUT_FILE=`basename ${INPUT_FILE} .namd` 

    fi                                                                                  

                                                                   

    # LSF Options

    LSF_OPT=""

    if [ -n "$JOB_NAME" ]; then                                                                                  

            JOB_NAME_OPT="-J \"$JOB_NAME\""                                                                                  

    else                                                                                  

            JOB_NAME_OPT="-J `basename $OUTPUT_FILE_LOCATION`"

    fi

     

    if [ -n "$OUTPUT_FILE" ]; then

    	OUTPUT_FILE=`formatFilePath "${OUTPUT_FILE}"`

    	LSF_OPT="$LSF_OPT -o $OUTPUT_FILE"

    fi

     

    if [ -n "$ERROR_FILE" ]; then

    	ERROR_FILE=`formatFilePath "${ERROR_FILE}"`

    	LSF_OPT="$LSF_OPT -e $ERROR_FILE"

    fi

     

    NUM_PROC_OPT="-n $NUM_PROC"

     

    JOB_RESULT=`/bin/sh -c " bsub ${NUM_PROC_OPT} ${JOB_NAME_OPT} ${LSF_OPT} /gpfs/fs1/mpi_apps/NAMD_2.8/OUTPUT/runit ${INPUT_FILE} 2>&1"`

    export JOB_RESULT OUTPUT_FILE_LOCATION                                                         

    ${GUI_CONFDIR}/application/job-result.sh
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    Managing the cluster

    IBM Platform Application Center offers some reports in the Reports tab to help users manage their clusters. You can generate reports for specific durations and export data to csv files. Figure 4-26 on page 64 shows an example of a cluster availability report.
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    Figure 4-26   IBM Platform Application Center cluster availability report

    If the existing reports do not meet all your needs, you can create custom reports that are based on the template of the existing reports. You need to become familiar with the IBM Platform Application Center database schema.

    Flow definitions

    Unlike application templates, flow definitions cannot be created in IBM Platform Application Center. They must be created in IBM Platform Process Manager. For more details, see 4.3.4, “IBM Platform Process Manager implementation” on page 98. You can see and manage (trigger/release/publish/unpublish/hold) flow definitions from IBM Platform Application Center though. You can see the available flow definitions from the Resources tab, Submission Templates, Flow Definitions. Figure 4-27 on page 65 shows an example of the flow forms that are available for submission by the logged on user (lsfadmin).
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    Figure 4-27   IBM Platform Application Center flow definitions

    4.3.3  IBM Platform RTM implementation

    To complete the IBM Platform RTM installation, we followed the steps in Installing IBM Platform RTM, SC27-4757-00. This document ships with the product and is at the IBM publications site:

    http://www-05.ibm.com/e-business/linkweb/publications/servlet/pbi.wss

    IBM Platform RTM 8.3 ships with a new all-in-one script to install the software. Installing IBM Platform RTM 8.3 involves the following steps:

    1.	Download all the IBM Platform RTM installation packages.

    2.	Download all the third-party components.

    3.	Run the all-in-one script to install.

    You do not need to install any of the third-party software that you download; the IBM Platform RTM installation script installs it for you. The installation script also tunes the configuration of the MySQL server that is installed on the IBM Platform RTM host. Ensure that there are no databases in the MySQL server that you use for this installation. Or, make a backup before you start. On our environment, we use a dedicated MySQL server for IBM Platform RTM.

    For our installation, we decide to keep MySQL data files on the shared file system. We link the original location of the MySQL server data directory to the directory in the shared file system that we want to use. (This step is not required for the installation.) See Example 4-7.

    Example 4-7   IBM Platform RTM MySQL data folder

    [image: ]

    [root@i05n47 /]# ls -ld /var/lib/mysql

    lrwxrwxrwx 1 mysql mysql 19 Jul 20 12:06 /var/lib/mysql -> /gpfs/fs1/rtm/mysql

    [image: ]

    Unlike the other IBM Platform tools, IBM Platform RTM is installed locally on the server at /opt/rtm. There is no option to install it on a shared file system (or another location). Example 4-8 on page 66 shows the installation logs of a clean IBM Platform RTM installation.

    Example 4-8   IBM Platform RTM installation logs

    [image: ]

    [root@i05n47 x86_64]# ./rtm-install.sh

    Untar IBM JRE package...

    Untar IBM LAP package completed.

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    1672 blocks

    License is accepted.

    Install downloaded packages...

    Downloaded packages installed.

    Install RTM RPMs...

    Loaded plugins: product-id, refresh-packagekit, security, subscription-manager

    Updating certificate-based repositories.

    Setting up Local Package Process

    Examining ./php-snmp-5.3.3-3.el6_1.3.x86_64.rpm: php-snmp-5.3.3-3.el6_1.3.x86_64

    ./php-snmp-5.3.3-3.el6_1.3.x86_64.rpm: does not update installed package.

    Examining ./NOOSS/x86_64/rtm-advocate-8.3-1.x86_64.rpm: rtm-advocate-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-advocate-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-flexlm-8.3-1.x86_64.rpm: rtm-flexlm-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-flexlm-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-fusionchart-8.3-1.x86_64.rpm: rtm-fusionchart-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-fusionchart-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-ioncube-8.3-1.x86_64.rpm: rtm-ioncube-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-ioncube-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lic-pollers-8.3-1.x86_64.rpm: rtm-lic-pollers-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lic-pollers-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsf701-poller-8.3-1.x86_64.rpm: rtm-lsf701-poller-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsf701-poller-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsf702-poller-8.3-1.x86_64.rpm: rtm-lsf702-poller-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsf702-poller-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsf703-poller-8.3-1.x86_64.rpm: rtm-lsf703-poller-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsf703-poller-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsf704-poller-8.3-1.x86_64.rpm: rtm-lsf704-poller-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsf704-poller-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsf705-poller-8.3-1.x86_64.rpm: rtm-lsf705-poller-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsf705-poller-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsf706-poller-8.3-1.x86_64.rpm: rtm-lsf706-poller-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsf706-poller-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsf-8.3-1.x86_64.rpm: rtm-lsf-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsf-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsf8-poller-8.3-1.x86_64.rpm: rtm-lsf8-poller-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsf8-poller-8.3-1.x86_64.rpm to be installed

    Examining ./NOOSS/x86_64/rtm-lsfpollerd-8.3-1.x86_64.rpm: rtm-lsfpollerd-8.3-1.x86_64

    Marking ./NOOSS/x86_64/rtm-lsfpollerd-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-admin-plugin-8.3-1.x86_64.rpm: rtm-admin-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-admin-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-doc-8.3-1.x86_64.rpm: rtm-doc-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-doc-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-extras-8.3-1.x86_64.rpm: rtm-extras-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-extras-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-gridalarms-plugin-8.3-1.x86_64.rpm: rtm-gridalarms-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-gridalarms-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-gridcstat-plugin-8.3-1.x86_64.rpm: rtm-gridcstat-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-gridcstat-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-gridpend-plugin-8.3-1.x86_64.rpm: rtm-gridpend-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-gridpend-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-grid-plugin-8.3-1.x86_64.rpm: rtm-grid-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-grid-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-license-plugin-8.3-1.x86_64.rpm: rtm-license-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-license-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-meta-plugin-8.3-1.x86_64.rpm: rtm-meta-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-meta-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-ptskin-plugin-8.3-1.x86_64.rpm: rtm-ptskin-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-ptskin-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-release-8.3-1.x86_64.rpm: rtm-release-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-release-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-rtmssh-plugin-8.3-1.x86_64.rpm: rtm-rtmssh-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-rtmssh-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./OSS/x86_64/rtm-thold-plugin-8.3-1.x86_64.rpm: rtm-thold-plugin-8.3-1.x86_64

    Marking ./OSS/x86_64/rtm-thold-plugin-8.3-1.x86_64.rpm to be installed

    Examining ./3RDPARTY/python-cherrypy-3.1.2-1.noarch.rpm: python-cherrypy-3.1.2-1.el6.rf.noarch

    ./3RDPARTY/python-cherrypy-3.1.2-1.noarch.rpm: does not update installed package.

    Resolving Dependencies

    --> Running transaction check

    ---> Package rtm-admin-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-advocate.x86_64 0:8.3-1 will be installed

    ---> Package rtm-doc.x86_64 0:8.3-1 will be installed

    ---> Package rtm-extras.x86_64 0:8.3-1 will be installed

    ---> Package rtm-flexlm.x86_64 0:8.3-1 will be installed

    ---> Package rtm-fusionchart.x86_64 0:8.3-1 will be installed

    ---> Package rtm-grid-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-gridalarms-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-gridcstat-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-gridpend-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-ioncube.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lic-pollers.x86_64 0:8.3-1 will be installed

    ---> Package rtm-license-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsf.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsf701-poller.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsf702-poller.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsf703-poller.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsf704-poller.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsf705-poller.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsf706-poller.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsf8-poller.x86_64 0:8.3-1 will be installed

    ---> Package rtm-lsfpollerd.x86_64 0:8.3-1 will be installed

    ---> Package rtm-meta-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-ptskin-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-release.x86_64 0:8.3-1 will be installed

    ---> Package rtm-rtmssh-plugin.x86_64 0:8.3-1 will be installed

    ---> Package rtm-thold-plugin.x86_64 0:8.3-1 will be installed

    --> Finished Dependency Resolution

     

    Dependencies Resolved

     

    ==================================================================================

     Package		 Arch	  Version    Repository 			    Size

    ==================================================================================

    Installing:

     rtm-admin-plugin	 x86_64   8.3-1      /rtm-admin-plugin-8.3-1.x86_64	   108 k

     rtm-advocate		 x86_64   8.3-1      /rtm-advocate-8.3-1.x86_64 	   258 k

     rtm-doc		 x86_64   8.3-1      /rtm-doc-8.3-1.x86_64		    61 k

     rtm-extras		 x86_64   8.3-1      /rtm-extras-8.3-1.x86_64		    41 k

     rtm-flexlm		 x86_64   8.3-1      /rtm-flexlm-8.3-1.x86_64		   1.7 M

     rtm-fusionchart	 x86_64   8.3-1      /rtm-fusionchart-8.3-1.x86_64	   699 k

     rtm-grid-plugin	 x86_64   8.3-1      /rtm-grid-plugin-8.3-1.x86_64	   4.6 M

     rtm-gridalarms-plugin	 x86_64   8.3-1      /rtm-gridalarms-plugin-8.3-1.x86_64   290 k

     rtm-gridcstat-plugin	 x86_64   8.3-1      /rtm-gridcstat-plugin-8.3-1.x86_64    117 k

     rtm-gridpend-plugin	 x86_64   8.3-1      /rtm-gridpend-plugin-8.3-1.x86_64	   132 k

     rtm-ioncube		 x86_64   8.3-1      /rtm-ioncube-8.3-1.x86_64		   6.5 M

     rtm-lic-pollers	 x86_64   8.3-1      /rtm-lic-pollers-8.3-1.x86_64	   502 k

     rtm-license-plugin	 x86_64   8.3-1      /rtm-license-plugin-8.3-1.x86_64	   1.1 M

     rtm-lsf		 x86_64   8.3-1      /rtm-lsf-8.3-1.x86_64		   3.3 M

     rtm-lsf701-poller	 x86_64   8.3-1      /rtm-lsf701-poller-8.3-1.x86_64	    16 M

     rtm-lsf702-poller	 x86_64   8.3-1      /rtm-lsf702-poller-8.3-1.x86_64	    16 M

     rtm-lsf703-poller	 x86_64   8.3-1      /rtm-lsf703-poller-8.3-1.x86_64	    19 M

     rtm-lsf704-poller	 x86_64   8.3-1      /rtm-lsf704-poller-8.3-1.x86_64	    20 M

     rtm-lsf705-poller	 x86_64   8.3-1      /rtm-lsf705-poller-8.3-1.x86_64	    21 M

     rtm-lsf706-poller	 x86_64   8.3-1      /rtm-lsf706-poller-8.3-1.x86_64	    21 M

     rtm-lsf8-poller	 x86_64   8.3-1      /rtm-lsf8-poller-8.3-1.x86_64	    24 M

     rtm-lsfpollerd 	 x86_64   8.3-1      /rtm-lsfpollerd-8.3-1.x86_64	   462 k

     rtm-meta-plugin	 x86_64   8.3-1      /rtm-meta-plugin-8.3-1.x86_64	   126 k

     rtm-ptskin-plugin	 x86_64   8.3-1      /rtm-ptskin-plugin-8.3-1.x86_64	   811 k

     rtm-release		 x86_64   8.3-1      /rtm-release-8.3-1.x86_64		    98

     rtm-rtmssh-plugin	 x86_64   8.3-1      /rtm-rtmssh-plugin-8.3-1.x86_64	   1.3 M

     rtm-thold-plugin	 x86_64   8.3-1      /rtm-thold-plugin-8.3-1.x86_64	   706 k

     

    Transaction Summary

    =========================================================================================

    Install      27 Package(s)

     

    Total size: 159 M

    Installed size: 159 M

    Is this ok [y/N]: y

    Downloading Packages:

    Running rpm_check_debug

    Running Transaction Test

    Transaction Test Succeeded

    Running Transaction

     

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [					 ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [#####				 ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [##########				 ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [###############			 ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [####################		 ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [#########################		 ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [##############################	 ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [###################################  ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64 [#################################### ]  1/27

      Installing : rtm-lsfpollerd-8.3-1.x86_64					    1/27

     

      Installing : rtm-grid-plugin-8.3-1.x86_64 [					 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#					 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [## 				 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [###				 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [####				 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#####				 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [######				 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#######				 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [########				 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#########				 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [########## 			 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [###########			 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [############			 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#############			 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [##############			 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [###############			 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [################			 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#################			 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [################## 		 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [###################		 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [####################		 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#####################		 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [######################		 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#######################		 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [########################		 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#########################		 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [########################## 	 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [###########################	 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [############################	 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#############################	 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [##############################	 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [###############################	 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [################################	 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [#################################	 ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [##################################  ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64 [################################### ]  2/27

      Installing : rtm-grid-plugin-8.3-1.x86_64					    2/27

     

      Installing : rtm-flexlm-8.3-1.x86_64 [					 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [#					 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [##					 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [####					 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [#####					 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [####### 				 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [########				 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [##########				 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [###########				 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [#############				 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [##############				 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [############### 			 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [#################			 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [###################			 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [####################			 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [#####################			 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [####################### 		 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [########################		 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [##########################		 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [###########################		 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [#############################		 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [##############################		 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [############################### 	 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [#################################	 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [###################################	 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [####################################	 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [######################################	 ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [#######################################  ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64 [######################################## ]  3/27

      Installing : rtm-flexlm-8.3-1.x86_64						    3/27

     

      Installing : rtm-lic-pollers-8.3-1.x86_64 [					 ]  4/27

      Installing : rtm-lic-pollers-8.3-1.x86_64 [####				 ]  4/27

      Installing : rtm-lic-pollers-8.3-1.x86_64 [#####				 ]  4/27

      Installing : rtm-lic-pollers-8.3-1.x86_64 [########## 			 ]  4/27

      Installing : rtm-lic-pollers-8.3-1.x86_64 [###########			 ]  4/27
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      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [######################		 ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [#######################		 ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [######################## 	 ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [#########################	 ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [############################	 ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [##############################	 ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [###############################	 ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [################################  ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64 [################################# ] 25/27

      Installing : rtm-ptskin-plugin-8.3-1.x86_64					   25/27

     

      Installing : rtm-fusionchart-8.3-1.x86_64 [###				 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [####				 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [#######				 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [########## 			 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [#############			 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [################			 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [###################		 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [#####################		 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [########################		 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [###########################	 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [#############################	 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [################################	 ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64 [################################### ] 26/27

      Installing : rtm-fusionchart-8.3-1.x86_64					   26/27

     

      Installing : rtm-ioncube-8.3-1.x86_64 [					 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#					 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [##					 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###					 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [####					 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#####					 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###### 				 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#######				 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [########				 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#########				 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [##########				 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###########				 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [############				 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#############				 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [############## 			 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###############			 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [################			 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#################			 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [##################			 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###################			 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [####################			 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#####################			 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###################### 		 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#######################		 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [########################		 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#########################		 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [##########################		 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###########################		 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [############################		 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#############################		 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [############################## 	 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###############################	 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [################################	 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#################################	 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [##################################	 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [###################################	 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [####################################	 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [#####################################	 ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [######################################  ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 [####################################### ] 27/27

      Installing : rtm-ioncube-8.3-1.x86_64 					   27/27

    Installed products updated.

     

    Installed:

      rtm-admin-plugin.x86_64 0:8.3-1	     rtm-advocate.x86_64 0:8.3-1

      rtm-doc.x86_64 0:8.3-1		     rtm-extras.x86_64 0:8.3-1

      rtm-flexlm.x86_64 0:8.3-1		     rtm-fusionchart.x86_64 0:8.3-1

      rtm-grid-plugin.x86_64 0:8.3-1	     rtm-gridalarms-plugin.x86_64 0:8.3-1

      rtm-gridcstat-plugin.x86_64 0:8.3-1	     rtm-gridpend-plugin.x86_64 0:8.3-1

      rtm-ioncube.x86_64 0:8.3-1		     rtm-lic-pollers.x86_64 0:8.3-1

      rtm-license-plugin.x86_64 0:8.3-1	     rtm-lsf.x86_64 0:8.3-1

      rtm-lsf701-poller.x86_64 0:8.3-1	     rtm-lsf702-poller.x86_64 0:8.3-1

      rtm-lsf703-poller.x86_64 0:8.3-1	     rtm-lsf704-poller.x86_64 0:8.3-1

      rtm-lsf705-poller.x86_64 0:8.3-1	     rtm-lsf706-poller.x86_64 0:8.3-1

      rtm-lsf8-poller.x86_64 0:8.3-1	     rtm-lsfpollerd.x86_64 0:8.3-1

      rtm-meta-plugin.x86_64 0:8.3-1	     rtm-ptskin-plugin.x86_64 0:8.3-1

      rtm-release.x86_64 0:8.3-1		     rtm-rtmssh-plugin.x86_64 0:8.3-1

      rtm-thold-plugin.x86_64 0:8.3-1

     

    Complete!

    Starting RTM

       Initialising IBM Platform RTM essential services: [  OK  ]

       Initialising IBM Platform RTM database: [  OK  ]

       Initialising IBM Platform LSF 7.0 Update 1 Poller: [  OK  ]

       Initialising IBM Platform LSF 7.0 Update 2 Poller: [  OK  ]

       Initialising IBM Platform LSF 7.0 Update 3 Poller: [  OK  ]

       Initialising IBM Platform LSF 7.0 Update 4 Poller: [  OK  ]

       Initialising IBM Platform LSF 7.0 Update 5 Poller: [  OK  ]

       Initialising IBM Platform LSF 7.0 Update 6 Poller: [  OK  ]

       Initialising IBM Platform LSF 8 Poller: [  OK  ]

       Starting IBM Platform RTM essential services: [  OK  ]

       Starting IBM Platform RTM extra services: [  OK  ]
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    Configuring grid control

    Grid control enables users to control LSF clusters, hosts, queues, and jobs by running common administrative commands through IBM Platform RTM. To enable Grid control for your cluster, follow the configuration steps on page 29 of Installing IBM Platform RTM, SC27-4757-00. When grid control is enabled on IBM Platform RTM, the user for whom you enable grid control authority does not need to be the LSF cluster administrator. This user is allowed to run commands on the cluster by using the credentials of the LSF cluster administrator. Figure 4-28 on page 85 shows step 2 on page 29 of Installing IBM Platform RTM, SC27-4757-00.
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    Figure 4-28   IBM Platform RTM grid control configuration

    Figure 4-29, Figure 4-30 on page 86, and Figure 4-31 on page 86 show step-by-step how to start LIM on your cluster nodes by using IBM Platform RTM after grid control is enabled.
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    Figure 4-29   IBM Platform RTM: Restarting LIM 1

    Figure 4-30 on page 86 shows the restart of LIM in IBM Platform RTM.
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    Figure 4-30   IBM Platform RTM: Restarting LIM 2

    Figure 4-31 shows the restart window (part 3) of LIM in IBM Platform RTM.
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    Figure 4-31   IBM Platform RTM: Restarting LIM 3

    For more details about the available commands that you can run by using the IBM Platform RTM interface, see IBM Platform RTM Administrator Guide, SC27-4756-00.

    Monitoring clusters

    By using IBM Platform RTM, administrators can monitor their entire clusters. They can have access to details about all hosts in the clusters and view utilization metrics and details about jobs that run on the hosts. Figure 4-32 on page 87 shows the overall status of all hosts in the cluster that we use for this book.
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    Figure 4-32   IBM Platform RTM Grid view

    If you are interested in details about the jobs that run on a specific host in the cluster, you can click the host name from the view in Figure 4-32. For example, we selected the host i05n49. Figure 4-33 shows what we see after we click host i05n49. The jobs that run on this node are shown in pink, which means that they run below CPU target efficiency. They are displayed in pink to indicate an alarm condition. This alarm means that we can send more jobs to run on this node to improve efficiency for users.
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    Figure 4-33   IBM Platform RTM host information

    To see more details about the host that runs the jobs on Figure 4-33, click the host name in the column Execution Host. IBM Platform RTM shows you additional information about the host configuration and load and batch information. IBM Platform RTM also displays several host graphs to help you analyze host conditions. For an example of the available host graphs, see Figure 4-34 on page 88.
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    Figure 4-34   IBM Platform RTM execution host graphs

    If you are interested in a quick view of all hosts in the cluster, you can access the host dashboard from the Grid tab (see Figure 4-35). It displays each host in a different column, which helps you immediately identify the host status. This dashboard is configurable. 
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    Figure 4-35   IBM Platform RTM Host view

    If you move the mouse over each host that is shown on Figure 4-35, you see more details, as shown in Figure 4-36 on page 89.
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    Figure 4-36   IBM Platform RTM host status

    Monitoring jobs

    From the Grid tab, Job Info section on the left menu of the IBM Platform RTM GUI, you can see all sorts of information about jobs on your clusters. By accessing the Details menu under Job Info, you can see the following information:

    •Name and status of a job

    •State changes

    •Submission user

    •CPU usage and efficiency

    •Execution host

    •Start and end time 

    You can also configure the items that you see on this page or see all available information about the job by clicking a job ID that is shown in this view. If you click a job ID, you also can access more job details, job graphs, host graphs, and pending reasons for the job. Each element is on a different tab.

    Figure 4-37 on page 90 and Figure 4-38 on page 91 show examples of graphs to which you have access from the Job Graphs tab. These graphs can help you understand the details about the resources that are used by the job during execution.
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    Figure 4-37   IBM Platform RTM Job Graphs Memory

    The graphs on Figure 4-38 on page 91 show CPU time utilization by the job and how it varies with time.
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    Figure 4-38   IBM Platform RTM Job Graphs CPU

    From the Host Graphs tab, you can see graphs of the host where the job ran (as the graphs show in Figure 4-34 on page 88). These graphs show the resource availability relative to job resource requirements and helps fine-tune scheduling policies. New in IBM Platform RTM 8, you can also see job pending reasons from the Pending Reasons tab, if the job is pending in the queue before it is executed. This feature is disabled by default and you must configure IBM Platform RTM to enable it (see “Enable Pending Reason History Reporting” in Administering IBM Platform RTM, GC22-5388-00).
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    Figure 4-39   IBM Platform RTM Job Pending Reasons tab

    Visualizing graphs

    IBM Platform RTM provides users access to several types of graphs that allow them to easily control every aspect of the cluster. Figure 4-40 shows some types of the graph templates that are available on IBM Platform RTM.
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    Figure 4-40   IBM Platform RTM graph templates

    The graph in Figure 4-41 shows an example of a graph that represents cluster efficiency in a period of 2 hours. You can see that the cluster is idle for almost one hour, and only after 11 PM, jobs start to run on the cluster. This graph can indicate that the cluster is not efficiently utilized or that there is a problem that affected the cluster so that it became unavailable. 

    In Figure 4-42, we show another type of graph that can help you understand whether an issue occurred. When you analyze cluster efficiency graphs for longer durations, you can understand trends, identify how to improve SLAs, and plan capacity.
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    Figure 4-41   IBM Platform RTM Cluster Efficiency

    In Figure 4-42, we selected the Grid IO Levels template for cluster1and zoomed the output to the time frame where we observed low cluster efficiency. In that graph, there is a time frame where the I/O level is 0. Figure 4-42 indicates a problem in the cluster where the file system is unavailable, which makes the entire cluster unavailable.
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    Figure 4-42   IBM Platform RTM Grid IO Levels

    IBM Platform RTM also offers graphs that allow users to understand job and queue details. In Figure 4-43, we show graphs that represent job and queue details for the queue normal.
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    Figure 4-43   IBM Platform RTM cluster graphs

    The administrator can customize graphs and create new types of graphs as needed.

    Creating thresholds and alerts

    IBM Platform RTM allows users to create thresholds and alarms to help control the cluster. This feature is useful if the cluster administrator wants to be alarmed on certain conditions, for example, when hosts are down, when disk utilization is over a certain limit, and several other conditions. Users can see existing thresholds and their statuses from the Thold tab on IBM Platform RTM. They can create thresholds from the Console tab, under Management, Thresholds. Users are allowed to create thresholds per host or for the entire cluster. Thresholds are based on several types of graphs that are available in the application.

    In Figure 4-44, we show a threshold that is created for the entire cluster that is based on the graph template “Alert - Jobs Pending for X Seconds”. (For details about how this threshold is created, see Appendix C, “IBM Platform Load Sharing Facility add-ons and examples” on page 321.) We configured the following threshold to enable and alarm when more than 20 jobs are pending in the cluster for more than 300 seconds. In Figure 4-44, there are 36 jobs pending for more than 300 seconds, so the threshold alarm is enabled and shown in red.
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    Figure 4-44   IBM Platform RTM threshold enabled

    When you create thresholds, you can configure several options such as sending email to administrators when the threshold alarm is enabled. You can show an event in syslog when the alarm is triggered or configure actions to run when alarm is enabled among others. Also, from the Thold tab in IBM Platform RTM, you can click the threshold about which you want to see more details, and get access to graphs with historic information.
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    Figure 4-45   IBM Platform RTM threshold details

    Other than threshold alarms, administrators can also create grid alarms that combine several metrics that use logical expressions. To create these sorts of alarms, the user needs to be familiar with the IBM Platform RTM database schema. We show in the following figures how to create the same alarm that we created previously by using metrics and expressions. (This alarm indicates when there are jobs in the PEND status for more than 300 seconds in the cluster.) The use of metrics and expressions gives users more flexibility when they create their own alarms.

    To start the creation of alarms, go to the Grid tab, and select Metric under Grid Alarms. In Figure 4-46 and Figure 4-47, we create two metrics to use to create this alarm: the Job Pending Time and the Job Status.
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    Figure 4-46   IBM Platform RTM Job Pending Time metric

    Figure 4-47 shows how to create the Job Status metric.
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    Figure 4-47   IBM Platform RTM Job Status metric

    After you create metrics, you need to create an expression. We use the two metrics in Figure 4-46 on page 96 and Figure 4-47 on page 96 to create the expression in Figure 4-48. This expression indicates the query to run in the IBM Platform RTM database to collect the data that is used by this alarm. You need to create each one of the expression items that compose the expression. Click Add in the upper-right corner of the Expression Items section (Figure 4-48). To verify that your expression is correct, click Check Syntax to see a message that indicates whether the expression is OK. Then, click Save and proceed to create the alarm.
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    Figure 4-48   IBM Platform RTM High pending time expression

    After you create the metrics and expressions, click Alarm (under the menu Expression) on the left side of the IBM Platform RTM GUI (see Figure 4-48). Then, when you click Add, you see a page that is similar to the page that is shown in Appendix C, “IBM Platform Load Sharing Facility add-ons and examples” on page 321 for threshold creation. But, you have to select the Grid Alarm Expression that you created in Figure 4-48 to create the alarm. You then configure the alarm as you want and save it. The alarm is available from the Alarms menu at the Grid tab as shown in Figure 4-49 on page 98.

    [image: ]

    Figure 4-49   IBM Platform RTM raised alarm

    4.3.4  IBM Platform Process Manager implementation

    To complete the IBM Platform Process Manager installation, we followed the steps in the document Installing IBM Platform Process Manager on UNIX, SC22-5400-00. This document ships with the product (it is not available at the IBM publications site). 

    We installed IBM Platform Process Manager in the shared file system (/gpfs/fs1) with no failover. When you install the software, ensure that you download all of the distribution tar files that are described in “Prepare distribution files” on page 10 of the installation manual. If you install only the server part (ppm8.3.0.0_svr_lnx26-lib23-x64) and try to start IBM Platform Process Manager, you get the error that is shown in Example 4-9.

    Example 4-9   IBM Platform Process Manager error when we started IBM Platform Process Manager
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    [root@i05n47 ppm8.3.0.0_pinstall]# jadmin start

    Starting up jfd ...

    No text found for this message, parameters are: `lsid',

    jfd failed to start.

    Submitting sample flow /gpfs/fs1/ppm/8.3/examples/Sample.xml ...

    Error Communicating with Daemon: Invalid response - Unable to connect to Process Manager 

     

    <i05n47:1966>.

    Renaming /gpfs/fs1/ppm/8.3/examples/Sample.xml to Sample_submitted.xml ...
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    In Example 4-10, you see the installation output when you install the server package.

    Example 4-10   IBM Platform Process Manager server installation logs
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    [root@i05n47 ppm8.3.0.0_pinstall] ./jsinstall -f install.config

     

    Logging installation sequence in /gpfs/fs1/install/LSF/PPM/ppm8.3.0.0_pinstall/Install.log

     

    Searching for Process Manager tar files in /gpfs/fs1/install/LSF/PPM, Please wait ...

     

      1) Linux 2.6-glibc2.3-x86_64 Server

     

    Press 1 or Enter to install: 1

     

    You have chosen the following tar file(s):

        ppm8.3.0.0_svr_lnx26-lib23-x64

     

    Creating /gpfs/fs1/ppm ...

    Space required to install: 200000 kb.

    Space available under /gpfs/fs1/ppm: 301526784 kb.

    Do you want to continue installation? (y/n) [y] y

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

     

    Process Manager pre-installation check ...

     

    Checking the JS_TOP directory /gpfs/fs1/ppm ...

    ... Done checking the JS_TOP directory /gpfs/fs1/ppm ...

    Checking selected tar file(s) ...

    ... Done checking selected tar file(s).

     

     

    Checking Process Manager Administrators ...

       Process Manager administrator(s):	   "lsfadmin"

       Primary Process Manager administrator:  "lsfadmin"

     

    Checking Process Manager Control Administrators ...

    ... Done checking the license ...

     

    Pre-installation check report saved as text file:

    /gpfs/fs1/install/LSF/PPM/ppm8.3.0.0_pinstall/prechk.rpt.

     

    ... Done Process Manager pre-installation check.

     

    Installing binary files " ppm8.3.0.0_svr_lnx26-lib23-x64"...

    Creating /gpfs/fs1/ppm/8.3 ...

     

    Copying jsinstall files to /gpfs/fs1/ppm/8.3/install

    Creating /gpfs/fs1/ppm/8.3/install ...

    Creating /gpfs/fs1/ppm/8.3/install/instlib ...

    ... Done copying jsinstall files to /gpfs/fs1/ppm/8.3/install

     

    Installing linux2.6-glibc2.3-x86_64 Server...

     

    Please wait, extracting ppm8.3.0.0_svr_lnx26-lib23-x64 may take up to 5 minutes ...

     

    ... Done extracting /gpfs/fs1/install/LSF/PPM/ppm8.3.0.0_svr_lnx26-lib23-x64.tar.Z.

     

    ... linux2.6-glibc2.3-x86_64 Server installed successfully under /gpfs/fs1/ppm/8.3.

     

    Modifying owner, access mode of binary files ...

     

    ... Done modifying owner, access mode of binary files ...

     

    Done installing binary files ...

     

    Creating configuration directories and files ...

    Creating /gpfs/fs1/ppm/work/alarms ...

    Creating /gpfs/fs1/ppm/log ...

    Creating /gpfs/fs1/ppm/conf ...

    ... Done creating configuration directories and files ...

     

    Done creating configuration directories and files ...

    Creating /gpfs/fs1/ppm/work/calendar/ ...

     

     

    Creating /gpfs/fs1/ppm/properties/version ...

    Please read /gpfs/fs1/ppm/README for instructions on how

    to start the Process Manager
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    in Example 4-10 on page 98, the only package that is shown for installation (under “Searching for Process Manager tar files in /gpfs/fs1/install/LSF/PPM, Please wait ...”) is “Linux 2.6-glibc2.3-x86_64 Server”. You see this package if you did not download all of the software that is required for the installation. Example 4-11 shows what you see when all of the packages are available for installation. In Example 4-11, we install the client packages and start the server successfully at the end of the process.

    Example 4-11   IBM Platform Process Manager -client installation
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    [root@i05n47 ppm8.3.0.0_pinstall] ./jsinstall -f install.config

     

    Logging installation sequence in /gpfs/fs1/install/LSF/PPM/ppm8.3.0.0_pinstall/Install.log

     

    Searching for Process Manager tar files in /gpfs/fs1/install/LSF/PPM, Please wait ...

     

      1) Linux 2.6-glibc2.3-x86_64 Server

      2) Linux 2.6-glibc2.3-x86_64 Flow Editor and Calendar Editor Client

      3) Linux 2.6-glibc2.3-x86_64 Flow Manager Client

     

    List the numbers separated by spaces that you want to install.

    (E.g. 1 3 7, or press Enter for all): 2 3

     

    You have chosen the following tar file(s):

        ppm8.3.0.0_ed_lnx26-lib23-x64

        ppm8.3.0.0_fm_lnx26-lib23-x64

     

    Space required to install: 200000 kb.

    Space available under /gpfs/fs1/ppm: 301112576 kb.

    Do you want to continue installation? (y/n) [y] y

     

    "/gpfs/fs1/ppm" already exists.

    Warning: existing files may be overwritten.

    Do you wish to continue? (y/n) [n] y

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Process Manager pre-installation check ...

     

    Checking the JS_TOP directory /gpfs/fs1/ppm ...

    ... Done checking the JS_TOP directory /gpfs/fs1/ppm ...

    Checking selected tar file(s) ...

    ... Done checking selected tar file(s).

     

     

    Pre-installation check report saved as text file:

    /gpfs/fs1/install/LSF/PPM/ppm8.3.0.0_pinstall/prechk.rpt.

     

    ... Done Process Manager pre-installation check.

     

    Installing binary files " ppm8.3.0.0_ed_lnx26-lib23-x64 ppm8.3.0.0_fm_lnx26-lib23-x64"...

     

    Copying jsinstall files to /gpfs/fs1/ppm/8.3/install

    ... Done copying jsinstall files to /gpfs/fs1/ppm/8.3/install

     

    Installing linux2.6-glibc2.3-x86_64 Client...

     

    Please wait, extracting ppm8.3.0.0_ed_lnx26-lib23-x64 may take up to 5 minutes ...

     

    ... Done extracting /gpfs/fs1/install/LSF/PPM/ppm8.3.0.0_ed_lnx26-lib23-x64.tar.Z.

     

    ... linux2.6-glibc2.3-x86_64 Client installed successfully under /gpfs/fs1/ppm/8.3.

     

    Installing linux2.6-glibc2.3-x86_64 Client...

     

    Please wait, extracting ppm8.3.0.0_fm_lnx26-lib23-x64 may take up to 5 minutes ...

     

    ... Done extracting /gpfs/fs1/install/LSF/PPM/ppm8.3.0.0_fm_lnx26-lib23-x64.tar.Z.

     

    ... linux2.6-glibc2.3-x86_64 Client installed successfully under /gpfs/fs1/ppm/8.3.

     

    Done installing binary files ...

    Creating /gpfs/fs1/ppm/work/templates ...

     

    /gpfs/fs1/ppm/conf/js.conf exists.

    Saving the file to /gpfs/fs1/ppm/conf/js.conf.old.

     

    Updating configuration files ...

    /gpfs/fs1/ppm/conf/profile.js exists.

    Saving the file to /gpfs/fs1/ppm/conf/profile.js.old.

    /gpfs/fs1/ppm/conf/cshrc.js exists.

    Saving the file to /gpfs/fs1/ppm/conf/cshrc.js.old.

     

    Done creating configuration directories and files ...

     

     

    Please read /gpfs/fs1/ppm/README for instructions on how

    to start the Process Manager

     

    [root@i05n47 ppm8.3.0.0_pinstall]# jadmin start

    Starting up jfd ...

    Submitting sample flow /gpfs/fs1/ppm/8.3/examples/Sample.xml ...

    Flow <lsfadmin:Sample> is submitted. Version <1.0>.

    Renaming /gpfs/fs1/ppm/8.3/examples/Sample.xml to Sample_submitted.xml ...
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    After a successful installation, you can start to use the Flow Editor, Calendar Editor, and the Flow Manager. These applications offer a GUI for users to work with job flows. If you try to start one of these clients, you do not have X11 enabled on your server, and you did not run ssh into the server with X11 forwarding, you get the error in Example 4-12.

    Example 4-12   IBM Platform Process Manager error when we started Flow Manager

    [image: ]

    [root@i05n47 ppm8.3.0.0_pinstall]# flowmanager

    Exception in thread "main" java.awt.HeadlessException:

    No X11 DISPLAY variable was set, but this program performed an operation which requires it.

    	at java.awt.GraphicsEnvironment.checkHeadless(GraphicsEnvironment.java:173)

    	at java.awt.Window.<init>(Window.java:443)

    	at java.awt.Frame.<init>(Frame.java:414)

    	at java.awt.Frame.<init>(Frame.java:379)

    	at javax.swing.SwingUtilities.getSharedOwnerFrame(SwingUtilities.java:1830)

    	at javax.swing.JDialog.<init>(JDialog.java:264)

    	at javax.swing.JDialog.<init>(JDialog.java:198)

    	at com.platform.LSFJobFlow.ui.JFErrorMsgDialog.<init>(JFErrorMsgDialog.java:34)

    	at com.platform.LSFJobFlow.ui.JFUtility.showAppException(JFUtility.java:243)

    	at com.platform.LSFJobFlow.app.flowmanagement.JFFlowManagementContainer.main(JFFlowManagementContainer.java:2854)

    [image: ]

    To run ssh into your server to enable X11 forwarding, run ssh -X <host name>. Then, you can start any of the client applications, Flow Editor, Calendar Editor, and the Flow Manager.

    Submitting and managing job flows

    After the installation, you can run the Flow Editor by running the command floweditor. From the Flow Editor, you can open job flows that are already available or create new job flows. In Figure 4-50, we use the job flow Example_2.xml that ships with the product. Figure 4-50 shows how to submit it for execution from the Flow Editor interface.

    [image: ]

    Figure 4-50   IBM Platform Process Manager Submit job flow

    After you submit a job flow, you can visualize it in the Flow Manager. To run the Flow Manager, run the command flowmanager. Figure 4-51 shows how to visualize the job flow in the Flow Manager after submission.
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    Figure 4-51   IBM Platform Process Manager: View the flow in Flow Manager

    After you submit a job flow from the Flow Editor, it is on hold in the Flow Manager, and you can trigger it from the Flow Manager interface. After you trigger it, you can follow the flow status through the GUI. In Figure 4-52 on page 105, after the job flow is triggered, you can see that the job Job_Exit_1 is in status “Pending in LSF”. Job statuses are represented by colors in Flow Manager, and the status “Pending in LSF” is represented by the color brown. The other two jobs in Figure 4-52 on page 105 are in the status “Waiting”, which is represented by the color yellow/orange.

     

    
      
        	
          Scheduling: When a job flow is submitted, each one of the jobs in the flow is scheduled separately by IBM Platform LSF.
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    Figure 4-52   IBM Platform Process Manager job flow running

    The job flow Example_2.xml consists of these steps:

    •Job_Exit_1 runs and exits with status 1.

    •Job_That_Always_Runs runs when Job_Exit_1 exits with status greater than 0 (always).

    •Job_That_Never_Runs runs when Job_Exit_1 completes successfully (never).

    In Figure 4-53 on page 106, you can verify that the job flow runs as expected:

    •Job_Exit_1 exited with an error (status 1) and is represented by the color red.

    •Job_That_Never_Runs stays in waiting status, which is represented by the color yellow/orange because the condition for it to run, which is represented by the arrow between Job_Exit_1 and Job_That_Never_Runs, is not satisfied.

    •Job_That_Always_Runs runs as expected and is shown in blue in Figure 4-53 on page 106, which represents that it is running.
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    Figure 4-53   IBM Platform Process Manager: Job flow completed

    Enabling integration with IBM Platform Application Center

    If you installed IBM Platform Process Manager after IBM Platform Application Center (as we did during this residency) and you want to enable job flow visualization and submission in IBM Platform Application Center, edit the file profile.ppm.pmc at PAC_TOP/gui/conf. Then, add the location of the PPM conf dir to the variable JS_ENVDIR as shown in Example 4-13.

    Example 4-13   IBM Platform Profile Manager: Enabling job flows in IBM Platform Application Center
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    #!/bin/sh

     

    JS_ENVDIR=/gpfs/fs1/ppm/conf

     

    if [ "$JS_ENVDIR" != "" ] ; then

        . $JS_ENVDIR/profile.js

    fi
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    After you make the change in Example 4-13 and restart IBM Platform Application Center, you are able to visualize flows in the IBM Platform Application Center web interface.

    After you integrate IBM Platform Process Manager and IBM Platform Application Center, IBM Platform Application Center tries to authenticate the user that is logged in to the web interface. IBM Platform Application Center tries to authenticate the user against IBM Platform Process Manager to check the authorization to view, change, or configure job flows. If you use LDAP, you need to enable LDAP authentication on IBM Platform Process Manager before you use IBM Platform Application Center. Otherwise, you get the error in Figure 4-54 when you try to visualize jobs and flows.
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    Figure 4-54   IBM Platform Process Manager error visualizing jobs and job flows

    To enable LDAP authentication for IBM Platform Process Manager, you need to configure a Pluggable Authentication Module (PAM) policy on the node where IBM Platform Process Manager is installed to add a service name eauth_userpass for the module type auth. After you add the PAM configuration, you need to restart IBM Platform Process Manager and IBM Platform Application Center. Example 4-14 shows how to configure PAM on Red Hat Enterprise Linux 6.2.

    Example 4-14   IBM Platform Process Manager LDAP integration
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    [root@i05n45 ppm]echo “auth    required    pam_ldap.so” > /etc/pam.d/eauth_userpass
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    Figure 4-55 on page 108, Figure 4-56 on page 108, and Figure 4-57 on page 108 illustrate how flow definitions and job flow information can be visualized on the IBM Platform Application Center after integration is configured.
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    Figure 4-55   IBM Platform Process Manager job flow in IBM Platform Application Center 1

    Figure 4-56 shows how flow data is displayed in IBM Platform Application Center.
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    Figure 4-56   IBM Platform Process Manager job flow in IBM Platform Application Center 2

    Figure 4-57 shows the view that displays information about flows by State.
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    Figure 4-57   IBM Platform Process Manager job flow in IBM Platform Application Center 3

    When you select a flow in the Jobs view as shown in Figure 4-57 on page 108, you have access to the flow Summary, Data, and information about subflows and jobs. You can see the flow chart and the flow history. You are also able to see the flow run step-by-step in the flow chart tab.

    4.4  References

    The IBM Platform LSF documentation that is listed in Table 4-1 is available within each product and can be downloaded from the IBM Publications Center:

    http://www-05.ibm.com/e-business/linkweb/publications/servlet/pbi.wss

    Table 4-1 lists the publications and publication numbers that we referenced in this chapter.

    Table 4-1   IBM Platform LSF documentation

    
      
        	
          Publication title

        
        	
          Publication number

        
      

      
        	
          IBM Platform LSF Quick Reference

        
        	
          GC22-5353-00

        
      

      
        	
          Release Notes for IBM Platform LSF Version 8.3

        
        	
          GI13-1885-00

        
      

      
        	
          Readme for Installing Remote LSF Poller

        
        	
          GI13-1895-00

        
      

      
        	
          Administering IBM Platform LSF

        
        	
          SC22-5346-00

        
      

      
        	
          IBM Platform LSF Security

        
        	
          SC22-5347-00

        
      

      
        	
          IBM Platform LSF Foundations Guide

        
        	
          SC22-5348-00

        
      

      
        	
          IBM Platform LSF Command Reference

        
        	
          SC22-5349-00

        
      

      
        	
          IBM Platform LSF Configuration Reference

        
        	
          SC22-5350-00

        
      

      
        	
          Running Jobs with IBM Platform LSF

        
        	
          SC22-5351-00

        
      

      
        	
          Using IBM Platform LSF on Windows

        
        	
          SC22-5355-00

        
      

      
        	
          IBM Platform LSF Programmer’s Guide

        
        	
          SC22-5356-00

        
      

      
        	
          Using the IBM Platform LSF Launch Framework

        
        	
          SC22-5357-00

        
      

      
        	
          Installing IBM Platform LSF on UNIX and Linux

        
        	
          SC22-5358-00

        
      

      
        	
          Upgrading IBM Platform LSF on UNIX and Linux

        
        	
          SC22-5359-00

        
      

      
        	
          Installing IBM Platform LSF on Windows

        
        	
          SC22-5360-00

        
      

      
        	
          Migrating Platform LSF Version 7 to IBM Platform LSF Version 8 on Windows 

        
        	
          SC27-4774-00

        
      

      
        	
          Installing and Upgrading Your IBM Platform Symphony/LSF Cluster (http://publibfp.dhe.ibm.com/epubs/pdf/c2747610.pdf)

        
        	
          SC27-4761-00

        
      

      
        	
          Administering IBM Platform Application Center

        
        	
          SC22-5396-00

        
      

      
        	
          Installing and Upgrading IBM Platform Application Center

        
        	
          SC22-5397-00

        
      

      
        	
          Release Notes for IBM Platform Application Center

        
        	
          GI13-1890-00

        
      

      
        	
          Release Notes for IBM Platform RTM

        
        	
          GI13-1893-00

        
      

      
        	
          IBM Platform RTM Administrator Guide

        
        	
          SC27-4756-00

        
      

      
        	
          Installing IBM Platform RTM

        
        	
          SC27-4757-00

        
      

      
        	
          Release Notes for IBM Platform Process Manager

        
        	
          GI13-1891-00

        
      

      
        	
          Administering IBM Platform Process Manager

        
        	
          SC22-5398-00

        
      

      
        	
          Using IBM Platform Process Manager

        
        	
          SC27-4751-00

        
      

      
        	
          Guide to Using Templates

        
        	
          SC27-4752-00

        
      

      
        	
          Release Notes for IBM Platform License Scheduler Version 8.3

        
        	
          GI13-1886-00

        
      

      
        	
          Using IBM Platform License Scheduler

        
        	
          SC22-5352-00

        
      

      
        	
          Release Notes for IBM Platform Analytics

        
        	
          GI13-1892-00

        
      

      
        	
          Installing IBM Platform Analytics

        
        	
          SC27-4753-00

        
      

      
        	
          Administering IBM Platform Analytics

        
        	
          SC27-4754-00

        
      

      
        	
          Integrating Platform Analytics into IBM Platform Application Center

        
        	
          SC27-4755-00

        
      

    

    The documentation that is listed in Table 4-2 is available within each product, but it is not yet available from the IBM Publications Center.

    Table 4-2   IBM Platform documentation 

    
      
        	
          Publication title

        
        	
          Publication number

        
      

      
        	
          Installing IBM Platform Process Manager on UNIX

        
        	
          SC22-5400-00
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IBM Platform Symphony

    This chapter provides details of the IBM Platform Symphony. The following topics are covered in this chapter:

    •Overview

    •Compute-intensive and data-intensive workloads

    •Data-intensive workloads

    •Reporting

    •Getting started

    •Sample workload scenarios

    •Symphony and IBM Platform LSF multihead environment

    •References

    5.1  Overview

    IBM Platform Symphony is the most powerful management software for running low-latency compute-intensive and data-intensive applications on a scalable, multi-tenant, and heterogeneous grid. It accelerates various parallel applications, quickly computing results while it makes optimal use of available infrastructure.

    Figure 5-1 represents applications in terms of workload classification, data types, use cases, time span characteristics, and required infrastructure.
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    Figure 5-1   Multidimensional application analysis

    Figure 5-2 on page 113 provides an overview of the IBM Platform Symphony family of products. Specialized middleware layers provide support for both compute-intensive and data-intensive workloads.
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    Figure 5-2   IBM Platform Symphony family high-level overview

    With Symphony, users can manage diverse sets of applications, allocating resource according to policy to guarantee application service-level agreements (SLAs) while they maximize performance and utilization.

    For compute-intensive applications, Symphony offers low latency and high throughput support (Figure 5-3 on page 114). It can address submillisecond task requirements and scheduling 17,000 tasks per second.

    For data-intensive workloads, it provides best in class run time for Hadoop MapReduce. The IBM Platform Symphony MapReduce framework implementation supports distributed computing on large data sets with some key advantages:

    •Higher performance: 10X for short-run jobs

    •Reliability and high availability

    •Application lifecycle rolling upgrades

    •Dynamic resource management

    •Co-existence of up to 300 MapReduce applications (job trackers)

    •Advanced scheduling and execution

    •Open data architecture: File systems and databases

    •Full Hadoop compatibility: Java MR, PIG, HIVE, and so on
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    Figure 5-3   Symphony framework for compute-intensive and data-intensive computing

    Enterprise-level resource ownership and sharing

    IBM Platform Symphony enables strong policy enforcement on resource ownership and sharing. Resources can be shared across multiple line of businesses (LOBs), which are called Consumers in Symphony terminology. All details are transparent between different types of applications (service-oriented architecture (SOA) and Batch), which provides a flexible and robust way of configuring and managing resources for applications.

    Performance and scalability

    IBM Platform Symphony offers extreme scalability, supporting 10,000 cores per application and 40,000 cores per grid. Symphony supports heterogeneous environments that are based on Linux, AIX, or Microsoft Windows. Symphony has the following characteristics:

    •At least 5,000 hosts in a single cluster

    •1,000 concurrent clients per application 

    •5,000 service instances can be used by one application in parallel with ~97% processor efficiency 

    •Although not officially benchmarked, further tests with up to 20,000 service instances showed high processor efficiency

    •Single task latency (round-trip): Under 1 ms

    •Session round-trip: 50 ms

    •Task throughput: 7,300 messages/sec (1 Kb message)

    •Number of tasks per session: 1 M

    •Single input message size: 800 Mb (450 on Windows) (32-bit client). Size is limited for a 32-bit client machine but not for a 64-bit client.

    •Single output message size: 800 Mb (450 on Windows) (32-bit client). Size is limited for a 32-bit client machine but not for a 64-bit client.

    •Single common data size: 800 Mb (450 on Windows) (32-bit client). Size is limited for a 32-bit client machine but not for a 64-bit client.

     

    
      
        	
          Certified numbers: The preceding numbers are certified. Actual performance and scalability can be higher.

        
      

    

    Automatic failover capabilities

    IBM Platform Symphony has built-in failure resilience with automatic failover for all components and for applications. Even if the IBM Platform Enterprise Grid Orchestrator (EGO) has problems, it does not affect the continual running of SOA middleware and applications. Only new resource allocation and resource ownership and sharing are temporarily unavailable.

    IBM Platform Symphony has the following failover characteristics:

    •It relies on the shared file system for host failure management.

    •A shared file system is required among management hosts for failover if runtime states need to be recovered and if a management component host fails.

    •Without a shared file system, the failover can still happen although previous runtime states are not recovered.

    •No shared file system is required for compute nodes. All system and application binaries and configurations are deployed to the local disk of each compute node.

    Dynamic and flexible structure

    IBM Platform Symphony provides a seamless management of global resources on a flexible shared environment. Resource allocation flexibility is based on demand and business policy.

    Compute hosts can join and leave a Symphony grid dynamically, which means less administration overhead. There is ongoing communication between the grid members. In this service-oriented model, a host is no longer considered a member of the grid after it leaves for longer than a configurable timeout.

    Total application segregation

    The following characteristics are provided with the total application segregation:

    •No dependency exists among SOA middleware in different consumers.

    •All SOA application properties are defined in the application profile of individual applications. No dependency and interference exist among different applications. Changes in one application do not affect the running of other applications.

    •Consumer administration is in full control of SOA middleware and applications for the consumer.

    •An update to an application affects the running workload only and takes effect on the subsequent workload.

    Heterogeneous environment support

    Linux, Windows, and Solaris compute nodes can be in the same grid. Linux, Windows, and Solaris application services can co-exist in the same service package and work in the same consumer.

    Data collection and reporting

    The following characteristics are shown for data collection and reporting:

    •Data collection and reporting is built on top of the Platform Enterprise Reporting Framework (PERF).

    •Data is collected from the grid and applications, and this data is maintained in a relational database system.

    •Predefined, standard reports ship with the software.

    •Custom reports can be built by clients in a straightforward manner.

    •Further customization is possible with help from Platform Professional Services.

    System monitoring events

    When a predefined event happens, a Simple Network Management Protocol (SNMP) trap is triggered. The key system events are listed:

    •Host down

    •Key grid component down

    •Grid unlicensed

    •Application service failures

    •Consumer host under-allocated

    The key SOA application events are listed:

    •Client lost

    •Session aborted, suspended, resumed, and priority changed

    •Task became an error

    Auditing

    Symphony auditing traces all important operations and security-related activities:

    •EGO cluster operations: Any Symphony actions:

     –	Host operations (close or open)

     –	User logon/logoff and user operations (add, delete, or modify)

     –	Consumer operations (add or delete)

    •EGO service operations (EGO service started or stopped)

    •Service packages (added, removed, enabled, or disabled)

    •SOA applications: 

     –	Application operations (enabled and disabled)

     –	Sessions (sessions of an application that is ended, suspended, or resumed) 

    Command-line interface (CLI) support

    The following categories are supported CLI function categories:

    •System startup and shutdown:

     –	Start up, restart, and shut down EGO daemons

     –	Restart and shut down the SOA middleware (SOAM) daemons and GUI servers on EGO

    •Day-to-day administration:

     –	Create, modify, and delete user accounts

     –	Assign user accounts to a consumer

    •Workload management:

     –	Enable and disable applications

     –	Deploy modules

     –	View and control applications and workload

     –	View task details

     –	View details of finished sessions and tasks

    •Troubleshooting

    Dynamically turn on and off debug level, debug class, and workload trace

    Application development

    For developers, Platform Symphony presents an open and simple to program application programming interface (API), offering support (client side) for C/C++, C#, Java, Excel, Python, and R.

    5.1.1  Architecture

    Symphony provides an application framework so that you can run distributed or parallel applications on a scale-out grid environment. It manages the resources and the workload on the cluster. The resources are virtualized so that Symphony can dynamically and flexibly assign resources, provisioning them and making them available for applications to use.

    Symphony can assign resources to an application on demand when the work is submitted, or assignment can be predetermined and preconfigured.

    Figure 5-4 illustrates the Symphony high-level architecture.
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    Figure 5-4   IBM Platform Symphony architecture

    Symphony maintains historical data, includes a web interface for administration and configuration, and also has a CLI for administration.

    A workload manager interfaces directly with the application, receiving work, processing it, and returning the results. A workload manager provides a set of APIs, or it can interface with more runtime components to enable the application components to communicate and perform work. The workload manager is aware of the nature of the applications it supports using terminology and models consistent with a certain class of workload. In an SOA environment, workload is expressed in terms of messages, sessions, and services.

    A resource manager provides the underlying system infrastructure to enable multiple applications to operate within a shared resource infrastructure. A resource manager manages the computing resources for all types of workloads.

    As shown on Figure 5-4 on page 117, there is one middleware layer for compute-intensive workloads (High Performance Computing (HPC) SOA framework) and another for data-intensive workloads (Enhanced MapReduce Framework). For more details, see 5.2, “Compute-intensive and data-intensive workloads” on page 119 and 5.3, “Data-intensive workloads” on page 126.

    5.1.2  Target audience

    Figure 5-5 shows the target audience for IBM Platform Symphony.
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    Figure 5-5   Target markets

    5.1.3  Product versions

    Symphony is available in four editions:

    •Developer 

    •Express

    •Standard

    •Advanced

    Product add-ons are optional and serve to enhance the functionality of the Standard and Advanced editions. Table 5-1 and Table 5-2 summarize the features and add-ons that are associated with each Symphony edition.

    Table 5-1   IBM Platform Symphony features

    
      
        	
          Features

        
        	
          IBM Platform Symphony Edition

        
      

      
        	
          Developer

        
        	
          Express

        
        	
          Standard

        
        	
          Advanced

        
      

      
        	
          Low-latency HPC SOA

        
        	
          X

        
        	
          X

        
        	
          X

        
        	
          X

        
      

      
        	
          Agile service and task scheduling

        
        	
          X

        
        	
          X

        
        	
          X

        
        	
          X

        
      

      
        	
          Dynamic resource orchestration

        
        	
           

        
        	
          X

        
        	
          X

        
        	
          X

        
      

      
        	
          Standard and custom reporting

        
        	
           

        
        	
           

        
        	
          X

        
        	
          X

        
      

      
        	
          Desktop, server, and virtual server harvesting capability

        
        	
           

        
        	
           

        
        	
          X

        
        	
          X

        
      

      
        	
          Data affinity

        
        	
           

        
        	
           

        
        	
           

        
        	
          X

        
      

      
        	
          MapReduce framework

        
        	
          X

        
        	
           

        
        	
           

        
        	
          X

        
      

      
        	
          Maximum hosts/cores

        
        	
          Two hosts

        
        	
          240 cores

        
        	
          5,000 hosts and 40,000 cores

        
        	
          5,000 hosts and 40,000 cores

        
      

      
        	
          Maximum application managers

        
        	
           

        
        	
          5

        
        	
          300

        
        	
          300

        
      

    

    Table 5-2 shows the IBM Platform Symphony add-ons.

    Table 5-2   IBM Platform Symphony add-ons

    
      
        	
          Add-ons

        
        	
          IBM Platform Symphony Edition

        
      

      
        	
          Developer

        
        	
          Express

        
        	
          Standard

        
        	
          Advanced

        
      

      
        	
          Desktop harvesting

        
        	
           

        
        	
           

        
        	
          X

        
        	
          X

        
      

      
        	
          Server and virtual server harvesting

        
        	
           

        
        	
           

        
        	
          X

        
        	
          X

        
      

      
        	
          Graphics processing units (GPU)

        
        	
           

        
        	
           

        
        	
          X

        
        	
          X

        
      

      
        	
           IBM General Parallel File System (GPFS)

        
        	
           

        
        	
           

        
        	
          X

        
        	
          X

        
      

      
        	
          GPFS-Shared Nothing Cluster (SNC)

        
        	
           

        
        	
           

        
        	
           

        
        	
          X

        
      

    

    5.2  Compute-intensive and data-intensive workloads

    The following section describes compute-intensive applications workloads.

    Service-oriented architecture (SOA) applications

    An SOA application consists of two logic parts:

    SOA = Client (client logic) + Service (business logic)

    The Client sends requests to Service and Service responds with results, during the whole computation. Multiple running instances expand and shrink as resources and the processors change.

    Process-oriented architecture applications

    Process-oriented applications (POA) are also known as Batch. Input is fixed at the beginning, and results are obtained at the end of the computation.

    Figure 5-6 shows a comparison between SOA and POA applications.
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    Figure 5-6   SOA versus POA applications

    Symphony is targeted toward SOA applications.

    5.2.1  Basic concepts

    Client applications submit work to the grid and to the relevant service that is deployed in Symphony. Applications are deployed to the workload manager. Each application requests resources from the resource manager when it has an outstanding workload.

    The resource manager manages the compute resources. It assesses the demand of the various applications and assigns resources to run the service business logic.

    Figure 5-7 represents the relationships among the basic components that are found in a Symphony cluster.
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    Figure 5-7   Representation of component relationships

    Grid

    The grid is the owner of all interconnected computing resources, such as nodes, processors, and storage. The grid has users and applications that use the computing resources in a managed way.

    Consumer

    The use and consumption of resources are organized in a structured way through consumers. A consumer is the unit through which an application can get and consume resources from the grid.

    Consumers can be organized hierarchically to model the nature of an organization. 

    Application

    Applications use resources from the grid through consumers. Applications need to be deployed to leaf consumers first. Only one application can run under each leaf consumer.

    Applications can be different types: SOA, Batch, and so on. Each application has an application profile, which defines everything about the application.

    Client

    The client is a component that is built with Symphony Client APIs that is able to interact with the grid through sessions, send requests to services, and receive results from services.

    Service

    A service is a self-contained business function that accepts requests from the client and returns responses to the client. A service needs to be deployed onto a consumer and can run in multiple concurrent instances. A service uses computing resources.

    Session

    A client interacts with the grid through sessions. Each session has one session ID that is generated by the system. A session consists of a group of tasks that are submitted to the grid. The tasks of a session can share common data.

    Task

    A task is the autonomic computation unit (within a session). It is a basic unit of work or parallel computation. A task can have input and output messages. A task is identified by a unique task ID within a session, which is generated by the system.

    5.2.2  Core components

    Figure 5-8 shows the Symphony core components in a layered architecture.
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    Figure 5-8   Symphony layered architecture

    Enterprise Grid Orchestrator

    The Enterprise Grid Orchestrator (EGO) is the resource manager that is employed by Symphony to manage the supply and distribution of resources, making them available to applications. EGO provides resource provisioning, remote execution, high availability, and business continuity.

    EGO provides cluster management tools and the ability to manage supply versus demand to meet SLAs. The EGO system view defines three different host roles: management, compute, or client.

    Management host

    Management hosts are hosts that are designated to run the management components of the grid. By default, these hosts do not run the workload of the user.

    Master host	This host is the first host that is installed. The main scheduler of the grid resides here. The master host controls the rest of the hosts of the grid and is the interface to the clients of the grid. There is only one master host at a time. 

    Master candidate	A candidate host can act as the master if the master fails. There can be more than one master candidate.

    Session manager host	One or more management hosts run session managers. There is one session manager per available slot on a management host. There is one session manager per application.

    Web server host	The web server host runs the Platform Management Console. The host is elected as the web server host.

    Compute host

    Compute hosts are designated to execute work. Compute hosts are those hosts in the cluster that provide computing resources to consumers.

    Client host

    The client hosts are used for submitting work to the grid. Normally, client hosts are not members of the grid. For more detail about Symphony client installation, see “Installing the IBM Platform Symphony Client (UNIX)” on page 180 for UNIX hosts and “Installing the IBM Platform Symphony Client (Windows)” on page 180 for Microsoft Windows hosts.

    EGO system components

    EGO uses the following system components: 

    LIM	The LIM is the load information manager process. The master LIM starts VEMKD and PEM on the master host. There is one master LIM per cluster. There is also a LIM process on each management host and compute host. The LIM process monitors the load on the host and passes the information to the master LIM, and starts PEM.

    VEMKD	The VEM kernel daemon runs on the master host. It starts other daemons and responds to allocation requests. 

    PEM	The process execution manager (PEM) works for the VEMKD by starting, controlling, and monitoring activities, and collecting and sending runtime resource usage.

    EGOSC	The EGO service controller requests appropriate resources from the VEMKD and controls system service instances.

    EGO services

    An EGO service is a self-contained, continuously running process that is managed by EGO. EGO ensures the failover of EGO services. Many of the Symphony management components are implemented as EGO services, for example, WebGUI, Session Director (SD), and Repository Service (RS).

    For an in-depth look at EGO architecture and internals, see “IBM Platform Symphony Foundations” on page 180.

    SOA middleware

    SOA middleware (SOAM) is responsible for the role of workload manager and manages service-oriented application workloads within the cluster, creating a demand for cluster resources.

    When a client submits an application request, the request is received by SOAM. SOAM manages the scheduling of the workload to its assigned resources, requesting more resources as required to meet SLAs. SOAM transfers input from the client to the service, then returns results to the client. SOAM releases excess resources to the resource manager.

    For details about SOAM and its components, see “IBM Platform Symphony Foundations” on page 180.

    Figure 5-9 illustrates an example workload manager workflow.
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    Figure 5-9   SOAM workflow

    Platform Management Console

    The Platform Management Console (PMC) is your web interface to IBM Platform Symphony. The PMC provides a single point of access to the key system components for cluster and workload monitoring and control, configuration, and troubleshooting.

    For more details about the PMC interface, see Chapter 1 in IBM Platform Symphony Foundations, SC22-5363-00.

    Platform Enterprise Reporting Framework

    Platform Enterprise Reporting Framework (PERF) provides the infrastructure for the reporting feature. The Symphony reporting engine has two functions:

    •Data collection

    It collects data from the grid and applications and maintains this data in a relational database.

    •Reporting:

     –	It provides standard reports that display the data graphically or in tables.

     –	It allows users to build custom reports.

     

    
      
        	
          Editions: Reporting is only available with the Standard and Advanced editions of Symphony.

        
      

    

    Figure 5-10 shows the PERF architecture and flow.
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    Figure 5-10   PERF architecture diagram

    For more details about the PERF components, see “IBM Platform Symphony Foundations” on page 180.

    5.2.3  Application implementation

    Symphony service-oriented applications consist of a client application and a service. When the application runs, a session is created that contains a group of tasks. The application profile provides information about the application.

    Application profile

    The application profile defines characteristics of the application and defines the behavior of the middleware and the service. There is one application profile per application. The application profile defines the characteristics of an application and the environment in which the application runs.

    The application profile provides the following information:

    •The information that is required to run the application

    •The scheduling policies that apply to the application

    •Configuration information for the session manager and the service instance managers

    •Configuration information for sessions and services

    The application profile provides the linkage between the application, client, service package, and service.

    Here are a few key settings in the application profile:

    Application name	This name identifies the application. Clients select the correct application by using the application name.

    Session type	A session type is a way of applying settings at a session level. One application might need several different session types, for example, high priority and low priority sessions of the same application.

    Service	A service is the link with the service package that instructs Symphony which service package to use and how to launch it.

    IBM Platform Symphony Developer Edition

    IBM Platform Symphony Developer Edition (DE) provides an environment for application developers to grid-enable, test, and run their service-oriented applications. Symphony DE provides a complete test environment. It simulates the grid environment that is provided by IBM Platform Symphony. Developers can test their client and service in their own cluster of machines before they deploy them to the grid.

    To run the Symphony workload on the grid, the application developer creates a service package and adds the service executable into the package: no additional code changes are required.

     

    
      
        	
          Symphony Developer Edition: Symphony Developer Edition provides extensive documentation about how to develop and integrate applications into Symphony, including tutorials and samples for custom-built applications. The development guide is included in the documentation.

        
      

    

    5.2.4  Application Deployment

    Application deployment has two parts: 

    Service deployment	The first part deploys the service binaries and associated files of an application to the grid or SOAM.

    Application registration	The second part registers the profile of the application to SOAM or the grid.

     

    
      
        	
          Important: When you register an application, the services that it uses must be already deployed.

        
      

    

    An application can be either deployed by using the “Add or Remove Application” GUI wizard or by using the CLI (soamdeploy and soamreg).

     

    
      
        	
          CLI: If you do not use the wizard, you basically perform the Service Deployment and Application Registration in two separate steps by using the PMC.

        
      

    

    Service package deployment

    Symphony services are deployed to the cluster and made available in either of the following ways:

    •By using the Symphony repository service

    •By using a third-party deployment tool

    Deployment using the repository service

    An administrator or developer deploys a service package to the repository service. When a compute host needs the package, it requests the package from the repository service.

    How it works

    An application is created when its service is deployed and the application profile registered. A service package is first deployed to the central database. Then, the service package is downloaded by compute nodes when needed.

    Repository Service (RS) of Symphony, an EGO service, is responsible for application deployment.

    5.2.5  Symexec

    With Symphony, you can run existing executables as Symphony workload (Symexec) on the grid without code changes. There is no need to use Symphony standard APIs and there is no need to recompile and relink.

    Executables are handled in a similar way to the SOA workload, except for the following conditions:

    •A specialized service instance runs the executable.

    •The specialized service instance starts, runs the executable, and exits when the executable finishes.

    Symphony supports all application types, either interactive or Batch. The executables can be compiled or script programs. They are handled similarly to SOA workload except that there is a specialized service instance, Execution Service, that runs all the executables.

    For more details, see the Cluster and Application Management Guide, SC22-5368-00.

    5.3  Data-intensive workloads

    IBM Platform Symphony addresses data-intensive workloads through the data affinity feature and the MapReduce framework.

     

    
      
        	
          Data affinity feature: The data affinity feature is not the same as data locality in Hadoop MapReduce. Although these features are similar in concept, the former is used at the application and session level of any Symphony workload and the latter relates exclusively to MapReduce.

        
      

    

    5.3.1  Data affinity

    When tasks generate intermediate data that is used by later tasks, the scheduler might dispatch them in a different host than the host where the data is created. This process requires data transfer to the node where the work is taking place, which can lead to inefficient use of the processor and resource under-utilization. To overcome these issues, IBM Platform Symphony offers data-aware scheduling. This scheduling type considers the data location (that is, the physical compute host) of data sets that are created by a task and that are to be used by subsequent tasks, thus preventing data transfers among compute nodes. The diagram in Figure 5-11 illustrates this concept. 

    [image: ]

    Figure 5-11   Data-aware scheduling at the task level

    With the data-aware scheduling feature, you can specify a preference association between a task and a service instance or host that has the data that is required to perform the work. In Figure 5-11, the task prefers to run on the service instance that already has Dataset1. The Symphony Session Manager (SSM) collects metadata from all resources that are available for the session to know where each piece of data resides. In Figure 5-11, Service B with Dataset1 is available so the task is dispatched there.

    5.3.2  MapReduce

    IBM Platform Symphony MapReduce is based on the Hadoop framework. In this book, we used the Apache Hadoop implementation for testing and demonstration purposes. However, there are multiple implementations of Hadoop, all based on the same framework. IBM also has its own implementation: IBM InfoSphere® BigInsights™. 

    IBM InfoSphere BigInsights enhances Hadoop technology by delivering best-in-class analytical capabilities with enterprise-grade features for administration, workflow, provisioning, and security. It provides clients with rich analytical tools and simplifies the management of Hadoop clusters either when deployed natively or on Platform Symphony managed grids.

     

    
      
        	
          IBM InfoSphere BigInsights: To learn more about IBM InfoSphere BigInsights and its benefits, see this website:

          http://www.ibm.com/software/data/infosphere/biginsights/

        
      

    

    To understand the architecture and differences from a Hadoop-based deployment, we describe briefly how Hadoop MapReduce and Hadoop Distributed File System (HDFS) work for all open source and commercial implementations.

    Hadoop overview

    Hadoop is an Apache project that provides the MapReduce framework and a distributed file system called HDFS. Hadoop helps solve data-intensive problems that require distributed and parallel processing on a large data set by using commodity hardware. A Hadoop cluster consists of the following components, which depending on the deployment can run in its own machine or a set of machines, in the case of the DataNode:

    •NameNode

    NameNode keeps an in-memory image of the HDFS tree and metadata of files and directories. It also has the edit log (modified in every write operation) and the fsimage (the HDFS metadata state). The fsimage is updated by the SecondaryNameNode.

    •DataNode

    This slave machine responds to requests to store or retrieve data blocks and to execute tasks through the TaskTracker process that runs on each node.

    •JobTracker

    The JobTracker schedules tasks among the TaskTrackers that run on slave nodes.

    •TaskTracker

    The TaskTracker spawns one or more tasks to complete a MapReduce operation and retrieves and stores data blocks via the DataNode.

    •SecondaryNameNode

    The SecondaryNameNode is not a replacement of the NameNode as its name might suggest. It periodically merges the contents of the edit log to the fsimage.

    Figure 5-12 on page 129 shows a graphic representation of the Hadoop components and their interaction.
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    Figure 5-12   Hadoop application framework

    With this architecture, you can analyze the big data by distributing the processing to the machines that own the files. This architecture makes up the data locality feature of MapReduce. The “map” part is defined by a a function that the user develops to process key/value pairs to produce a set of intermediate key/value results that a “reduce” function merges for the same key. 

    A number of open source projects harness the power of the Hadoop application framework. The following Apache projects relate to Hadoop:

    •Avro

    Avro is a data serialization framework that uses JavaScript Object Notation (JSON).

    •Cassandra

    Cassandra is a distributed database management system that integrates with Hadoop MapReduce and HDFS.

    •HBase

    HBase is a non-relational distributed database that runs on top of HDFS.

    •Hive

    Hive is a data warehouse system for data summarization, analysis, and ad hoc queries to process data sets that are stored in an HDFS file system.

    •Mahout

    Mahout is an implementation of machine learning algorithms that run on top of Hadoop.

    •Pig

    Pig is a platform for creating MapReduce programs, but it uses a higher-level language to analyze large data sets.

    •ZooKeeper

    ZooKeeper allows the coordination of a distributed application through a highly available shared hierarchical namespace.

    We describe how pain points that are encountered in Hadoop clusters are addressed by IBM Platform Symphony MapReduce. The following pain points are the most common:

    •Limited high availability (HA) features in the workload engine

    •Large overhead during job initiation

    •Resource silos that are used as single-purpose clusters that lead to under-utilization

    •Lack of sophistication in the scheduling engine:

     –	Large jobs can still overwhelm cluster resources

     –	Lack of real-time resource monitoring

     –	Lack of granularity in priority management

    •Predictability difficult to manage

    •No mechanisms for managing a shared services model with an SLA

    •Difficulties for managing and troubleshooting as the cluster scales

    •Lack of application lifecycle and rolling upgrades

    •Limited access to other data types or resting data

    •Lack of enterprise-grade reporting tools

    •HDFS NameNode without automatic failover logic

    IBM Platform Symphony MapReduce

    IBM Platform Symphony MapReduce is an enterprise-class distributed runtime engine that integrates with open source and commercial, for example, IBM InfoSphere BigInsights and Cloudera CDH3, Hadoop-based applications. The IBM Platform Symphony MapReduce Framework addresses several pain points that typical Hadoop clusters experience. With it, you can incorporate robust HA features, enhanced performance during job initiation, sophisticated scheduling, and real-time resource monitoring. Typically, stand-alone Hadoop clusters, which are often deployed as resource silos, cannot function in a shared services model. They cannot host different workload types, users, and applications. See Figure 5-13 on page 131.
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    Figure 5-13   Hadoop resource silos

    Figure 5-14 on page 132 shows that IBM Platform Symphony offers the co-existence of compute-intensive and data-intensive workloads for higher resource utilization and, at the same time, better manageability.
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    Figure 5-14   Single cluster for multiple types of workloads

    Figure 5-15 on page 133 depicts the architecture of the framework to integrate with Hadoop applications. The MapReduce applications, for example, Pig, Hive, and Jaql, run without recompilation on the IBM Platform Symphony Framework. The slave nodes in Hadoop are part of the same compute resource pools of the Symphony cluster so that other technical computing application workloads can use them.

    The sophisticated workload scheduling capabilities of Symphony and the resource orchestrator ensure a high utilization of the cluster nodes. The management console GUI is consistent for any Symphony application and allows application configuration and real-time job monitoring.
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    Figure 5-15   IBM Platform Symphony MapReduce Framework architecture

    When you integrate MapReduce applications into Symphony, the JobTracker and TaskTracker are bypassed and replaced by the SSM and the Service Instance Manager (SIM) to take over in a job execution scenario. In this scheme, Symphony scheduling and resource management capabilities handle the job lifecycle, which results in faster execution and manageability (see Figure 5-16).
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    Figure 5-16   Job execution and monitoring

    High availability for MapReduce

    Hadoop has built-in features for handling failures at the TaskTracker level. The TaskTrackers send heartbeats to the JobTracker. If they stop or become too infrequent, the failed TaskTrackers are removed from the pool. If a task fails, it can be scheduled on another TaskTracker from the pool. However, the JobTracker is a single point of failure (SPOF) so the NameNode and Hadoop have no automated way to handle a SPOF.

    When you use the IBM Platform Symphony MapReduce framework, the JobTracker and TaskTracker are not used. Instead, Symphony uses the SSM and the SIM. The high availability of those components is already embedded in Symphony design through EGO.

    For NameNode, high availability is achieved through EGO, which runs HDFS daemons as services in the MapReduce framework. In a failure, EGO restarts them on the same or other host. DataNodes knows which host to contact because NameNode uses a naming service. The naming service is a Domain Name System (DNS) that uses the Linux named daemon that is built into Symphony. The naming service has a well-known hostname that the DNS maps to the active NameNode IP address. The illustration in Figure 5-17 shows this scheme. In this example, the NameNode writes its metadata to a shared disk location (for example, Network File System (NFS) or General Parallel File System (GPFS)), which is a requirement for a failover scenario.
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    Figure 5-17   NameNode high availability in IBM Platform Symphony MapReduce

    5.4  Reporting

    There are nine built-in standard reports that are available. Users can also define their own reports as custom reports.

    Standard report characteristics

    The standard reports have these characteristics:

    •Adjustable time span

    •Chart or table view

    •Comma-separated value (CSV) export functionality

    To generate a standard report, click Reports → Standard Reports → Reports (List) → Host Resource Usage, and select the Metric and Produce Report.

    Data schema tables

    All Symphony standard reports are based the following data tables:

    •EGO-level data tables:

     –	CONSUMER_RESOURCE_ALLOCATION

     –	CONSUMER_RESOURCELIST

     –	CONSUMER_DEMAND

     –	EGO_ALLOCATION_EVENTS

     –	RESOURCE_ATTRIBUTES

     –	RESOURCE_METRICS

    •SOAM-level data tables:

     –	SESSION_ATTRIBUTES 

     –	TASK_ATTRIBUTES

     –	SESSION_PROPERTY 

     –	SESSION _HISTORY 

    Figure 5-18 shows the reporting infrastructure.
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    Figure 5-18   Reporting infrastructure

    For details about data and data tables, see the Symphony Knowledge Center, topic Data Schema Tables for IBM Platform Symphony on the Manage section.

    5.5  Getting started

    This section provides details about how to deploy Symphony. 

    5.5.1  Planning for Symphony

    This section describes the necessary planning steps for Symphony.

     

    
      
        	
          Important: When you plan for a new Symphony cluster, read IBM Platform Symphony Foundations, SC22-5363-00. Follow the installation diagrams that are presented in the Symphony cluster installation guide section.

        
      

    

    Pre-installation checklist

    Take notes of the pre-installation decisions that are based on the requirements that are explained in the cluster installation guide. For this book, we decided to configure a small but complete cluster, which is suitable for production use or small-scale application testing.

    Installer OS account

    We chose the root operating system account for installation. This choice provided the flexibility to use different execution accounts for different grid applications.

    Cluster administrator OS account

    We set the grid administrator OS account to egoadmin. We created this account in Lightweight Directory Access Protocol (LDAP) before we started the installation process.

    Installation directory

    The management node installation directory is on the following GPFS shared directory:

    /gpfs/fs1/symmaster

    The compute node installation directory is on the following GPFS shared directory:

    /gpfs/fs1/symcompute

    Shared directory and failover

    We configured a management node shared file system so that management node failover can be configured. The management node shared file system is on the following GPFS shared directory:

    /gpfs/fs1/symshare

     

    
      
        	
          Temporary NFS mount: The command that is used to configure the management node shared file system expects the location to be configured as an NFS mount. After configuration, this requirement no longer exists. To use the GPFS file system as the management node shared file system location, we temporarily mounted it as an NFS share and then unmounted it. GPFS is the preferred solution option for high-performance grids.

        
      

    

    Hosts

    We configured two managements hosts: i05n45 and i05n46. We decided to configure the first host as the master host and the second host as the master candidate for failover.

    The following servers are available for task execution purposes: i05n47, i05n48, i05n49, i05n50, i05n51, i05n52, i05n53, i05n54, and i05n55. These servers are to be configured as compute hosts.

    Each compute host has 12 cores that are installed. Therefore, a total of 132 cores exist in the grid and a maximum of 108 cores are available for workload processing.

    Database

    For large production clusters, we suggest that you use a commercial database to store reporting data. If you choose to enable the non-production database, you must choose the master host or any management host as the database host.

     

    
      
        	
          Requirement: The Advanced edition on 64-bit Linux hosts requires a database to support the Platform Management Console. If you do not set up a database (either a non-production database or an external database), you cannot perform these tasks: 

          •Generate reports (both Symphony and MapReduce)

          •View performance charts for MapReduce jobs

          •Configure rack and chassis by using rackconfig.sh and display rack view

        
      

    

    Ports

    The default base port that is used by Symphony is 7869. We suggest that you use the default value unless you have systems that run other services in that port. Remember that Symphony requires seven consecutive ports that start from the base port, for example, 7869 - 7875. Ensure that all ports in that range are available prior to installation.

     

    
      
        	
          Important: On all hosts in the cluster, you must have the same set of ports available.

        
      

    

    If you need to set a different base port, use the BASEPORT environment variable when you define the cluster properties for installation. For example, to use 17869 as the base port, define BASEPORT=17869 in the install.config file.

    Symphony also requires more ports for services and daemons. Table 5-3 describes the required ports for each service.

    Table 5-3   Additional port requirements

    
      
        	
          Service

        
        	
          Required ports

        
      

      
        	
          Web server

        
        	
          8080, 8005, and 8009

        
      

      
        	
          Service director

        
        	
          53

        
      

      
        	
          Web service

        
        	
          9090

        
      

      
        	
          Loader controller

        
        	
          4046

        
      

      
        	
          Derby database

        
        	
          1527

        
      

    

    Workload execution mode 

    At installation, it is necessary to decide whether a single user (non-root) is the primary user of the grid. If so, use the Simplified workload execution mode (WEM) approach where the Symphony applications run under one user account.

    Otherwise, to provide better flexibility to allow different applications and users to run applications from the grid, use the Advanced WEM approach. Symphony applications run under the workload execution account of the consumer, which is a configurable account. Different consumers can have different workload execution accounts.

    Do not let the Advanced name discourage this installation because the default values from Platform can run most workloads.

    Cluster name

    The default cluster name is cluster1. You must customize the installation if you want to specify your own unique cluster name. Do not use a valid host name as the cluster name.

     

    
      
        	
          Important: The cluster name is permanent; you cannot change it after you install.

        
      

    

    To specify the cluster name and not use cluster1, set the environment variable CLUSTERNAME=<Name>.

    Multi-head installations

    Symphony requires a configuration parameter named OVERWRITE_EGO_CONFIGURATION. If this parameter is set to Yes, which is (default = No), the Symphony default configuration overwrites the EGO configuration. For example, it overwrites EGO ConsumerTrees.xml, adds sd.xml in the EGO service conf directory, and overwrites the EGO Derby DB data files.

    If you plan a multi-head cluster (a cluster that runs both Symphony and IBM Platform Load Sharing Facility (LSF)), it is acceptable for IBM Platform LSF and Symphony workloads to share EGO resources in the cluster. In that case, we need to avoid overwriting the EGO configuration. For more details about multi-head installations, see 5.7, “Symphony and IBM Platform LSF multihead environment” on page 164.

    The environment that is planned in this section is single-headed, so we ensure that the variable OVERWRITE_EGO_CONFIGURATION is set to Yes. Table 5-4 shows the pre-installation checklist summary.

    Table 5-4   Example of pre-installation checklist for Symphony cluster planning

    
      
        	
          Requirement

        
        	
          Value

        
        	
          Comments

        
      

      
        	
          Installer OS account

        
        	
          root

        
        	
           

        
      

      
        	
          Cluster administrator OS account

        
        	
          egoadmin

        
        	
           

        
      

      
        	
          Installation directory for management hosts

        
        	
          /gpfs/fs1/symmaster/ego

        
        	
           

        
      

      
        	
          Installation directory for compute hosts

        
        	
          /gpfs/fs1/symcompute/ego

        
        	
           

        
      

      
        	
          Share directory for failover

        
        	
          /gpfs/fs1/symshare

        
        	
          Fully controlled by the cluster administrator and accessible from all management hosts.

        
      

      
        	
          Database

        
        	
          Derby

        
        	
          Non-production.

        
      

      
        	
          Base port

        
        	
          7869

        
        	
          Default value.

        
      

      
        	
          All required ports are available?

        
        	
          Yes

        
        	
           

        
      

      
        	
          Cluster name

        
        	
          symcluster

        
        	
           

        
      

      
        	
          Is this environment a multihead environment?

        
        	
          No

        
        	
          OVERWRITE_EGO_CONFIGURATION=Yes.

        
      

      
        	
          Workload execution mode

        
        	
          Advanced

        
        	
           

        
      

      
        	
          Java home directory

        
        	
          /usr/java/latest

        
        	
           

        
      

      
        	
          Master host

        
        	
          i05n45

        
        	
           

        
      

      
        	
          Additional management hosts

        
        	
          i05n46

        
        	
          Configured for failover.

        
      

      
        	
          File server hosts

        
        	
          i05n[67-68]

        
        	
          GPFS file system that is mounted on /gpfs/fs1 on all servers.

        
      

      
        	
          Database host

        
        	
          i05n45

        
        	
          Using Derby non-production database.

        
      

      
        	
          Compute hosts

        
        	
          i05n[47-55]

        
        	
          Each compute host has 12 cores installed.

        
      

    

    Software packages

    Ensure that you have all the required software packages and entitlement files available. The list that we used is shown in Table 5-5.

    Table 5-5   Software packages and entitlement file list

    
      
        	
          Type

        
        	
          File name

        
      

      
        	
          EGO package

        
        	
          ego-lnx26-lib23-x64-1.2.6.rpm

        
      

      
        	
          SOAM package

        
        	
          soam-lnx26-lib23-x64-5.2.0.rpm

        
      

      
        	
          EGO compute host package

        
        	
          egocomp-lnx26-lib23-x64-1.2.6.rpm

        
      

      
        	
          Entitlement file

        
        	
          platform_sym_adv_entitlement.dat

        
      

    

    5.5.2  Installation preferred practices

    This section provides some installation preferred practices for a Symphony environment.

    Shared installation directory for master and management hosts

    It is possible to share a common installation between hosts and avoid installing binaries on all hosts in the cluster, if you have a shared parallel file system environment, such as GPFS. This shared parallel file system environment is useful and time-saving, especially on large clusters. Next, we describe the steps to install the necessary packages for the master and management node on /gpfs/fs1/symmaster/ego.

     

    
      
        	
          Reference diagrams: If you are not using a shared file system, see the diagrams “Install on the Master Host” and “Add a Management Host” in the document Overview: Installing Your IBM Platform Symphony Cluster, GC22-5367-00. You need to install the EGO and SOAM packages locally on each additional management host that you want to add to the cluster.

        
      

    

    Properties file

    To define cluster properties in a file, we created a simple text file install.config and entered each variable on a new line. Example 5-1 shows the variables, which are used for the installation in our master host, that are based on the pre-installation decisions that are summarized on Table 5-4 on page 138.

    Example 5-1   Contents of our install.config file for Symphony master host installation
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    DERBY_DB_HOST=i05n45

    CLUSTERNAME=symcluster

    OVERWRITE_EGO_CONFIGURATION=yes

    JAVA_HOME=/gpfs/fs1/java/latest

    CLUSTERADMIN=egoadmin

    SIMPLIFIEDWEM=N
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    RPM Package Manager database on shared directories

    On Linux, the IBM Platform Symphony installation is done through RPM Package Manager (RPM):

    http://www.rpm.org/

    The EGO package is required to be installed before the SOAM package. It is important to keep a consistent rpm database to avoid dependency problems during installation.

    When you install Symphony on a shared file system, manually initialize an rpm database to be used by the rpm installation. We suggest that you create the rpm database on the same directory structure that is dedicated for the installation binaries.

    Even if you choose to install by using the .bin file that is provided by the platform, it also extracts rpm files and requires that you have an rpm database. Here is a sample command to initialize an rpm database on /gpfs/fs1/symmaster/rpmdb:

    /bin/rpm --initdb --dbpath /gpfs/fs1/symmaster/rpmdb

    RPM installation

    First, we copy our install.config file to /tmp and initialize the rpm database on /gpfs/fs1/symmaster. Then, we run the rpm install command, overriding the default rpmdb path using --dbpath and passing the ego installation path on the shared directory by using --prefix. We first install the EGO package and then the SOAM package.

    Example 5-2 shows the output from the Symphony Master host installation on our cluster. It also describes the rpmdb preparation step that we described earlier.

    Example 5-2   Master host installation

    [image: ]

    [root@i05n45 /]# rpm --initdb --dbpath /gpfs/fs1/symmaster/rpmdb

    [root@i05n45 /]# rpm --dbpath /gpfs/fs1/symmaster/rpmdb -ivh --prefix /gpfs/fs1/symmaster/ego ego-lnx26-lib23-x64-1.2.6.rpm

    Preparing...		    ########################################### [100%]

     

    A cluster properties configuration file is present: /tmp/install.config.  Parameter settings from this file may be applied during installation.

     

    The installation will be processed using the following settings:

    Workload Execution Mode (WEM): Advanced

    Cluster Administrator: egoadmin

    Cluster Name: symcluster

    Installation Directory: /gpfs/fs1/symmaster/ego

    Connection Base Port: 7869

     

       1:ego-lnx26-lib23-x64    ########################################### [100%]

     

     

    Platform EGO 1.2.6 is installed successfully.

    Install the SOAM package to complete the installation process. Source the environment and run the <egoconfig> command to complete the setup after installing the SOAM package.

     

     

    [root@i05n45 /]# rpm --dbpath /gpfs/fs1/symmaster/rpmdb -ivh --prefix /gpfs/fs1/symmaster/ego soam-lnx26-lib23-x64-5.2.0.rpm

    Preparing...		    ########################################### [100%]

     

       1:soam-lnx26-lib23-x64   ########################################### [100%]

     

     

    IBM Platform Symphony 5.2.0 is installed at /gpfs/fs1/symmaster/ego.

    Symphony cannot work properly if the cluster configuration is not correct.

    After you install Symphony on all hosts, log on to the Platform Management

    Console as cluster administrator and run the cluster configuration wizard

    to complete the installation process.
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    Configuring the master host

    The cluster administrator user on our configuration is egoadmin. To run egoconfig and complete the cluster configuration, it is necessary to log in as egoadmin. The configuration procedure is shown on Example 5-3.

    Example 5-3   Running egoconfig to complete the cluster configuration
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    [egoadmin@i05n45 ~]$ . /gpfs/fs1/symmaster/ego/profile.platform

    [egoadmin@i05n45 ~]$ egoconfig join i05n45

    You are about to create a new cluster with this host as the master host.  Do you want to continue? [y/n]y

    A new cluster <symcluster> has been created. The host <i05n45> is the master host.

    Run <egoconfig setentitlement "entitlementfile"> before using the cluster.

    [egoadmin@i05n45 ~]$ egoconfig setentitlement /gpfs/fs1/install/Symphony/platform_sym_adv_entitlement.dat

    Successfully set entitlement.
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    Configuring the shared management directory for failover

    When you configure the shared management directory for failover, the cluster uses configuration files under the shared directory EGO_CONFDIR=share_dir/kernel/conf. Use the command egoconfig mghost to set up the correct value of share_dir.

     

    
      
        	
          EGO_CONFDIR: The value of the environment variable EGO_CONFDIR changes if the cluster keeps configuration files on a shared file system. When user documentation refers to this environment variable, substitute the correct directory.

        
      

    

    Example 5-4 shows an example of how egoconfig expects the location of the shared directory to be configured as an NFS mount. We tried to run the command by passing the GPFS mounted location and it fails.

    Example 5-4   Output error from egoconfig
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    [egoadmin@i05n45 ~]$ egoconfig mghost /gpfs/fs1/symshare

    This host will use configuration files on a shared directory.  Do you want to continue? [y/n]y

    Warning: stop all cluster services managed by EGO before you run egoconfig. Do you want to continue? [y/n]y

    mkdir: cannot create directory `/gpfs/fs1/symshare/kernel': Permission denied

    mkdir: cannot create directory `/gpfs/fs1/symshare/kernel': Permission denied

    Error when disposing the config files

    Command failed.
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    On Example 5-5, we run the same command after we mount the same location also as an NFS mount. The configuration is now successful. After configuration, the NFS mount is not a requirement and we can unmount the NFS share.

    Example 5-5   Configuring the shared configuration directory on GPFS by using an NFS mount
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    [egoadmin@i05n45 ~]$ egoconfig mghost /gpfs/fs1/symshare

    This host will use configuration files on a shared directory.  Do you want to continue? [y/n]y

    Warning: stop all cluster services managed by EGO before you run egoconfig. Do you want to continue? [y/n]y

    The shared configuration directory is /gpfs/fs1/symshare/kernel/conf. You must reset your environment before you can run any more EGO commands. Source the environment /gpfs/fs1/symmaster/ego/cshrc.platform or /gpfs/fs1/symmaster/ego/profile.platform again.
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    Enabling secure shell

    It is possible to configure EGO to allow the egosh command to use Secure Shell (SSH) to start the cluster instead of Remote Shell (RSH). Grant root privileges to a cluster administrator. Enable SSH on the host from which you want to run egosh commands.

    To enable SSH, perform the following configuration.

    Define or edit the EGO_RSH parameter in $EGO_CONFDIR/ego.conf on the host from which you want to run the egosh command, for example:

    EGO_RSH="ssh -o ’PasswordAuthentication no’ -o ’StrictHostKeyChecking no’"

    If you want to revert to RSH usage, remove the new line in ego.conf or update it:

    EGO_RSH=rsh

     

    
      
        	
          Important: The user account of the user who starts the cluster must be able to run the ssh commands across all hosts. 

        
      

    

    Example 5-6 shows the content of the ego.conf that is at the shared configuration directory /gpfs/fs1/symshare/kernel/conf/. We introduced a new variable EGO_RSH=ssh to configure EGO to use ssh start processes on other hosts in the cluster.

    Example 5-6   Modified ego.conf
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    # $Id: TMPL.ego.conf,v 1.7.56.1.86.3.2.2.18.1 2012/03/20 07:59:18 qzhong Exp $

    # EGO kernel parameters configuration file

    #

     

    # EGO master candidate host

    EGO_MASTER_LIST="i05n45"

     

    # EGO daemon port number

    EGO_LIM_PORT=7869

    EGO_KD_PORT=7870

    EGO_PEM_PORT=7871

     

    # EGO working and logging directory

    EGO_WORKDIR=/gpfs/fs1/symshare/kernel/work

    EGO_LOGDIR=/gpfs/fs1/symmaster/ego/kernel/log

     

    # EGO log mask

    EGO_LOG_MASK=LOG_NOTICE

     

    # EGO service directory

    EGO_ESRVDIR=/gpfs/fs1/symshare/eservice

     

    # EGO security configuration

    EGO_SEC_PLUGIN=sec_ego_default

    EGO_SEC_CONF=/gpfs/fs1/symshare/kernel/conf

     

    # EGO event configuration

    #EGO_EVENT_MASK=LOG_INFO

    #EGO_EVENT_PLUGIN=eventplugin_snmp[SINK=host,MIBDIRS=/gpfs/fs1/symmaster/ego/kernel/conf/mibs]

     

    # EGO audit log configuration

    EGO_AUDIT_LOG=N

    EGO_AUDIT_LOGDIR=/gpfs/fs1/symmaster/ego/audits

     

    # Parameters related to dynamic adding/removing host

     

    EGO_DYNAMIC_HOST_WAIT_TIME=60

     

    EGO_ENTITLEMENT_FILE=/gpfs/fs1/symshare/kernel/conf/sym.entitlement

     

    # EGO resource allocation policy configuration

    EGO_ADJUST_SHARE_TO_WORKLOAD=Y

    EGO_RECLAIM_FROM_SIBLINGS=Y

    EGO_VERSION=1.2.6

     

    EGO_RSH=ssh
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          Configure SSH correctly: SSH must be configured correctly on all hosts. If the egosh command fails due to improper SSH configuration, the command is automatically retried by using RSH.

        
      

    

    Starting services

    Symphony provides a script to configure the automatic startup of EGO-related services during system initialization. First, set up your environment variables, then run egosetrc.sh (as root user) to enable automatic start-up.

    There is also a pre-built script to grant root privileges to the cluster administrator user that is defined during installation. Run egosetsudoers.sh (as root user) to generate or update the /etc/ego.sudoers file.

    The procedure to display the complete cluster is shown in Example 5-7, including simple test commands that can be used to check whether the services are up and running. For the full list of ego commands, see IBM Platform Symphony Reference, SC22-5371-00.

    Example 5-7   Cluster start procedure 
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    [egoadmin@i05n45 ~]$ . /gpfs/fs1/symmaster/ego/profile.platform

    [egoadmin@i05n45 ~]$ egosh ego start

    Start up LIM on <i05n45.pbm.ihost.com> ...... done

    [egoadmin@i05n45 ~]$ egosh ego info

    Cluster name            : symcluster

    EGO master host name    : i05n45.pbm.ihost.com

    EGO master version      : 1.2.6

    [egoadmin@i05n45 ~]$ egosh resource list

    NAME     status       mem    swp    tmp   ut    it    pg   r1m  r15s  r15m  ls

    i05n45.* ok           46G  4095M  3690M   0%     6   0.0   0.2   0.3   0.1   1

    [egoadmin@i05n45 ~]$ egosh service list

    SERVICE  STATE    ALLOC CONSUMER RGROUP RESOURCE SLOTS SEQ_NO INST_STATE ACTI

    WEBGUI   STARTED  1     /Manage* Manag* i05n45.* 1     1      RUN        1

    plc      STARTED  2     /Manage* Manag* i05n45.* 1     1      RUN        2

    derbydb  STARTED  3     /Manage* Manag* i05n45.* 1     1      RUN        3

    purger   STARTED  4     /Manage* Manag* i05n45.* 1     1      RUN        4

    NameNode DEFINED        /HDFS/N*

    DataNode DEFINED        /HDFS/D*

    MRSS     ALLOCAT* 5     /Comput* MapRe*

    Seconda* DEFINED        /HDFS/S*

    WebServ* STARTED  8     /Manage* Manag* i05n45.* 1     1      RUN        7

    RS       STARTED  6     /Manage* Manag* i05n45.* 1     1      RUN        5

    Service* STARTED  7     /Manage* Manag* i05n45.* 1     1      RUN        6
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    Adding a management host

    The procedure to add more management hosts is quick and straightforward with a shared installation directory, on a shared file system environment, such as GPFS. Next, we describe the steps to set up a management host as the master candidate in our cluster.

    First, log in as the cluster administrator user on the host that you want to add as a management host. Ensure that all port requirements that are listed in “Pre-installation checklist” on page 136 are satisfied before you proceed. Example 5-8 shows the procedure that we followed to add i05n46 as a management host in our cluster and to configure it as a master host candidate for failover.

     

    
      
        	
          Remember: As explained in “Configuring the shared management directory for failover” on page 141, the shared directory location for failover must be mounted as an NFS share before you run the egoconfig mghost command. 

        
      

    

    Example 5-8   Add i05n46 as master host candidate
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    [egoadmin@i05n46 ~]$ . /gpfs/fs1/symmaster/ego/profile.platform

    [egoadmin@i05n46 ~]$ egoconfig mghost /gpfs/fs1/symshare

    This host will use configuration files on a shared directory.  Do you want to continue? [y/n]y

    Warning: stop all cluster services managed by EGO before you run egoconfig. Do you want to continue? [y/n]y

    The shared configuration directory is /gpfs/fs1/symshare/kernel/conf. You must reset your environment before you can run any more EGO commands. Source the environment /gpfs/fs1/symmaster/ego/cshrc.platform or /gpfs/fs1/symmaster/ego/profile.platform again.

    [egoadmin@i05n46 ~]$ . /gpfs/fs1/symmaster/ego/profile.platform

    [egoadmin@i05n46 ~]$ egosh ego start

    Start up LIM on <i05n46.pbm.ihost.com> ...... done

    [egoadmin@i05n46 ~]$ egosh ego info

    Cluster name            : symcluster

    EGO master host name    : i05n45.pbm.ihost.com

    EGO master version      : 1.2.6

    [egoadmin@i05n46 ~]$ egoconfig masterlist i05n45,i05n46

     

    The master host failover order is i05n45,i05n46. To make changes take effect, restart EGO on the master host with the command egosh ego restart.
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    After we restart EGO on the master host (i05n45) and the changes take effect, the new management host appears on the resource list as shown on Example 5-9.

    Example 5-9   Master and master candidate are shown on the cluster resource list

    [image: ]

    [egoadmin@i05n45 ~]$ egosh resource list

    NAME     status       mem    swp    tmp   ut    it    pg   r1m  r15s  r15m  ls

    i05n45.* ok           46G  4095M  3690M   0%     6   0.0   0.2   0.3   0.1   1

    i05n46.* ok           43G  4094M  3690M   0%   214   0.0   0.0   0.0   0.0   0
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    Shared installation directory for compute hosts

    We also suggest that you use a shared common installation directory for compute hosts to avoid installing binaries on all compute hosts in the cluster. Next, we describe the steps to install the necessary packages for compute hosts on /gpfs/fs1/symcompute/ego.

     

    
      
        	
          Resource for using a non-shared file system: If you are not using a shared file system, see the diagram “Add a Compute Host and Test” in Overview: Installing Your IBM Platform Symphony Cluster, GC22-5367-00.

        
      

    

    Properties file

    Example 5-10 shows the contents of our install.config file.

    Example 5-10   Contents of our install.config file for Symphony compute host installation
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    CLUSTERNAME=symcluster

    OVERWRITE_EGO_CONFIGURATION=yes

    JAVA_HOME=/gpfs/fs1/java/latest

    CLUSTERADMIN=egoadmin

    SIMPLIFIEDWEM=N[image: ]

    RPM installation

    First, we copy our install.config file to /tmp and initialize the rpm database on /gpfs/fs1/symcompute. Then, we run the rpm install command, overriding the default rpmdb path by using --dbpath and passing the EGO installation path on the shared directory by using --prefix. We first install the EGO compute host package and then the SOAM package.

    Example 5-11 shows the output from the Symphony compute host package installation on our cluster.

    Example 5-11   Compute host installation
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    [root@i05n52 /]# rpm --initdb --dbpath /gpfs/fs1/symcompute/rpmdb

    [root@i05n52 /]# rpm --dbpath /gpfs/fs1/symcompute/rpmdb -ivh --prefix /gpfs/fs1/symcompute/ego egocomp-lnx26-lib23-x64-1.2.6.rpm

    Preparing...		    ########################################### [100%]

     

    A cluster properties configuration file is present: /tmp/install.config.  Parameter settings from this file may be applied during installation.

     

    The installation will be processed using the following settings:

    Workload Execution Mode (WEM): Advanced

    Cluster Administrator: egoadmin

    Cluster Name: symcluster

    Installation Directory: /gpfs/fs1/symcompute/ego

    Connection Base Port: 7869

     

       1:egocomp-lnx26-lib23-x64    ########################################### [100%]

     

     

    Platform EGO 1.2.6 (compute host package) is installed at /gpfs/fs1/symcompute/ego.

     

    Remember to use the egoconfig command to complete the setup process.

     

    [root@i05n45 /]# rpm --dbpath /gpfs/fs1/symcompute/rpmdb -ivh --prefix /gpfs/fs1/symcompute/ego soam-lnx26-lib23-x64-5.2.0.rpm

    Preparing...		    ########################################### [100%]

     

       1:soam-lnx26-lib23-x64   ########################################### [100%]

     

     

    IBM Platform Symphony 5.2.0 is installed at /gpfs/fs1/symcompute/ego.

    Symphony cannot work properly if the cluster configuration is not correct.

    After you install Symphony on all hosts, log on to the Platform Management

    Console as cluster administrator and run the cluster configuration wizard

    to complete the installation process.
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    Add compute hosts

    We show on Example 5-12 the process to add i05n52 as a compute host to our cluster.

    Example 5-12   Adding i05n52 as a compute host to the cluster
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    [egoadmin@i05n52 ~]$ egoconfig join i05n45

    You are about to join this host to a cluster with master host i05n45.  Do you want to continue? [y/n]y

     

    The host i05n52 has joined the cluster symcluster.

    [egoadmin@i05n52 ~]$ egosh ego start

     

    Start up LIM on <i05n52.pbm.ihost.com> ...... done

    [egoadmin@i05n52 ~]$ egosh ego info

    Cluster name            : symcluster

    EGO master host name    : i05n45.pbm.ihost.com

    EGO master version      : 1.2.6

    [egoadmin@i05n52 ~]$ egosh resource list

    NAME     status       mem    swp    tmp   ut    it    pg   r1m  r15s  r15m  ls

    i05n45.* ok           45G  4096M  3691M   1%     0   0.0   0.7   0.3   0.2   3

    i05n46.* ok           43G  4094M  3690M   0%   214   0.0   0.0   0.0   0.0   0

    i05n52.* ok           46G  4094M  3690M   4%     1   0.0   0.8   0.3   0.2   1
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    We can optimize the process of adding new compute nodes to the cluster by using Parallel Distribute Shell (pdsh) to start LIM on several compute nodes. Pdsh is a remote shell client that executes commands on multiple remote hosts in parallel:

    http://pdsh.googlecode.com/

    On Example 5-13, we source the Symphony environment variables and start LIM on the rest of the compute hosts on our cluster by using a single pdsh command.

    Example 5-13   Starting the compute hosts
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    [root@i05n52 .ssh]# pdsh -w i05n[47-51,53] ". /gpfs/fs1/symcompute/ego/profile.platform; egosh ego start"

    i05n53: Start up LIM on <i05n53.pbm.ihost.com> ...... done

    i05n51: Start up LIM on <i05n51.pbm.ihost.com> ...... done

    i05n47: Start up LIM on <i05n47.pbm.ihost.com> ...... done

    i05n50: Start up LIM on <i05n50.pbm.ihost.com> ...... done

    i05n48: Start up LIM on <i05n48.pbm.ihost.com> ...... done

    i05n49: Start up LIM on <i05n49.pbm.ihost.com> ...... done
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          Important: It is not necessary to run egoconfig join on all hosts when you use a shared installation directory because they share a common EGO configuration. 

        
      

    

    Hadoop preparation

    In our environment, we use the open source Apache Hadoop distribution for testing and demonstration. However, IBM Platform Symphony MapReduce integrates also with IBM InfoSphere BigInsights and other commercial Hadoop implementations. In this section, we describe the preparation for Apache Hadoop version 1.0.1.

    The installation and configuration of the MapReduce Framework of Symphony requires a functioning Hadoop cluster setup. Verify the following preparation. 

    For the Hadoop version, IBM Platform Symphony v5.2 MapReduce Framework supports the following Hadoop versions: 

    •1.0.1

    •1.0.0

    •0.21.0

    •0.20.2

    •0.20.203

    •0.20.204

    For the Hadoop node layout, in our testing environment, we selected the following nodes:

    •i05n45: NameNode and JobTracker

    •i05n46: SecondaryNameNode

    •i05n47, i05n48, and i05n49: DataNodes

    The NameNode and SecondaryNameNode run on the management nodes of the Symphony cluster. This selection is intentional because it is a requirement to later enable HA for those services.

    For the installation paths, to take advantage of the GPFS that is installed in our cluster setup, the Hadoop installation has the following layout:

    •Installation binaries and shared directory for NameNode HA: /gpfs/fs1/hadoop (see Example 5-14 on page 148)

    Example 5-14   Shared Hadoop directories

    [image: ]

    # ls -ld /gpfs/fs1/hadoop/

    drwxr-xr-x 5 hadoop itso 8192 Jul 26 09:52 /gpfs/fs1/hadoop/

    # ls -ld /gpfs/fs1/hadoop/shared

    drwxr-xr-x 3 lsfadmin itso 8192 Jul 25 12:03 /gpfs/fs1/hadoop/shared
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    •Local configuration (see Example 5-15), Hadoop and Symphony MapReduce logs, and data directory for all Hadoop nodes: /var/hadoop/

    Example 5-15   Local directory for Hadoop nodes
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    # pdsh -w i05n[45-49] ls -ld /var/hadoop/

    i05n48: drwxr-xr-x 6 lsfadmin root 4096 Aug  2 09:59 /var/hadoop/

    i05n46: drwxr-xr-x 6 lsfadmin root 4096 Aug  2 09:59 /var/hadoop/

    i05n45: drwxr-xr-x 6 lsfadmin root 4096 Aug  2 10:06 /var/hadoop/

    i05n49: drwxr-xr-x 6 lsfadmin root 4096 Aug  2 09:59 /var/hadoop/

    i05n47: drwxr-xr-x 6 lsfadmin root 4096 Aug  2 09:59 /var/hadoop/
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    •Java installation (see Example 5-16): /gpfs/fs1/java/latest

    We installed Java Development Kit (JDK) 1.6.0_25 because 1.6.0_21 or higher is required.

    Example 5-16   JDK installation
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    $ ls -l /gpfs/fs1/java/

    total 56

    rwxr-xr-x  9 root root  8192 Feb  4 23:19 jdk1.6.0_25

    lrwxrwxrwx  1 root root    12 Jul 23 16:51 latest -> jdk1.6.0_25/
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    For the installation owner, it is possible to have a dedicated user for the Hadoop installation (for example, hadoop). However, to implement the HA features that IBM Platform Symphony MapReduce Framework provides, it is necessary that the owner of the Hadoop is the same as the administrator user in Symphony, in this case, lsfadmin.

    After all of the preparation is verified, we proceed with the installation and configuration of Hadoop. Follow these steps:

    1.	Unpack the downloaded package as shown in Example 5-17.

    Example 5-17   Unpacking Hadoop

    [image: ]# cd /gpfs/fs1/hadoop

    # tar zxf /gpfs/fs1/install/Hadoop/hadoop-1.0.1.tar.gz 

    # ln -s hadoop-1.0.1/ current/
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    Because we are using a shared Hadoop installation, we prepare the basic configuration for all nodes. Then, we have to customize some configuration files for specifics of the NameNode.

    2.	To use the local file system for temporary data and to define the NameNode host, we edit core-site.xml (contents are shown in Example 5-18).

    Example 5-18   Contents of core-site.xml
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    <?xml version="1.0" ?>

    <?xml-stylesheet type="text/xsl" href="configuration.xsl"?><!-- Put site-specific property overrides in this file. --><

    configuration>

    <property>

        <name>hadoop.tmp.dir</name>

        <value>/var/hadoop/data/tmp</value>

    </property> 

    <property>

        <name>fs.default.name</name>

        <!-- NameNode host -->

        <value>hdfs://i05n45.pbm.ihost.com:9000/</value>

    </property>

    </configuration>
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    3.	The NameNode directory is stored in the shared file system because of the requirements to make the service highly available by Symphony EGO (this configuration is explained later in this chapter). The data store for each DataNode is under a local file system and the replication level is two for our test environment. In production environments, the replication level is normally three. Example 5-19 show the contents of hdfs-site.xml.

    Example 5-19   Contents of hdfs-site.xml
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    <?xml version="1.0"?>

    <?xml-stylesheet type="text/xsl" href="configuration.xsl"?>

     

    <!-- Put site-specific property overrides in this file. -->

     

    <configuration>

    <property>

        <name>dfs.name.dir</name>

        <value>/gpfs/fs1/hadoop/shared/data/dfs/name</value>

    </property>

    <property>

        <name>dfs.data.dir</name>

        <value>/var/hadoop/data/dfs/data</value>

    </property>

    <property>

        <name>dfs.replication</name>

        <value>2</value>

    </property>

    </configuration>
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    4.	To define the JobTracker node and map and to reduce the tasks per node, we edit mapred-site.xml. The mapred-site.xml content is shown in Example 5-20.

    Example 5-20   Contents of mapred-site.xml
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    <?xml version="1.0"?>

    <?xml-stylesheet type="text/xsl" href="configuration.xsl"?>

     

    <!-- Put site-specific property overrides in this file. -->

     

    <configuration>

    <property>

        <name>mapred.job.tracker</name>

        <value>i05n45:9001</value>

    </property>

    <property>

        <name>mapred.tasktracker.map.tasks.maximum</name>

        <value>7</value>

    </property>

    <property>

        <name>mapred.tasktracker.reduce.tasks.maximum</name>

        <value>3</value>

    </property>

    </configuration>
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    5.	We copy the configuration that we created to the local directories of all nodes, rename the original configuration directory, and then symlink it to the local configuration directory. We use the commands that are shown in Example 5-21.

    Example 5-21   Configuration directories setup
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    # pdsh -i i05n[45-49] cp -r /gpfs/fs1/hadoop/current/conf /var/hadoop/

    # mv /gpfs/fs1/hadoop/current/conf /gpfs/fs1/hadoop/current/conf.orig

    # ln -s /var/hadoop/conf /gpfs/fs1/hadoop/current/
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    6.	Only for NameNode i05n45, we modify the slaves and masters files to specify DataNodes and SecondaryNameNode as shown in Example 5-22.

    Example 5-22   Slaves and masters files
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    # hostname

    i05n45

    # cat /var/hadoop/conf/masters 

    i05n46

    # cat /var/hadoop/conf/slaves 

    i05n47

    i05n48

    i05n49
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    7.	To start using Hadoop, we log in as the same administrative user for the Symphony cluster lsfadmin. Before we attempt any Hadoop command or job, we ensure that the following environment variables are set in the profile of the user. We either log out and log in or source the file (see Example 5-23).

    Example 5-23   Profile environment variables for Hadoop
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    [lsfadmin@i05n45 ~]$ pwd

    /home/lsfadmin

    [lsfadmin@i05n45 ~]$ cat .bashrc 

    # .bashrc

     

    # Source global definitions

    if [ -f /etc/bashrc ]; then

    	. /etc/bashrc

    fi

     

    # User-specific aliases and functions

    export JAVA_HOME=/gpfs/fs1/java/latest

    export PATH=$JAVA_HOME/bin:$JAVA_HOME/jre/bin:$PATH:/gpfs/fs1/hadoop/current/bin

    export HADOOP_VERSION=1_0_0
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    On previous Hadoop versions, you need to define the variable HADOOP_HOME but it is not needed for version 1.0.1. Otherwise, you see a warning message as shown in Example 5-24 on page 151, which can be ignored.

    Example 5-24   HADOOP_HOME warning message
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    [lsfadmin@i05n45 ~]$ hadoop 

    Warning: $HADOOP_HOME is deprecated.

    ...
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    8.	We then format the HDFS. The output of that command is displayed in Example 5-25.

    Example 5-25   HDFS format output

    [image: ]

    [lsfadmin@i05n45 ~]$ hadoop namenode -format

    12/08/03 16:37:06 INFO namenode.NameNode: STARTUP_MSG: 

    /************************************************************

    STARTUP_MSG: Starting NameNode

    STARTUP_MSG:   host = i05n45/129.40.126.45

    STARTUP_MSG:   args = [-format]

    STARTUP_MSG:   version = 1.0.1

    STARTUP_MSG:   build = https://svn.apache.org/repos/asf/hadoop/common/branches/branch-1.0 -r 1243785; compiled by 'hortonfo' on Tue Feb 14 08:15:38 UTC 2012

    ************************************************************/

    12/08/03 16:37:06 INFO util.GSet: VM type       = 64-bit

    12/08/03 16:37:06 INFO util.GSet: 2% max memory = 17.77875 MB

    12/08/03 16:37:06 INFO util.GSet: capacity      = 2^21 = 2097152 entries

    12/08/03 16:37:06 INFO util.GSet: recommended=2097152, actual=2097152

    12/08/03 16:37:06 INFO namenode.FSNamesystem: fsOwner=lsfadmin

    12/08/03 16:37:06 INFO namenode.FSNamesystem: supergroup=supergroup

    12/08/03 16:37:06 INFO namenode.FSNamesystem: isPermissionEnabled=true

    12/08/03 16:37:06 INFO namenode.FSNamesystem: dfs.block.invalidate.limit=100

    12/08/03 16:37:06 INFO namenode.FSNamesystem: isAccessTokenEnabled=false accessKeyUpdateInterval=0 min(s), accessTokenLifetime=0 min(s)

    12/08/03 16:37:06 INFO namenode.NameNode: Caching file names occurring more than 10 times 

    12/08/03 16:37:07 INFO common.Storage: Image file of size 114 saved in 0 seconds.

    12/08/03 16:37:07 INFO common.Storage: Storage directory /gpfs/fs1/hadoop/shared/data/dfs/name has been successfully formatted.

    12/08/03 16:37:07 INFO namenode.NameNode: SHUTDOWN_MSG: 

    /************************************************************

    SHUTDOWN_MSG: Shutting down NameNode at i05n45/129.40.126.45

    ************************************************************/
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    Now, everything is ready so we proceed to the start-up of the Hadoop cluster and perform a test. The output is shown in Example 5-26.

    Example 5-26   Hadoop start-up and test
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    [lsfadmin@i05n45 ~]$ start-all.sh 

    starting namenode, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-namenode-i05n45.out

    i05n48: starting datanode, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-datanode-i05n48.out

    i05n49: starting datanode, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-datanode-i05n49.out

    i05n47: starting datanode, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-datanode-i05n47.out

    i05n46: starting secondarynamenode, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-secondarynamenode-i05n46.out

    starting jobtracker, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-jobtracker-i05n45.out

    i05n49: starting tasktracker, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-tasktracker-i05n49.out

    i05n48: starting tasktracker, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-tasktracker-i05n48.out

    i05n47: starting tasktracker, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-tasktracker-i05n47.out

    i05n49: starting tasktracker, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-tasktracker-i05n49.out

    i05n48: starting tasktracker, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-tasktracker-i05n48.out

    i05n47: starting tasktracker, logging to /gpfs/fs1/hadoop/hadoop-1.0.1/libexec/../logs/hadoop-lsfadmin-tasktracker-i05n47.out

     

    [lsfadmin@i05n45 ~]$ mkdir tmp

    [lsfadmin@i05n45 ~]$ for i in `seq 1 50`; do cat /etc/services >> tmp/infile ;done

    [lsfadmin@i05n45 ~]$ for i in `seq 1 50`; do hadoop fs -put tmp/infile input/infile$i; done

    [lsfadmin@i05n45 ~]$ hadoop jar /gpfs/fs1/hadoop/current/hadoop-examples-1.0.1.jar wordcount /user/lsfadmin/input /user/lsfadmin/output

    ****hdfs://i05n45.pbm.ihost.com:9000/user/lsfadmin/input

    12/08/03 16:45:10 INFO input.FileInputFormat: Total input paths to process : 50

    12/08/03 16:45:11 INFO mapred.JobClient: Running job: job_201208031639_0001

    12/08/03 16:45:12 INFO mapred.JobClient:  map 0% reduce 0%

    12/08/03 16:45:29 INFO mapred.JobClient:  map 28% reduce 0%

    12/08/03 16:45:32 INFO mapred.JobClient:  map 41% reduce 0%

    12/08/03 16:45:35 INFO mapred.JobClient:  map 42% reduce 0%

    ...

    12/08/03 16:46:04 INFO mapred.JobClient:     Reduce output records=21847

    12/08/03 16:46:04 INFO mapred.JobClient:     Virtual memory (bytes) snapshot=145148067840

    12/08/03 16:46:04 INFO mapred.JobClient:     Map output records=145260000

    [image: ]

    Symphony MapReduce configuration

    We now have a regular Hadoop cluster and no integration has occurred with the MapReduce Framework of Symphony. If during the installation, you did not define the Hadoop-related environment variables HADOOP_HOME and HADOOP_VERSION (which is the case in our test environment), you have to add the Hadoop settings to Symphony. Ensure that the contents of the $PMR_HOME/conf/pmr-env.sh in the job submission node (in our case, the master Symphony node i05n45) are as shown in Example 5-27 on page 153.

    Example 5-27   Contents for $PMR_HOME/conf/pmr-env.sh
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    export HADOOP_HOME=/gpfs/fs1/hadoop/current

    export JAVA_HOME=/gpfs/fs1/java/latest

    export HADOOP_VERSION=1_0_0

    export PMR_EXTERNAL_CONFIG_PATH=${HADOOP_HOME}/conf

    export JVM_OPTIONS=-Xmx512m

    export PMR_SERVICE_DEBUG_PORT=

    export PMR_MRSS_SHUFFLE_CLIENT_PORT=17879

    export PMR_MRSS_SHUFFLE_DATA_WRITE_PORT=17881

    export PYTHON_PATH=/bin:/usr/bin:/usr/local/bin

    export PATH=${PATH}:${JAVA_HOME}/bin:${PYTHON_PATH}

    export USER_CLASSPATH=

    export JAVA_LIBRARY_PATH=${HADOOP_HOME}/lib/native/Linux-amd64-64/:${HADOOP_HOME}/lib/native/Linux-i386-32/
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    In Example 5-27, notice the lines in bold, which are the lines that change. Ensure that you correctly substitute references of @HADOOP_HOME@ with ${HADOOP_HOME}. The HADOOP_VERSION is set to 1_0_0, but we use version 1.0.1. To inform Symphony that the version is either 1.0.0 or 1.0.1, we set this value to 1_0_0. 

    We use a shared installation of the Symphony binaries, and we have to configure the work directory to be local to each compute node. To do so, in the management console, click MapReduce workload (in the Quick Links section). Then, go to MapReduce Applications → MapReduce5.2 → Modify → Operating System Definition and set the field Work Directory to /var/hadoop/pmr/work/${SUB_WORK_DIR}. Ensure that the directory exists on each node of the cluster and is writable by lsfadmin. See Example 5-28.

    Example 5-28   Local work directory for Symphony MapReduce tasks
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    # pdsh -w i05n[45-49] mkdir -p /var/hadoop/pmr/work/

    # pdsh -w i05n[45-49] chown -R lsfadmin /var/hadoop/pmr/work
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    Restart the MapReduce application so that the new configuration takes effect with the commands soamcontrol app disable MapReduce5.2 and then soamcontrol app enable MapReduce5.2.

    With this configuration now, Hadoop is under control of the Symphony MapReduce service and all Symphony scheduling capabilities apply. We can now run jobs via the Symphony MapReduce submission command mrsh or the job submission GUI in the management console (5.6, “Sample workload scenarios” on page 156).

    HA configuration for HDFS NameNode

    Symphony has the ability to provide HA for the NameNode of a Hadoop cluster through the EGO system services facility, which run HDFS daemons as services. To configure the services, follow these steps:

    1.	Correctly configure NameNode and SecondaryNameNode in HDFS.

    We addressed this step in “Hadoop preparation” on page 147, so there are no additional steps to perform.

    2.	Configure NameNode and SecondaryNameNode as management hosts in the Symphony cluster.

    When we planned the Hadoop installation, we intentionally selected the Symphony master and master candidate hosts as NameNode and SecondaryNameNode, so there are no further actions to comply with this requirement.

    3.	Set the variable PMR_HDFS_PORT within pmr-env.sh and restart the MapReduce application.

    We selected port 9000 for the NameNode so the pmr-env.sh file under $PMR_HOME/conf looks like Example 5-29.

    Example 5-29   Contents for $PMR_HOME/conf/pmr-env.sh
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    export HADOOP_HOME=/gpfs/fs1/hadoop/current

    export JAVA_HOME=/gpfs/fs1/java/latest

    export HADOOP_VERSION=1_0_0

    export PMR_EXTERNAL_CONFIG_PATH=${HADOOP_HOME}/conf

    export JVM_OPTIONS=-Xmx512m

    export PMR_SERVICE_DEBUG_PORT=

    export PMR_MRSS_SHUFFLE_CLIENT_PORT=17879

    export PMR_MRSS_SHUFFLE_DATA_WRITE_PORT=17881

    export PYTHON_PATH=/bin:/usr/bin:/usr/local/bin

    export PATH=${PATH}:${JAVA_HOME}/bin:${PYTHON_PATH}

    export USER_CLASSPATH=

    export JAVA_LIBRARY_PATH=${HADOOP_HOME}/lib/native/Linux-amd64-64/:${HADOOP_HOME}/lib/native/Linux-i386-32/

    export PMR_HDFS_PORT=9000
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    To restart the MapReduce application, we execute the commands soamcontrol app disable MapReduce5.2 and then soamcontrol app enable MapReduce5.2.

    4.	Store the metadata for the NameNode in a shared file system.

    In the Hadoop preparation, we configured the dfs.name.dir in $HADOOP_HOME/conf/hdfs-site.xml to be in our GPFS file system, so there are no additional steps to perform.

    5.	Set the HDFS host name.

    The EGO ServiceDirector maintains a DNS service to map service names to the IP address of the machine that runs the service. For example, the active node for the NameNode service is referred to as NameNode.ego in the ServiceDirector DNS. In our environment, it maps to either the IP address i05n45 or i05n46. In a normal Hadoop installation, the configuration file that holds this URL is core-site.xml. But, now that we are in an HA configuration in Symphony, the file to be maintained for any configuration change is core-site.xml.store. So, we create the file and change the fs.default.name URL to use the ServiceDirector service name for the NameNode. See Example 5-30.

    Example 5-30   Contents of $HADOOP_HOME/conf/core-site.xml.store
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    <?xml version="1.0" ?>

    <?xml-stylesheet type="text/xsl" href="configuration.xsl"?><!-- Put site-specific property overrides in this file. --><configuration>

    <property>

        <name>hadoop.tmp.dir</name>

        <value>/var/hadoop/data/tmp</value>

    </property> 

    <property>

        <name>fs.default.name</name>

        <!-- NameNode host -->

        <value>hdfs://NameNode.ego:9000/</value>

    </property>

    </configuration>
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    Ensure that you copy this file to all nodes.

    6.	Verify that the HDFS port is adequate in the files namenode.xml, secondarynode.xml, and datanode.xml.

    These configuration files are in the directory $EGO_ESRVDIR/esc/conf/services. In Example 5-31, we show extracts of each file to verify the values.

    Example 5-31   File verification
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    # cat $EGO_ESRVDIR/esc/conf/services/namenode.xml

    ...

    <ego:Command>${EGO_TOP}/soam/mapreduce/5.2/${EGO_MACHINE_TYPE}/etc/NameNodeService.sh</ego:Command>

          <ego:EnvironmentVariable name="HADOOP_HOME">@HADOOP_HOME@</ego:EnvironmentVariable>

          <ego:EnvironmentVariable name="PMR_HDFS_PORT">9000</ego:EnvironmentVariable>

          <ego:EnvironmentVariable name="APP_NAME">MapReduce5.2</ego:EnvironmentVariable>

          <ego:EnvironmentVariable name="NAMENODE_SERVICE">NameNode</ego:EnvironmentVariable>

    ...

     

    # cat $EGO_ESRVDIR/esc/conf/services/secondarynode.xml

    ...

    <ego:ActivitySpecification>

          <ego:Command>${EGO_TOP}/soam/mapreduce/5.2/${EGO_MACHINE_TYPE}/etc/SecondaryNodeService.sh</ego:Command>

          <ego:EnvironmentVariable name="HADOOP_HOME">@HADOOP_HOME@</ego:EnvironmentVariable>

          <ego:EnvironmentVariable name="PMR_HDFS_PORT">9000</ego:EnvironmentVariable>

          <ego:EnvironmentVariable name="NAMENODE_SERVICE">NameNode</ego:EnvironmentVariable>

    ...

     

    # cat $EGO_ESRVDIR/esc/conf/services/datanode.xml

    ...

    <ego:Command>${EGO_TOP}/soam/mapreduce/5.2/${EGO_MACHINE_TYPE}/etc/DataNodeService.sh</ego:Command>

          <ego:EnvironmentVariable name="HADOOP_HOME">@HADOOP_HOME@</ego:EnvironmentVariable>

          <ego:EnvironmentVariable name="PMR_HDFS_PORT">9000</ego:EnvironmentVariable>

          <ego:EnvironmentVariable name="NAMENODE_SERVICE">NameNode</ego:EnvironmentVariable>

    ...
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    7.	Start the HDFS EGO services.

    When the NameNode is started, the DataNode and SecondaryNode services are started automatically (see Example 5-32 on page 156).

    Example 5-32   Starting the NameNode service
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    $ egosh service list

    SERVICE  STATE    ALLOC CONSUMER RGROUP RESOURCE SLOTS SEQ_NO INST_STATE ACTI  

    WEBGUI   STARTED  70    /Manage* Manag* i05n45.* 1     1      RUN        6559  

    plc      STARTED  71    /Manage* Manag* i05n45.* 1     1      RUN        6560  

    derbydb  STARTED  72    /Manage* Manag* i05n45.* 1     1      RUN        6561  

    purger   STARTED  73    /Manage* Manag* i05n45.* 1     1      RUN        6562  

    SD       STARTED  74    /Manage* Manag* i05n45.* 1     1      RUN        6558  

    NameNode DEFINED        /HDFS/N*                                               

    DataNode DEFINED        /HDFS/D*                                               

    MRSS     STARTED  100   /Comput* MapRe* i05n47.* 1     3      RUN        7252  

                                            i05n48.* 1     6      RUN        7255  

                                            i05n49.* 1     2      RUN        7251  

    Seconda* DEFINED        /HDFS/S*                                               

    WebServ* STARTED  78    /Manage* Manag* i05n45.* 1     1      RUN        6565  

    RS       STARTED  76    /Manage* Manag* i05n45.* 1     1      RUN        6563  

    Service* STARTED  77    /Manage* Manag* i05n45.* 1     1      RUN        6564  

     

    $ egosh service start NameNode

     

    $ egosh service list

    SERVICE  STATE    ALLOC CONSUMER RGROUP RESOURCE SLOTS SEQ_NO INST_STATE ACTI  

    WEBGUI   STARTED  70    /Manage* Manag* i05n45.* 1     1      RUN        6559  

    plc      STARTED  71    /Manage* Manag* i05n45.* 1     1      RUN        6560  

    derbydb  STARTED  72    /Manage* Manag* i05n45.* 1     1      RUN        6561  

    purger   STARTED  73    /Manage* Manag* i05n45.* 1     1      RUN        6562  

    SD       STARTED  74    /Manage* Manag* i05n45.* 1     1      RUN        6558  

    NameNode STARTED  162   /HDFS/N*        i05n45.* 1     1      RUN        12006 

    DataNode STARTED  163   /HDFS/D*        i05n47.* 1     2      RUN        12008 

                                            i05n48.* 1     1      RUN        12007 

                                            i05n49.* 1     3      RUN        12009 

    MRSS     STARTED  100   /Comput* MapRe* i05n47.* 1     3      RUN        7252  

                                            i05n48.* 1     6      RUN        7255  

                                            i05n49.* 1     2      RUN        7251  

    Seconda* STARTED  164   /HDFS/S*        i05n46.* 1     2      RUN        12011 

                                            i05n45.* 1     1      RUN        12010 

    WebServ* STARTED  78    /Manage* Manag* i05n45.* 1     1      RUN        6565  

    RS       STARTED  76    /Manage* Manag* i05n45.* 1     1      RUN        6563  

    Service* STARTED  77    /Manage* Manag* i05n45.* 1     1      RUN        6564 
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    5.6  Sample workload scenarios

    This section provides sample workload scenarios.

    5.6.1  Hadoop

    In this section, you see the facilities of IBM Platform Symphony MapReduce Framework for job submission and monitoring. Figure 5-19 on page 157 shows the main page of the dashboard.
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    Figure 5-19   Main page of the IBM Platform Symphony dashboard

    Click the MapReduce Workload Quick Link on the left to display MapReduce job monitoring and application configuration options as shown in Figure 5-20 on page 158. 
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    Figure 5-20   MapReduce dashboard

    There, you can submit a new MapReduce job by clicking New at the upper-left corner of the page. This selection displays the job submission window pop-up to specify priority, JAR file, class, and additional input parameters for the job as shown in Figure 5-21 on page 159.
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    Figure 5-21   MapReduce job submission JAR file selection

    After the job is submitted, you see the output of the command as it completes map and reduce tasks (see Figure 5-22 on page 160). The output is the same as the output when you run the command on the command line.
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    Figure 5-22   MapReduce job submission output

    During the execution of the MapReduce job, you can monitor in real time the overall job execution and each task and see whether they are done, pending, or failed. Samples of the monitoring windows that show job and task monitoring appear in Figure 5-23 on page 161 and Figure 5-24 on page 162.
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    Figure 5-23   MapReduce job monitoring
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    Figure 5-24   MapReduce job task progress

    When the job is finished, if you did not close the submission window, you see the summary of the job execution and information about counters of the overall job execution as shown in Figure 5-25 on page 163.
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    Figure 5-25   MapReduce finished job output

    MapReduce job submission can also be accomplished via the command line. The syntax for the job submission is similar as though you are submitting a job through the hadoop command. There are minor differences as illustrated in Figure 5-26 on page 164.
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    Figure 5-26   Job submission command-line compatibility with Hadoop

    The execution of a MapReduce job by using the command line for our setup is shown in Example 5-33. The input and output URLs have NameNode.ego instead of a host name because, in our environment, HA is enabled for the MapReduce processes. This notation does not work if you use Hadoop without Symphony MapReduce Framework and submit a job with the usual hadoop command.

    Example 5-33   Command-line MapReduce job submission

    [image: ][Tue Jul 31 12:06:59] lsfadmin@i05n45:~

    $ mrsh jar /gpfs/fs1/hadoop/current/hadoop-examples-1.0.1.jar wordcount -Dmapreduce.job.priority.num=3000 hdfs://NameNode.ego:9000/user/lsfadmin/input hdfs://NameNode.ego:9000/user/lsfadmin/output

    You are using Hadoop API with 1.0.0 version.

    12/07/31 18:32:05 GMT INFO input.FileInputFormat: Total input paths to process : 221

    12/07/31 18:32:06 GMT INFO internal.MRJobSubmitter: Connected to JobTracker(SSM)

    12/07/31 18:32:07 GMT INFO internal.MRJobSubmitter:  Job <word count> submitted, job id <1005>

    12/07/31 18:32:07 GMT INFO internal.MRJobSubmitter: Job will verify intermediate data integrity using checksum.

    12/07/31 18:32:07 GMT INFO mapred.JobClient: Running job: job__1005

    12/07/31 18:32:08 GMT INFO mapred.JobClient: map 0% reduce 0%

    12/07/31 18:32:53 GMT INFO mapred.JobClient: map 1% reduce 0%

    12/07/31 18:32:57 GMT INFO mapred.JobClient: map 2% reduce 0%
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    5.7  Symphony and IBM Platform LSF multihead environment

    Multihead stands for multiple workload managers, such as IBM Platform LSF and IBM Platform Symphony, in one cluster. We need to configure IBM Platform LSF to use an EGO consumer for resource allocation to implement a multihead cluster environment. In this setup, the IBM Platform LSF and Symphony workload can share EGO resources in the cluster (Figure 5-27 on page 165).

    The Symphony web GUI (PMC) provides an interface to monitor IBM Platform LSF jobs in addition to the jobs for Symphony and Platform MapReduce workloads. However for IBM Platform LSF administration and configuration, you still mostly edit files and use the command-line interface.

    This type of environment appeals to clients who need the near-real-time scheduling capabilities of Symphony and also need to run Batch jobs that benefit from a robust batch scheduler, such as IBM Platform LSF.
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    Figure 5-27   IBM Platform LSF and Symphony positioning

    In Figure 5-27, we show key workload characteristics that are covered by the IBM Platform LSF and IBM Platform Symphony families. Although these families differ (Figure 5-28 on page 166), they coexist in an increasing number of clients that use complex environments and application pipelines that require a mix of Batch jobs (controlled by IBM Platform LSF) and SOA and MapReduce jobs (controlled by Symphony) to coexist seamlessly.

    There is also an infrastructure utilization value in IBM Platform LSF and Symphony coexisting on the same environment to drive resource sharing (cores, RAM, and high-speed connectivity) between multiple projects and departments.
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    Figure 5-28   Key differences between IBM Platform LSF and Symphony workloads

    To support IBM Platform LSF and Symphony resource sharing on top of EGO, it is necessary to use the product package lsf8.3_multihead.zip under IBM Platform LSF distribution, which has been certified to work with Symphony 5.2, including MapReduce.

    Features

    The following features are supported in a multihead Symphony/IBM Platform LSF cluster. These features are common use cases that we see in Financial Services and Life Sciences:

    •Job arrays

    •Job dependency

    •Resource requirement at EGO-enabled SLA level

    •User-based fairshare

    •Parallel jobs

    •Slot reservation for a parallel job

    •Job resource preemption by EGO reclaim between consumers according to the resource plans

    Current limitations

    Most limitations of the IBM Platform LSF on EGO relate to hosts or host lists. For some features, IBM Platform LSF needs full control of the hosts that are specified statically in configuration files or the command-line interfaces (CLIs). The reason they are not supported is because hosts and slots in IBM Platform LSF on EGO are all dynamically allocated on demand. 

    The following features are not supported in a multihead configuration:

    •Resource limits on hosts or host groups

    •Advance reservation on hosts or host groups

    •Guaranteed resource pool

    •Compute unit

    •Host partition

    •Guaranteed SLA

    •IBM Platform LSF multicluster

    •Any places in which a list of hosts or host groups can be specified, for example, 'bsub -m', queues, or host groups

    Preferred practices

    Lending and borrowing between IBM Platform LSF and Symphony must not occur when you have parallel workloads, or when you are using batch constructs, such as bsub -m <host_group> or bsub -R 'cu[blah]', or even complex resource requirements.

    On the parallel workloads, resource reclaim does not work because we cannot reclaim based on a batch reservation. So, we get slots back, but they might not be in the right enclosure or compute unit, or from the correct host group.

    For resource reclaim on parallel jobs, the fundamental problem is not in IBM Platform LSF. It relates to the Message Passing Interface (MPI) application that cannot survive if you take away one of its running processes. So our preferred practice suggestion is to configure the IBM Platform LSF parallel job consumer in the EGO resource plan so that it can own slots and lend slots to other consumers (Symphony), but never borrow slots from others, to avoid resource reclaim on parallel jobs. Whenever IBM Platform LSF needs some of these hosts, it can reclaim them back if they are currently borrowed by Symphony. 

    5.7.1  Planning a multihead installation

    We set aside a group of four hosts from the previous Symphony cluster installation that we described in 5.5.2, “Installation preferred practices” on page 139 to create a new multihead cluster. These planning details apply to our multihead installation:

    •Multihead master host: i05n50

    •Failover: none

    •Compute hosts: i05n51, i05n52, and i05n53

    •Cluster administrator user: egoadmin (created in LDAP)

    •Installation directory (master): /gpfs/fs1/egomaster

    •Installation directory (compute): /gpfs/fs1/egocompute

    •Workload execution mode: advanced

    5.7.2  Installation

    We followed the steps that are described in Installing and Upgrading Your IBM Platform Symphony/LSF Cluster, SC27-4761-00, for the Linux master host scenario. This document describes the installation of a new cluster with mixed IBM Platform products (Symphony 5.2 Standard or Advanced Edition and IBM Platform LSF 8.3 Standard Edition, EGO-enabled).

    This document also describes how to configure IBM Platform LSF to use an EGO consumer for resource allocation. In this way, the IBM Platform LSF and Symphony workload can share EGO resources in the cluster.

     

    
      
        	
          Important: It is a requirement to follow the installation steps to ensure that the configuration of the multihead cluster is correct.

        
      

    

    Symphony master host

    Use the 5.5.2, “Installation preferred practices” on page 139 as a reference to install Symphony on the master host. We chose to install again in a shared directory on GPFS. But, this time we did not configure an additional management host for failover.

    Example 5-34 has the contents of the install.config that we used. We copied that to /tmp before starting the installation.

    Example 5-34   Contents of our install.config file for Symphony master host installation
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    DERBY_DB_HOST=i05n50

    CLUSTERNAME=symcluster

    OVERWRITE_EGO_CONFIGURATION=yes

    JAVA_HOME=/gpfs/fs1/java/latest

    CLUSTERADMIN=egoadmin

    SIMPLIFIEDWEM=N[image: ]

    Example 5-35 shows the commands and output from the Symphony master host RPM installation.

    Example 5-35   Installing EGO and SOAM on the master host
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    [root@i05n50 Symphony]# rpm -ivh --prefix /gpfs/fs1/egomaster --dbpath /gpfs/fs1/egomaster/rpmdb/ ego-lnx26-lib23-x64-1.2.6.rpm

    Preparing...                ########################################### [100%]

     

    A cluster properties configuration file is present: /tmp/install.config.  Parameter settings from this file may be applied during installation.

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7869.  The entry is:

    mobileanalyzer  7869/tcp                # MobileAnalyzer& MobileMonitor

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the cluster.

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7870.  The entry is:

    rbt-smc         7870/tcp                # Riverbed Steelhead Mobile Service

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the cluster.

     

    The installation will be processed using the following settings:

    Workload Execution Mode (WEM): Advanced

    Cluster Administrator: egoadmin

    Cluster Name: symcluster

    Installation Directory: /gpfs/fs1/egomaster

    Connection Base Port: 7869

     

       1:ego-lnx26-lib23-x64    ########################################### [100%]

     

     

    Platform EGO 1.2.6 is installed successfully.

    Install the SOAM package to complete the installation process. Source the environment and run the <egoconfig> command to complete the setup after installing the SOAM package.

    [root@i05n50 Symphony]# rpm -ivh --prefix /gpfs/fs1/egomaster --dbpath /gpfs/fs1/egomaster/rpmdb/ soam-lnx26-lib23-x64-5.2.0.rpm

    Preparing...                ########################################### [100%]

     

       1:soam-lnx26-lib23-x64   ########################################### [100%]

     

     

    IBM Platform Symphony 5.2.0 is installed at /gpfs/fs1/egomaster.

    Symphony cannot work properly if the cluster configuration is not correct.

    After you install Symphony on all hosts, log on to the Platform Management

    Console as cluster administrator and run the cluster configuration wizard

    to complete the installation process.

     

    [egoadmin@i05n50 ~]$ egoconfig join i05n50

    You are about to create a new cluster with this host as the master host.  Do you want to continue? [y/n]y

    A new cluster <symcluster> has been created. The host <i05n50> is the master host.

    Run <egoconfig setentitlement "entitlementfile"> before using the cluster.

    [image: ]

    Symphony compute hosts

    Example 5-36 shows the commands and output from the Symphony compute host RPM installation.

    Example 5-36   Commands and output from the Symphony compute host RPM installation
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    [root@i05n51 Symphony]# rpm -ivh --prefix /gpfs/fs1/egocompute --dbpath /gpfs/fs1/egocompute/rpmdb/ egocomp-lnx26-lib23-x64-1.2.6.rpm

    Preparing...                ########################################### [100%]

     

    A cluster properties configuration file is present: /tmp/install.config.  Parameter settings from this file may be applied during installation.

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7869.  The entry is:

    mobileanalyzer  7869/tcp                # MobileAnalyzer& MobileMonitor

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the cluster.

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7870.  The entry is:

    rbt-smc         7870/tcp                # Riverbed Steelhead Mobile Service

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the cluster.

     

    The installation will be processed using the following settings:

    Workload Execution Mode (WEM): Advanced

    Cluster Administrator: egoadmin

    Cluster Name: symcluster

    Installation Directory: /gpfs/fs1/egocompute

    Connection Base Port: 7869

     

       1:egocomp-lnx26-lib23-x64########################################### [100%]

     

     

    Platform EGO 1.2.6 (compute host package) is installed at /gpfs/fs1/egocompute.

    Remember to use the egoconfig command to complete the setup process.

     

    [root@i05n51 Symphony]# rpm -ivh --prefix /gpfs/fs1/egocompute --dbpath /gpfs/fs1/egocompute/rpmdb/ soam-lnx26-lib23-x64-5.2.0.rpm

    Preparing...                ########################################### [100%]

     

       1:soam-lnx26-lib23-x64   ########################################### [100%]

     

     

    IBM Platform Symphony 5.2.0 is installed at /gpfs/fs1/egocompute.

    Symphony cannot work properly if the cluster configuration is not correct.

    After you install Symphony on all hosts, log on to the Platform Management

    Console as cluster administrator and run the cluster configuration wizard

    to complete the installation process.
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    IBM Platform LSF install

    Obtain the RPM file that matches your host type from the IBM Platform LSF multihead product package lsf8.3_multihead.zip that is shipped with IBM Platform LSF 8.3. For the details about the package contents, see 3.2, “Software packages” on page 23.

     

    
      
        	
          Important: The normal IBM Platform LSF package does not work on multihead configurations. The IBM Platform LSF RPM in the lsf8.3_multihead.zip product package is specifically built to support resource sharing on top of EGO and is certified to work with Symphony 5.2, including MapReduce. 

        
      

    

    Example 5-37 shows the IBM Platform LSF installation commands and output.

    Example 5-37   IBM Platform LSF installation on the master host
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    [root@i05n50 multihead]# rpm -ivh --prefix /gpfs/fs1/egomaster --dbpath /gpfs/fs1/egomaster/rpmdb/ lsf-linux2.6-glibc2.3-x86_64-8.3-199206.rpm

    Preparing...                ########################################### [100%]

     

       1:lsf-linux2.6-glibc2.3-x########################################### [100%]

     

     

    IBM Platform LSF 8.3 is installed at /gpfs/fs1/egomaster.

     

    To make LSF take effect, you must set your environment on this host:

    source /gpfs/fs1/egomaster/cshrc.platform

    or

    . /gpfs/fs1/egomaster/profile.platform

     

    LSF cannot work properly if the cluster configuration is not correct.

    Log on to the IBM Platform Management Console as cluster administrator to run

    the cluster configuration wizard and complete the installation process.

     

    You must set LSF entitlement manually on the cluster master host before using LSF.

     

    [root@i05n50 multihead]# cp /gpfs/fs1/install/LSF/platform_lsf_std_entitlement.dat  /gpfs/fs1/egomaster/lsf/conf/lsf.entitlement

     

    [egoadmin@i05n50 conf]$ egosh ego shutdown

    Shut down LIM on <i05n50.pbm.ihost.com> ? [y/n] y

    Shut down LIM on <i05n50.pbm.ihost.com> ...... done

    [egoadmin@i05n50 conf]$ egosh ego start
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    Multihead patch process

    There is a patch that is available to resolve some GUI issues after multihead is installed. The lsf8.3_multihead.zip includes a patch directory. The patch details and installation instructions are described in the file readme_for_patch_Symphony_5.2.htm.

    Navigate to the $EGO_TOP directory and decompress the lsf-linux2.6-glibc2.3-x86_64-8.3-198556.tar.gz package that can be found under the patch directory. The procedure is shown in Example 5-38.

    Example 5-38   Executing the multihead patch process
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    [root@i05n50 patch]# cp lsf-linux2.6-glibc2.3-x86_64-8.3-198556.tar.gz /gpfs/fs1/egomaster/

     

     

    [root@i05n50 egomaster]# tar xvzf lsf-linux2.6-glibc2.3-x86_64-8.3-198556.tar.gz

    gui/

    gui/1.2.6/

    gui/1.2.6/lib/

    gui/1.2.6/lib/commons-ego.jar

    gui/perf/

    gui/perf/1.2.6/

    gui/perf/1.2.6/perfgui/

    gui/perf/1.2.6/perfgui/WEB-INF/

    gui/perf/1.2.6/perfgui/WEB-INF/classes/

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/platform/

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/platform/perf/

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/platform/perf/report/

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/platform/perf/report/csv/

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/platform/perf/report/csv/GenerateCSV$RollupMethod.class

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/platform/perf/report/csv/GenerateCSV.class

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/platform/perf/report/batch/

    gui/perf/1.2.6/perfgui/WEB-INF/classes/com/platform/perf/report/batch/ReportBuilder.class

    gui/perf/1.2.6/perfgui/js/

    gui/perf/1.2.6/perfgui/js/reports.js
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    5.7.3  Configuration

    This section walks you through the cluster configuration wizard.

    Cluster configuration wizard

    The cluster configuration wizard automatically determines exactly what configuration needs to be in your cluster. 

     

    Follow these steps:

    1.	Log on to the Platform Management Console as cluster administrator (Admin) and the wizard starts automatically (you must enable pop-up windows in your browser).

    2.	Read the instructions on the pop-up window that is shown in Figure 5-29 and choose to start the wizard configuration process.
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    Figure 5-29   Platform Management Console wizard configuration

    3.	Click Create on the next window to add the necessary consumer to support the IBM Platform LSF/Symphony multihead installation. This window is shown on Figure 5-30 on page 173.
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    Figure 5-30   Create new consumers

    4.	Figure 5-31 on page 174 shows the next window, where we select Create to add the necessary services.
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    Figure 5-31   Add new services

    5.	Figure 5-32 shows where you choose to create the new necessary database tables that are required by Symphony and IBM Platform LSF.
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    Figure 5-32   Creation of the necessary tables for Symphony and IBM Platform LSF

    After the wizard restarts all the services, you can log on to the PMC to check the status of the host in your cluster.

     

    
      
        	
          Host types: Now, the IBM Platform LSF services are configured to run correctly on hosts of the same type as the master host. If you have a cluster with Microsoft Windows host types, you must manually configure IBM Platform LSF services to run on all additional host types. For details, see “Configure LSF” in chapter 2 of Installing and Upgrading Your IBM Platform Symphony/LSF Cluster, SC27-4761-00.

        
      

    

    Configuring IBM Platform LSF SLA

    We suggest that you enable IBM Platform LSF data collection now so that, in the future, you can produce IBM Platform LSF reports that show IBM Platform LSF SLA workload data.

    Locate the loader controller file in the EGO cluster directory:

    $EGO_CONFDIR/../../perf/conf/plc/plc_lsf.xml

    Find the IBM Platform LSF SLA data loader and change the Enable value to true, as highlighted in the controller file that is shown in Example 5-39 on page 176.

    Example 5-39   /gpfs/fs1/egomaster/perf/conf/plc/plc_lsf.xml
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    <?xml version="1.0" encoding="UTF-8"?>

    <PLC xmlns="http://www.platform.com/perf/2006/01/loader"

         xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"

         xsi:schemaLocation="http://www.platform.com/perf/2006/01/loader plc_dataloader.xsd">

            <DataLoaders>

                    <!--

                         The data loader implementation:

     

                         Name               The name of data loader plug-in.

                         Enable             Whether this data loader plug-in is enabled.

                         Interval   The repeat interval of this dataloader instance, in seconds.

                         LoadXML    The configuration file that the data loader uses. This file includes the Reader and Writer elements.

                    -->

                    <DataLoader Name="lsfbhostsloader" Interval="300" Enable="true" LoadXML="dataloader/bhosts.xml" />

                    <DataLoader Name="lsfeventsloader" Interval="10" Enable="true" LoadXML="dataloader/lsbevents.xml" />

                    <DataLoader Name="sharedresusageloader" Interval="300" Enable="false" LoadXML="dataloader/sharedresourceusage.xml" />

                    <DataLoader Name="lsfresproploader" Interval="3600" Enable="true" LoadXML="dataloader/lsfresourceproperty.xml" />

                    <DataLoader Name="lsfslaloader" Interval="300" Enable="true" LoadXML="dataloader/lsfsla.xml" />

                    <DataLoader Name="bldloader" Interval="300" Enable="false" LoadXML="dataloader/bld.xml" />

            </DataLoaders>

    </PLC>
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    Follow these steps to make the changes take effect:

    1.	Stop the services plc and purger:

    egosh service stop plc

    egosh service stop purger

    2.	Start the services plc and purger:

    egosh service start plc

    egosh service start purger 

    Creating a new IBM Platform LSF consumer in EGO

    Follow these steps:

    1.	Log on to the Platform Management Console and set up your IBM Platform LSF workload consumer. Create a top-level consumer. For example, create a consumer named LSFTesting. 

    2.	From the PMC Quick Links tab, click Consumers. 

    3.	On the secondary window, select Create a Consumer from the Global Actions drop-down menu, then associate LSFTesting with the resource group ComputeHosts. Use the DOMAIN\egoadmin as the suggested execution user account.

    4.	Figure 5-33 on page 177 shows the properties windows for the LSFTesting consumer.
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    Figure 5-33   LSFTesting consumer properties

    5.	Next, configure your resource plan and provide the new LSFTesting consumer with sufficient resources for testing purposes. Figure 5-34 on page 178 shows an example resource plan where LSFTesting owns all available slots but can lend them if other consumers need resources. We configured other consumers, such as Symping5.2 and MapReduce5.2, to borrow slots from LFSTesting.
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    Figure 5-34   Resource plan example

    Creating a new EGO-enabled SLA in IBM Platform LSF

    Follow these steps to manually update configurations to enable SLA:

    1.	Navigate to the IBM Platform LSF configuration directory:

    $LSF_ENVDIR/lsbatch/cluster_name/configdir/

    2.	Modify lsb.params as shown in Example 5-40.

    Example 5-40   /gpfs/fs1/egomaster/lsf/conf/lsbatch/symcluster/configdir/lsb.params
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    # $Revision: 1.1.2.2 $Date: 2012/04/16 09:04:00 $

     

    # Misc batch parameters/switches of the LSF system

     

    # LSF administrator will receive all the error mails produced by LSF

    # and have the permission to reconfigure the system (Use an ordinary user

    # name, or create a special account such as lsf. Don't define as root)

     

    # The parameter values given below are for the purpose of testing a new

    # installation.  Jobs submitted to the LSF system will be started on

    # batch server hosts quickly.  However, this configuration may not be

    # suitable for a production use.  You may need some control on job scheduling,

    # such as jobs should not be started when host load is high, a host should not

    # accept more than one job within a short period time, and job scheduling

    # interval should be longer to give hosts some time adjusting load indices

    # after accepting jobs.

    #

    # Therefore, it is suggested, in production use, to define DEFAULT_QUEUE

    # to normal queue, MBD_SLEEP_TIME to 60, SBD_SLEEP_TIME to 30

     

    Begin Parameters

    DEFAULT_QUEUE  = normal interactive  #default job queue names

    MBD_SLEEP_TIME = 10       #Time used for calculating parameter values (60 secs is default)

    SBD_SLEEP_TIME = 7        #sbatchd scheduling interval (30 secs is default)

    JOB_SCHEDULING_INTERVAL=1 #interval between job scheduling sessions

    JOB_ACCEPT_INTERVAL = 0   #interval for any host to accept a job

    ENABLE_EVENT_STREAM = n   #disable streaming of lsbatch system events

    ABS_RUNLIMIT=Y     #absolute run time is used instead of normalized one

    JOB_DEP_LAST_SUB=1 #LSF evaluates only the most recently submitted job name for dependency conditions

     

    MAX_CONCURRENT_JOB_QUERY=100  #concurrent job queries mbatchd can handle

    MAX_JOB_NUM=10000  #the maximum number of finished jobs whose events are to be stored in the lsb.events log file

    ENABLE_DEFAULT_EGO_SLA = LSFTesting

    MBD_USE_EGO_MXJ = Y

    End Parameters
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    3.	Modify lsb.serviceclasses as shown in Example 5-41. Create the LSFTesting SLA and associate it with LSFTesting consumer.

    Example 5-41   lsb.serviceclasses
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    ...

    Begin ServiceClass

    NAME = LSFTesting

    CONSUMER = LSFTesting

    DESCRIPTION = Test LSF and Symphony workload sharing resources

    GOALS = [VELOCITY 1 timeWindow ()]

    PRIORITY = 10

    End ServiceClass

    ...
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    4.	Make the new settings take effect. Log on to the master host as the cluster administrator and run badmin reconfig.

    Testing resource sharing between Symphony and IBM Platform LSF workloads

    Submit the IBM Platform LSF and Symphony workloads to demonstrate sharing between IBM Platform LSF and Symphony. Use the PMC or command line to monitor the workload and resource allocation.
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IBM Platform High Performance Computing

    In this chapter, we introduce and describe the IBM Platform High Performance Computing (HPC) product offering. IBM Platform HPC is a complete management product that includes elements of the IBM Platform cluster and workload management capabilities integrated into an easy-to-install, easy-to-use offering.

    IBM Platform HPC facilitates quick, efficient implementation of clusters typically used for traditional HPC applications or other applications requiring a managed set of similar computers connected by a private network. Rather than have to install multiple packages and integrate them, IBM Platform HPC provides a single installer for creating a cluster, and a “kit” packaging concept that simplifies the addition of new functions or resources. It also provides a single unified web portal through which both administrators and users can access and manage the resources in the cluster.

    The following topics are discussed in this chapter:

    •Overview

    •Implementation

    6.1  Overview

    Clusters based on open source software and the Linux operating system dominate high performance computing (HPC). This is due in part to their cost-effectiveness and flexibility and the rich set of open source applications available. The same factors that make open source software the choice of HPC professionals also make it less accessible to smaller centers. The complexity and associated cost of deploying open source clusters threatens to erode the very cost benefits that made them compelling in the first place. It is not unusual for a modest-sized cluster to be managed by someone who is primarily a user of that cluster and not a dedicated IT professional, whose time is much better spent on their primary responsibilities. 

    IBM Platform HPC enables clients to sidestep many overhead cost and support issues that often plague open source environments and enable them to deploy powerful, easy to use clusters without having to integrate a set of components from different sources. It provides an integrated environment with a single point of support from IBM. Figure 6-1 shows the relationship of the components of IBM Platform HPC.
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    Figure 6-1   IBM Platform HPC components

    6.1.1  Unified web portal

    The most frequently used functions of IBM Platform HPC are available through a unified web-based administrator and user portal. This “single pane of glass” approach gives a common view of system resources and tools, rather than requiring the use of multiple interfaces for different functions. The web portal is based on the common Platform Management Console elements that are used in other IBM Platform interfaces, but is tailored specifically to small to moderate-sized HPC clusters. The interface includes an integrated help facility that provides a rich, hypertext set of documentation on the configuration and use of the product. 

    We advise reviewing the online help before using and configuring the product. It is available through the web portal GUI on the master host immediately after installation, by directing your web browser to the address of the master host. Figure 6-2 shows the administrator’s initial view of the GUI with the help panel drop-down menu highlighted.

    The web portal includes vertical tabs on the left for sections that relate to jobs (work submitted to the cluster), resources (elements of the cluster), and settings (relating to the web portal itself). A user without administrator privileges sees only the Jobs tab.

     

    
      
        	
          Plug-ins: The web portal uses Adobe Flash and Java Runtime browser plug-ins to render graphs and control job submission. For proper operation of the Portal on a Linux x86_64 machine, we used Flash 11.2 and either IBM or Oracle Java 7 Update 5 plug-ins with the Firefox 10.0.5 browser. If you are installing Flash on a Microsoft Windows system, read the installation dialog carefully or you might install unwanted additional software that is not required for IBM Platform HPC.
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    Figure 6-2   Administrator’s initial view of the GUI

    6.1.2  Cluster provisioning

    There are a number of software elements that must be installed and managed to successfully operate a cluster. These elements include the Linux operating system, drivers and software for an InfiniBand or other high-speed network fabric, message passing libraries, and the applications that are used on the cluster. It is essential that each of these elements is installed in a consistent manner on every system in the cluster, and that these configurations can be easily reproduced in the event of a hardware failure or the addition of more hardware to the cluster. You might also need to support different versions of these elements to support different applications or different users. 

    This cluster provisioning function is provided by the elements of IBM Platform Cluster Manager included in the IBM Platform HPC product. As with other IBM Platform Computing provisioning tools, physical machines (hosts) are provisioned via network boot (Dynamic Host Configuration Protocol (DHCP)) and image transfer (TFTP/HTTP).

     

    
      
        	
          Important: IBM Platform HPC does not support provisioning of virtual machines. 

        
      

    

    Provisioning can be done to the local disk of the host either by the native package manager of the distribution (a “packaged” installation) or by installing a predefined image from the master host (a “disked” or “imaged” installation). You might also install a predefined image from the master host directly into a memory resident disk image on the target host, leaving the contents of the local disk undisturbed (a “diskless” installation). Table 6-1 lists the advantages and disadvantages of each provisioning method.

    Table 6-1   Provisioning method advantages and disadvantages

    
      
        	
          Method

        
        	
          Advantages

        
        	
          Disadvantages

        
      

      
        	
          Packaged

        
        	
          One template can cover different hardware.

          Non-disruptive package additions.

        
        	
          Slower than image-based methods.

        
      

      
        	
          Imaged

        
        	
          Fast provisioning.

        
        	
          Requires reprovisioning to add packages.

          Might carry hardware dependencies.

        
      

      
        	
          Diskless

        
        	
          Fast provisioning.

          Eliminates requirement for disk.

          Might leave existing OS in
place on disk.

        
        	
          Same as Imaged, plus:

          Reduces memory available for applications.

          Requires careful tuning to minimize memory footprint.

        
      

    

    The provisioning method, as well as the specific packages and configuration to be used on the host, are controlled by a “Provisioning Template” (in the web portal) or “node group” (in the command-line interface (CLI) interface). These terms are equivalent. Several templates are provided with the product; create your own custom templates by copying and editing one of the provided templates, either through the web portal (Figure 6-3 on page 185) or through the ngedit CLI (Figure 6-4 on page 185).
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    Figure 6-3   Selecting and editing a custom template
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    Figure 6-4   Editing the template via the CLI

    6.1.3  Workload scheduling

    To effectively share the resources of a cluster among multiple users, and to maintain a queue of work to keep your cluster busy, some form of batch scheduling is needed. IBM Platform HPC includes batch job scheduling and workload management with the equivalent scheduling functions of the IBM Platform Load Sharing Facility (LSF) Express Edition. However, unlike Express Edition, it is not limited to 100 nodes in a cluster. For a complete description of the features of IBM Platform LSF Express Edition, see Chapter 4, “IBM Platform Load Sharing Facility (LSF) product family” on page 27.

    Integrated application scripts and templates

    IBM Platform HPC includes a facility for defining templates for frequently used applications to simplify the submission of jobs using these applications. This is a simpler version of the IBM Platform Applications Center that is discussed in 4.2.1, “IBM Platform Application Center” on page 36. This version does not support complex job flows as provided by IBM Process Platform Manager. A set of sample application templates shown in Figure 6-5 is provided with the installation. Use the “Save As” and “Modify” controls to create your own application templates from these samples.
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    Figure 6-5   Application templates

    6.1.4  Workload and system monitoring and reporting

    After a cluster is provisioned, IBM Platform HPC provides the means to monitor the status of the cluster resources and jobs, to display alerts when there are resource shortages or abnormal conditions, and to produce reports on the throughput and utilization of the cluster. With these tools, you can quickly understand how the cluster resources are being used, by whom, and how effectively the available capacity is utilized. These monitoring facilities are a simplified subset of those facilities provided by the IBM Platform Application Center that is described in 4.2.1, “IBM Platform Application Center” on page 36. 

    6.1.5  MPI libraries

    HPC clusters frequently employ a distributed memory model to divide a computational problem into elements that can be simultaneously in parallel on the hosts of a cluster. This often involves the requirement that the hosts share progress information and partial results using the cluster’s interconnect fabric. This is most commonly accomplished through the use of a message passing mechanism. The most widely adopted standard for this type of message passing is the Message Passing Interface (MPI) interface standard, which is described at this website:

    http://www.mpi-forum.org

    IBM Platform HPC includes a robust, commercial implementation of the MPI standard, IBM Platform MPI. This implementation comes pre-integrated with the LSF workload manager element of IBM Platform HPC, giving the workload scheduler full control over MPI resource scheduling. 

    6.1.6  GPU scheduling

    The use of special-purpose computational accelerators that are based on high performance graphics processing units (GPUs), which are also sometimes designated as general-purpose graphics processing units (GPGPUs), is popular for HPC applications. The optional IBM Platform HPC GPU Scheduling kit adds the component-platform-lsf-gpu component to recognize and classify NVIDIA GPUs as LSF resources for scheduling purposes. This kit also adds monitoring of GPU temperature and error correction code (ECC) counts.

    6.2  Implementation

    IBM Platform HPC utilizes a single unified installer for all of the standard elements of the product. Instead of having to install the Cluster Manager (PCM), Workload Manager (LSF), and MPI library, this unified installer approach speeds up implementation and provides a set of standard templates from which a cluster can be built quickly. The installation is handled as a set of “kits”, and the standard kits are included in the unified installer. Other kits can be added later, for example to upgrade the LSF component to a more advanced edition. A kit can be though of as a meta-package that can include RPMs and rules to describe their relationships. 

    To IBM Platform HPC, a base OS distribution is abstracted into a kit just as are the elements that are added to that base OS. Figure 6-6 on page 188 illustrates the composition of a kit. Related kits are collected into named repositories that are anchored around a specific OS distribution. You can take a snapshot image of a repository at any time to create a reference point for a specific deployment configuration. You can create your own software kits to automate the installation of specific functions and all of their dependencies. For example, you might want to bundle an ISV software application with the library RPMs that are required to support it. 

    The IBM Platform HPC distribution includes the document, IBM Platform Cluster Manager Kit Builders Guide, which describes how to create your own software kits. 
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    Figure 6-6   Software kits

    6.2.1  Installation on the residency cluster

    This section describes the installation of the residency cluster.

    Preparing for installation

    We followed the instructions that are provided in Installing IBM Platform HPC, SC23-5380-00. In the section “Configure and Test Switches”, this document describes the use of the PortFast setting on Cisco switches. Other switch manufacturers can have different names for this, but it involves enabling or disabling the Spanning Tree Protocol (STP) on switch ports. STP is intended to prevent routing loops in a complex switch fabric, but it can add a considerable delay between the time that a server activates its Ethernet port and the time that port is ready to accept traffic. Setting PortFast or the equivalent setting eliminates this delay. This setting needs to be done globally on a switch only if it connects to no switches or to switches that are one level higher. Otherwise, set it only on ports that connect to hosts and STP must be left enabled on ports that connect to other switches.

    Installing the software

    We installed IBM Platform HPC on a cluster of IBM dx360m3 iDataPlex servers, described in Figure 3-2 on page 21. In addition to the public and private networks that are shown in that diagram, each of our servers has a hardware management connection that is implemented through a shared access VLAN on the public network. The basic installation process is shown in Example 6-1 on page 189 with typed inputs shown in bold.

    Example 6-1   Installation process
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    [root@hpcmh01 HPC-3.2]# python pcm-installer 

    Preparing PCM installation...                              [  OK  ]

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON 

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM, 

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE 

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT 

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE 

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN 

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND 

     

    Press Enter to continue viewing the license agreement, or 

    enter "1" to accept the agreement, "2" to decline it, "3" 

    to print it, "4" to read non-IBM terms, or "99" to go back 

    to the previous screen.

    1

       Checking the exist of entitlement file                  [  OK  ]

       Checking hardware architecture                          [  OK  ]

       Checking for OS compatibility                           [  OK  ]

       Checking if SELinux is disabled                         [  OK  ]

       Checking for presence of '/depot'                       [  OK  ]

       Checking for presence of kusudb database                [  OK  ]

       Checking for presence of Kusu RPMs                      [  OK  ]

       Checking for required RPMs                              [  OK  ]

       Checking for at least 2 statically configured NIC       [  OK  ]

       Checking for the public hostname                        [  OK  ]

       Checking for md5 password encryption algorithm          [  OK  ]

    	Checking for NetworkManager service                     [  OK  ]

    	Checking for existing DNS server                        [  OK  ]

    	Checking for existing DHCP server                       [  OK  ]

    	Probing for the language/locale settings                [  OK  ]

       Probing for DNS settings                                [  OK  ]

       Checking if at least 2.5GB of RAM is present            [WARNING]

    	Select one of the following interfaces to use for the provisioning network: 

       	 1) Interface: eth1, IP: 192.168.102.200, Netmask: 255.255.0.0  

       	 2) Interface: eth2, IP: 192.168.102.201, Netmask: 255.255.0.0  

       Select the interface to be used for provisioning [1]:  2

       

       Select one of the following interfaces to use for the public network: 

       	 1) Interface: eth1, IP: 192.168.102.200, Netmask: 255.255.0.0  

       Select the interface to be used for public [1]:  1

       

       Specify private cluster domain [private.dns.zone]: clusterhpc.itso.org 

       

       Do you want to set up HPC HA now? (Y/N) [N]: N

       Checking for valid mount point for '/depot'             [  OK  ]

       Checking for valid mount point for '/var' 

       

    Select one of the following mount points where Kusu should place its '/depot': 

       	 1) mount point: '/' FreeSpace: '44GB'  

       Select the mount point to be used [1]: 1 

       

       Adding Kit: 'base'...                                   [  OK  ]

    	Adding Kit: 'os-ofed'...                                [  OK  ]

    	Adding Kit: 'pcm'...                                    [  OK  ]

    	Adding Kit: 'platform-hpc-web-portal'...                [  OK  ]

    	Adding Kit: 'platform-isf-ac'...                        [  OK  ]

    	Adding Kit: 'platform-lsf'...                           [  OK  ]

    	Adding Kit: 'platform-lsf-gpu'...                       [  OK  ]

    	Adding Kit: 'platform-mpi'...                           [  OK  ]

    	Select the media to install the Operating System from. The Operating System version 

       must match the installed Operating System version on the installer: 

       1)	DVD drive 

       2)	ISO image or mount point

       [1] >>  1

    	Insert the DVD media containing your Operating System. Press ENTER to continue... 

    	Verifying that the Operating System is a supported

       distribution, architecture, version...  

       [rhel 6 x86_64] detected:                               [  OK  ]

       Copying Operating System media. This may take some time [  OK  ]

       

       Successfully added Operating System to repository.

        

       Choose one of the following actions:

    	1) List installed kits

       2) Delete installed kits

       3) Add extra kits

       4) Continue

       [4] >>  1

       

       Installed kits: 

       base-2.2-x86_64 

       os-ofed-3.0.1-x86_64 

       pcm-3.2-x86_64 

       platform-hpc-web-portal-3.2-x86_64 

       platform-isf-ac-1.0-x86_64 

       platform-lsf-8.3-x86_64 

       platform-lsf-gpu-1.0-x86_64 

       platform-mpi-8.3.0-x86_64 

       rhel-6-x86_64 

       Choose one of the following actions:

       1) List installed kits

       2) Delete installed kits

       3) Add extra kits

       4) Continue

       [4] >>  4

       

       Refreshing the repository [rhel-6.2-x86_64].

       This may take some time...                              [  OK  ]

    	Installing Kusu RPMs. This may take some time...        [  OK  ]

    	Running kusurc scripts to finalize installation.

          Setting up Kusu db:                                  [  OK  ]

        Setting up hostname:                                   [  OK  ]

        Starting initial network configuration:                [  OK  ]

        Setting up High-Availability service:                  [  OK  ]

        Setting up httpd:                                      [  OK  ]

        Setting up dhcpd:                                      [  OK  ]

        Generating hosts, hosts.equiv, and resolv.conf:        [  OK  ]

        Setting up iptables:                                   [  OK  ]

        Config mail mechanism for kusu:                        [  OK  ]

        Setting up named:                                      [  OK  ]

        Setting up ntpd:                                       [  OK  ]

        Preparing repository for compute node provisioning:    [  OK  ]

        Setting up rsyncd for Kusu:                            [  OK  ]

        Setting up rsyslog:                                    [  OK  ]

        Setting up passwordless SSH access:                    [  OK  ]

        Setting up SSH host file:                              [  OK  ]

        Setting up user skel files:                            [  OK  ]

        Setting up xinetd:                                     [  OK  ]

        Setting up yum repos:                                  [  OK  ]

        Setting up network routes:                             [  OK  ]

        Setting up shared home NFS export:                     [  OK  ]

        Setting up syslog on PCM installer:                    [  OK  ]

        Set up kusu snmpd configuration.:                      [  OK  ]

        Setting up CFM. This may take some time...:            [  OK  ]

        Post actions when failover:                            [  OK  ]

        Setting up default Firefox homepage:                   [  OK  ]

        Setting up minimum UID and GID:                        [  OK  ]

        Setting up fstab for home directories:                 [  OK  ]

        Synchronizing System configuration files:              [  OK  ]

        Creating images for imaged or diskless nodes:          [  OK  ]

        Setting appglobals variables:                          [  OK  ]

        Disabling unneeded services:                           [  OK  ]

        Patch kusu pxe files:                                  [  OK  ]

        Starting initial configuration procedure:              [  OK  ]

        Setting up motd for PCM:                               [  OK  ]

        Running S11lsf-genconfig:                              [  OK  ]

        Running S12lsf-filesync.sh:                            [  OK  ]

        Increasing ulimit memlock:                             [  OK  ]

        Running S55platform-isf-ac-lsf.sh:                     [  OK  ]

        Setting npm service for HPC HA:                        [  OK  ]

        Running S70SetupPCMGUI.sh:                             [  OK  ]

        Running S97SetupGUIHA.sh:                              [  OK  ]

        Running S99IntegratePCMGUI.sh:                         [  OK  ]

    	

    	All existing repos in /etc/yum.repos.d have been disabled. Do re-enable any required repos manually.

       The os-ofed kit installs some new kernel modules, you must reboot the installer node to load the new modules.

       The installation of Platform HPC is complete.

       A complete log of the installation is available at /var/log/pcminstall.log

       Run 'source /opt/kusu/bin/pcmenv.sh' to source the required environment variables for this session. This is not required for new login sessions.
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    Notes on the installation

    The installation instructions indicate that the /home directory on the master host must be writable. If this is an NFS-mounted directory, it must be writable by the root account on the master host (exported no-root-squash, or equivalent). After the installer creates the hpcadmin account, this root access is no longer required. For instructions about how to provision an externally hosted NFS directory on your cluster hosts, see “Configuring additional shared directories” on page 196. 

    Creating a rack configuration

    A simple four-rack configuration is included with the base product. You probably want to modify this rack configuration file by using the hpc-rack-tool CLI command and a text editor to match your environment. Extract the current configuration by using hpc-rack-tool export. Edit the file to match your configuration and restore it by using hpc-rack-tool import. We named our rack positions to match the iDataPlex nomenclature, designating the two columns of the iDataPlex rack 1A and 1C, according to iDataPlex conventions. The rack configuration file for our cluster is shown in Example 6-2, and the resulting web portal display is shown in Figure 6-7 on page 193.

    Example 6-2   Rack configuration
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    <?xml version=”1.0” encoding=”UTF-8”?>

    <layout>

      <rack description=”Column A, Rack 1” name=”Rack1A” size=”43”/>

      <rack description=”Column C, Rack 1” name=”Rack1C” size=”43”/>

    </layout>
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    By default, a rack cannot exceed 42U in height. If your racks are larger, you can change the limit RACKVIEW_MAX_UNIT_NUMBER in the file /usr/share/pmc/gui/conf on the master host. You can then place your provisioned hosts in the correct rack locations. Unmanaged devices, while they reserve an IP address, cannot be assigned a position in your rack.

    [image: ]

    Figure 6-7   Web portal display of the cluster

    Configuring hardware management

    Most modern server hardware includes some form of automated management for monitoring and controlling the server independently of the installed operating system. This functionality generally includes power on and off, hardware reset, temperature and power monitoring, hardware error logging, and remote (serial-over-LAN) console. The most common standard is the Intelligent Platform Management Interface (IMPI) and configuring additional shared directories. 

    The management element in a server is designated as the Baseboard Management Controller (BMC), and this term is generally used to describe such embedded control points even if they do not conform to the IPMI standard. Power control can also be accomplished through smart power distribution units that implement their own protocols. IBM Platform HPC supports server management via standard IPMI BMC interfaces, as well as other BMC protocols and managed power distribution units through plug-ins. These plug-ins are written in python and can be found in /opt/kusu/lib/python/kusu/powerplugins. Our IBM iDataPlex hardware uses the IPMI v2 plug-in. 

    To implement hardware management, you need to define a BMC network (see next section) and possibly edit the power control configuration files that are located in the directory /opt/kusu/etc. The /opt/kusu/etc/kusu-power.conf table is populated when a host is added, using the management type that is defined in /opt/kusu/etc/power_defaults, and the management password that is defined in /opt/kusu/etc/.ipmi.passwd. The management user ID is currently fixed at “kusuipmi”. During the provisioning network boot process, this user ID and password combination is added to the BMC on the host in addition to the default account and any others that might be defined. If you have security concerns, you might still need to remove any default accounts or change default passwords. The power table file for our iDataPlex servers is shown in Example 6-3. When a new host is added to the cluster, an entry is created in the table if an entry does not exist for that host name. Old entries are not automatically purged when you remove hosts. Note the extra entry that was added automatically for our unmanaged host i05n36 by using a dummy IP address value.

    Example 6-3   The kusu-power.conf file

    [image: ]

    device          ipmi20          ipmi            lanplus

    # Dynamic adds

    node    i05n44    ipmi20    129.40.127.44    kusuipmi    xs-2127pw

    node    i05n39    ipmi20    129.40.127.39    kusuipmi    xs-2127pw

    node    i05n38    ipmi20    129.40.127.38    kusuipmi    xs-2127pw

    node    i05n40    ipmi20    129.40.127.40    kusuipmi    xs-2127pw

    node    i05n41    ipmi20    129.40.127.41    kusuipmi    xs-2127pw

    node    i05n42    ipmi20    129.40.127.42    kusuipmi    xs-2127pw

    node    i05n36    ipmi20    IP.Of.Power.Mgr  kusuipmi    xs-2127pw

    node    i05n37    ipmi20    129.40.127.37    kusuipmi    xs-2127pw
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    Configuring auxiliary networks

    At a minimum, your cluster must include a provisioning network common to all hosts, and a public network on the master hosts. It can also include other networks, including management networks, InfiniBand networks, or other Ethernet networks. To provision these additional networks, you must provide network descriptions and add them to the provisioning template for your hosts. This can be done either through the web portal or through a CLI interface. We found that the web portal did not allow us to add our InfiniBand network to the master host and that the CLI tool kusu-net-tool does not provide an option to define a BMC network. Because it is generally not a good idea to power manage the master host from within the web portal, not having the BMC network defined on the master host is not a problem, unless your master BMC IP address falls within the range of your compute hosts. While IP addresses for the provisioning network can be directly specified in a host configuration file, all other network addresses are assigned sequentially according to the network definition that you provide. You must carefully consider this when defining networks and adding hosts to your cluster. We suggest that you ensure that your master host and any unmanaged devices are outside of the IP address range that is used by your compute hosts to avoid addressing conflicts. The definition dialog that we used for our BMC network is shown in Figure 6-8 on page 195. 
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    Figure 6-8   Network definition dialog

    We started at the IP address that corresponds to the first compute host in our cluster. From there, it is important to add the hosts in ascending order to keep the IP addresses aligned. It is not possible to reserve IP addresses on other than the provisioning network using the Unmanaged Devices dialog. In our configuration, we needed to add two additional networks: a BMC network for hardware control and an IP over IB (IPoIB) network on the QLogic IB fabric. The CLI commands that we used to create the IPoIB network and connect it to the master host are shown in Example 6-4. There are differences between this example and the example that is shown in the Administering Platform HPC manual, SC22-5379-00.

    Example 6-4   Defining an IPoIB network and connecting the master host
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    [root@i05n43 ~]# cat /sys/class/net/ib0/address

    80:00:00:03:fe:80:00:00:00:00:00:00:00:11:75:00:00:78:3a:a6

    kusu-net-tool addinstnic ib0 --netmask 255.255.255.0 --ip-adddress=129.40.128.43 --start-ip=192.40.128.37 --desc "IPoIB" --other --macaddr="80:00:00:03:fe:80:00:00:00:00:00:00:00:11:75:00:00:78:3a:a6"

    Added NIC ib0 successfully

    ...

    Device: ib0   

    Description: "IPoIB"

    Inet addr: 129.40.128.43 Bcast: 129.40.128.255 Mask: 255.255.255.0

    Gateway: 192.40.128.37

    Type: provision

    Network ID: 10

     

    Please do the following steps:

     - Restart network service

     - Run "kusu-addhost -u" to update the configuration for installed kits

     - Reboot installer nodeu
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    Our complete network definition is shown in Figure 6-9. You might also need to provide name resolution for hosts on your external networks by using the procedure that is described in the “Make external hosts to the cluster visible to compute hosts” section of Administering IBM Platform HPC, SC22-5379-00.
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    Figure 6-9   Network definitions

    Configuring additional shared directories

    By default, the non-HA installation assumes that the /home directory is local to the master host and is to be NFS exported to the compute cluster. This might not be appropriate in all instances, and there might also be a requirement to mount other shared directories on the compute hosts. This can be accomplished by adding the /etc/cfm/<template name>/fstab.append file as shown in the script in Example 6-5. (This is incorrectly identified as fstab.kusuappend in the initial version of Administering IBM Platform HPC, SC22-5379-00).

    Example 6-5   Configuring additional NFS mount points
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    [root@io5n43]# cd /etc/cfm/xs-2127-compute-diskless-rhel-6.2-x86_64

    [root@i05n43]# cat etc/fstab.append 

    # Local path to file server

    10.0.1.36:/home /home nfs defaults 0 0
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    Configuring LDAP users

    It is often a preferred practice in an HPC cluster to maintain user IDs and group IDs on the master host either manually or by a distributed password system, such as Lightweight Directory Access Protocol (LDAP) or Network Information Service (NIS). These IDs and passwords can then be statically distributed to the compute hosts by using the cfm facility, eliminating any overhead user ID synchronization through the master gateway. This is particularly appropriate where there are relatively few users of the cluster, and changes are infrequent. In other environments, it might be necessary to extend an enterprise password system directly to the compute hosts. In our test environment, normal user accounts are managed through an LDAP server. Administering IBM Platform HPC, SC22-5379-00, offers some guidance on integrating LDAP accounts, but we found those instructions were not sufficient to enable LDAP on our RH 6.2 test environment. This is a good example of how the cfm facility and post-installation scripts that are provided by IBM Platform HPC can be used to customize your installation. Example 6-6 on page 197 shows the links that we created to enable LDAP in our provisioning template xs-2127-compute-diskless-rhel-x86_64 as well as the installation postscript enable_ldap.sh that we added to enable the required subsystem.

    Example 6-6   Elements that are used to enable LDAP authentication on our compute hosts

    [image: ]

    [root@i05n43 ~] # cd /etc/cfm/xs-2127-compute-diskless-rhel-6.2-x86_64/etc

    [root@i05n43 etc]# ls -latrR

     

    lrwxrwxrwx 1 root root   15 Aug  6 11:07 nslcd.conf -> /etc/nslcd.conf

    lrwxrwxrwx 1 root root   18 Aug  2 18:35 nsswitch.conf -> /etc/nsswitch.conf

    lrwxrwxrwx 1 root root   18 Aug  2 18:43 pam_ldap.conf -> /etc/pam_ldap.conf

     

    ./openldap:

    lrwxrwxrwx 1 root root   23 Aug  2 18:35 ldap.conf -> /etc/openldap/ldap.conf

     

    ./pam.d:

    lrwxrwxrwx 1 root root   22 Aug  2 18:36 system-auth -> /etc/pam.d/system-auth

    lrwxrwxrwx 1 root root   25 Aug  2 18:36 system-auth-ac -> /etc/pam.d/system-auth-ac

     

    ./sysconfig:

    lrwxrwxrwx 1 root root   25 Aug  2 18:32 authconfig -> /etc/sysconfig/authconfig

     

     

    [root@i05n43 hpcadmin]# cat /home/hpcadmin/enable_ldap.sh 

    #!/bin/bash

    #  Enables daemon required for LDAP password

    chkconfig nslcd on

    service nslcd start
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    Adding additional software kits, OS packages, and scripts

    As discussed in 6.1.2, “Cluster provisioning” on page 184, IBM Platform HPC includes a set of basic provisioning templates. For our implementation, we needed to add support for InfiniBand as well as additional networks. We chose to work with diskless images, so we started by creating a copy of the provisioning template compute-diskless-rhel-6.2-x86_64, which is created by the installation scripts. Using the web portal, we created a copy of this template named xs-2127-compute-diskless-rhel-6.2-x86_64 as shown in Figure 6-10.
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    Figure 6-10   Copying the provisioning template

    After creating our new provisioning template, we accepted it and modified it to add the software kits for OFED support (Figure 6-11). Through the Packages tab on this dialog, we can also specify kernel modules, RPM packages from the base OS distribution, additional networks, and post-installation scripts. This tab is where we added our post-installation script as well as the apr-util-ldap, compat-openldap, nss-pam-ldapd, openldap-clients, and openldap-devel RPMs from the operating system repository.

    On the General tab, we also added the kernel boot parameter console=ttyS0,115200 to allow us to observe the boot process through the BMC terminal that is provided by our BMC connection. (This terminal can be found under the Console drop-down list on the detailed host description under the Devices → Hosts section of the web portal.)
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    Figure 6-11   Adding components to the provisioning template

    Adding other RPM and scripts

    In addition to the software components that are provided by IBM Platform Computing HPC and the base operating system, you might need to add other RPM-based elements to your cluster. For our cluster, we installed the IBM General Parallel File System (GPFS) client code on our image. Because of the special installation requirements of the GPFS RPMs, we used both a standard RPM method and a post-installation script to illustrate both methods. GPFS requires the installation of a base level of GPFS before a fix level can be applied, which means installing two RPMs with the same package name, which cannot be done in a single instance of the yum or rpm commands. We installed the base 3.4.0.0 level GPFS package gpfs.base and the service levels of gpfs.doc and gpfs.msg via the repository, and then applied the gpfs.base service level and the gpfs.gplbin kernel abstraction layer through a post-installation script.

    To add extra RPMs to the operating system repository, copy them to the /depot/contrib directory that corresponds to the desired operating system repository. In Example 6-7 on page 199, we listed the repositories, determined that directory 1000 contains our rhel-6.2-x86_64 repository, and copied our GPFS RPMs to the operating system repository.

    Example 6-7   Adding external RPMs to the operating system repository
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    [root@i05n43 contrib]# kusu-repoman -l

    Repo name:      rhel-6.2-x86_64

    Repository:     /depot/repos/1000

    Installers:     129.40.126.43;10.0.1.43

    Ostype:         rhel-6-x86_64

    Kits:           base-2.2-2-x86_64, os-ofed-3.0.1-2-x86_64,

                    pcm-3.2-1-x86_64, platform-hpc-web-portal-3.2-1-x86_64,

                    platform-isf-ac-1.0-3-x86_64, platform-lsf-8.3-1-x86_64,

                    platform-lsf-gpu-1.0-3-x86_64, platform-mpi-8.3.0-1-x86_64,

                    rhel-6.2-x86_64

     

    Repo name:      rhel-63

    Repository:     /depot/repos/1006

    Installers:     129.40.126.43;10.0.1.43

    Ostype:         rhel-6-x86_64

    Kits:           base-2.2-2-x86_64, os-ofed-3.0.1-2-x86_64,

                    pcm-3.2-1-x86_64, platform-lsf-8.3-1-x86_64,

                    platform-mpi-8.3.0-1-x86_64, rhel-6.3-x86_64

     

    [root@i05n43 contrib]# cd 1000

    [root@i05n43 1000]# cp /home/GPFS-base/gpfs.base-3.4.0-0.x86_64.rpm .

    [root@i05n43 1000]# cp /home/GPFS-fixes/RPMs/gpfs.docs-3.4.0-14.noarch.rpm .

    [root@i05n43 1000]# cp /home/GPFS-fixes/RPMs/gpfs.msg.en_US-3.4.0-14.noarch.rpm .

    [root@i05n43 1000]# kusu-repoman -ur rhel-6.2-x86_64

    Refreshing repository: rhel-6.2-x86_64. This may take a while...

    [root@i05n43 1000]# [image: ]

    Next, we used the web portal to add these GPFS RPMs to our provisioning template, as shown in Figure 6-12.
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    Figure 6-12   Adding RPMs to a provisioning template 

    Finally, we used the installation post-installation script in Example 6-8 to complete the update of GPFS and install the required kernel abstraction layer. Because we are using stateless nodes in this system, it is also necessary to restore the node-specific GPFS configuration database each time that the node is rebooted. 

    This will not work for new nodes, which have not yet been defined to GPFS. For such nodes, you can use the same post-installation script, but remove the files in /var/mmfs/gen before you attempt to add the nodes to your GPFS cluster for the first time. Otherwise, GPFS will determine that these nodes are already members of a GPFS cluster. 

    This simple example assumes that the host was previously defined to GPFS and is just being re-imaged. This example also assumes that you have added the appropriate entries to /root/.ssh/authorized_keys on your GPFS primary and secondary configuration server hosts to allow password-less Secure Shell (ssh) from the newly provisioned hosts.

    Example 6-8   Post-installation script for GPFS
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    #!/bin/bash

    # GPFS Patch level

    GPFSVER=3.4.0-14.x86_64

    # Probable GPFS primary configuration server

    PRIMARY=i05n67.pbm.ihost.com

    # Determine kernel level

    KVER=$(uname -r)

    # Need home to get files

    mount /home

    # Update gpfs.base code

    rpm -Uvh /home/GPFS-fixes/RPMs/gpfs.base-${GPFSVER}.update.rpm

    # Remove any existing gpl layer for the current kernel

    rpm -e $(rpm -qa| grep gpfs.gplbin-${KVER})

    # Install the correct gpl layer for this GPFS build and kernel

    rpm -ivh /home/GPFS-fixes/RPMs/gpfs.gplbin-${KVER}-${GPFSVER}.rpm

    # force addition of the GPFS configuration server to known_hosts

    #  while obtaining list of members of the GPFS cluster; update P & S

    CLUSTER=$(ssh -o “StrictHostKeyChecking=no” ${PRIMARY} /usr/lpp/mmfs/bin/mmlscluster)

    #  Determine if current node is a member of the GPFS cluster

    MYIPS=$(ip addr | grep “inet “ |awk ‘{print $2}’ | cut -f 1 -d /)

    for IP in $MYIPS

    do

      GPFSHOSTNAME=$(echo “$CLUSTER”| grep $IP | awk ‘{print $2}’)

      if [ “$GPFSHOSTNAME” ]

      then

        break

      fi

    done

    if [ “$GPFSHOSTNAME” ]

    then

    # This node is defined to GPFS;  restore the GPFS database

      /usr/lpp/mmfs/bin/mmsdrrestore -p ${PRIMARY} -F /var/mmfs/gen/mmsdrfs -R /usr/bin/scp

    fi
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          Post-installation scripts: Post-installation scripts are stored in the provisioning engine’s database. To modify a post-installation script, you must delete it and re-add the modified copy, either with a different name or in a different Portal modify step. For imaged provisioning modes, changing the post-installation scripts requires rebuilding the host image. Using a different name avoids waiting for a second image rebuild. Packaged installs do not require this image rebuild, so it might be quicker to test post-installation scripts on packaged images first. To use the same script for multiple provisioning templates and to meet the unique name requirement that is imposed by the database, we created a separate unique symbolic link for each revision, for the provisioning template, all pointing to a common script.

        
      

    

    Adding hosts to the cluster

    After you define an appropriate provisioning template for your HPC hosts, you are ready to add these hosts to your cluster. IBM Platform HPC can add new hosts through either the Auto-detect or Pre-defined file procedures. This mode is chosen through the Devices → Hosts → Add → Add Hosts dialog (Figure 6-13).
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    Figure 6-13   Adding a host with auto detection

    In Auto-detect mode (Figure 6-13), you simply specify the provisioning template to be used and optionally the physical rack location of the server. IBM Platform HPC then monitors Dynamic Host Configuration Protocol (DHCP) requests on the provisioning network, and it adds the next unknown host that asks for an IP address assignment to the cluster using the specified values. If your hosts are set to automatically network boot, this occurs the next time you power up or reboot the targeted host. This is a very quick and simple way to add hosts, but you must be careful to add the hosts in ascending order if you want to maintain consistent and ascending IP addresses.
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    Figure 6-14   Adding hosts with a pre-defined host file

    In the pre-defined file mode (Figure 6-14), a set of hosts are added sequentially by using the Media Access Control (MAC) addresses on the provisioning network that are provided in a text file, one line per host server. If the MAC addresses are provided to you, for example on the configuration CD that is provided with an IBM Intelligent Cluster iDataPlex solution, you can very quickly add a full rack of servers. With this file, you can assign host names and rack locations. The file format is described in the online help and the file that we used is shown in Example 6-9. Comments can be included only at the beginning of the file by prefixing lines with the # character. The host names that are specified must comply with the Host Name Format that is defined in the provisioning template, or they are replaced by generated names that use the template format and the next available host numbers.

    Example 6-9   Pre-defined host list
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    #Format: MAC Address, IP, Name, uid, bmc_ip, rack, chassis, starting unit, server height

    #============= ====== ======= ========== ======

    E4:1F:13:EF:A9:D5,10.0.1.37,i05p37, ,129.40.127.37,Rack1A,,37,1

    E4:1F:13:EF:AE:D3,10.0.1.38,i05p38, ,129.40.127.38,Rack1A,,38,1

    E4:1F:13:EF:73:27,10.0.1.39,i05p39, ,129.40.127.39,Rack1A,,39,1

    E4:1F:13:EF:AA:77,10.0.1.40,i05p40, ,129.40.127.40,Rack1A,,40,1

    E4:1F:13:EF:BF:C5,10.0.1.41,i05p41, ,129.40.127.41,Rack1A,,41,1

    E4:1F:13:EF:A9:69,10.0.1.42,i05p42, ,129.40.127.42,Rack1A,,42,1

    E4:1F:13:EF:96:D9,10.0.1.44,i05p44, ,129.40.127.44,Rack1C,,2,1
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          BMC addresses: At the time of writing this book, IBM Platform HPC did not honor the bmc_ip that is specified in this file. BMC network address assignment is done as described in “Configuring auxiliary networks” on page 194. BMC addresses are assigned sequentially from the starting address that is specified in the network definition.

        
      

    

    In either mode, power on or reset these hosts to cause a Preboot Execution Environment (PXE) network boot, and they are provisioned with the template that you selected. After a few moments, these hosts appear as “Installing” in the web portal (Figure 6-15). When the installation is complete, the host status box changes to a green “OK”.
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    Figure 6-15   Compute hosts in the Installing state

    Diagnosing problems during installation

    While defining and adding hosts and images, the provisioning engine records logs in the /var/log/kusu directory on the master host. The kusu-events.log file records events that result from provisioning activities. The cfmclient.log file records events that are associated with synchronizing files from the master host to the provisioned hosts. During the host provisioning process, the provisioning engine maintains a log on the host that is being installed in the /var/log/kusu directory. The kusurc.log shows the sequence of operations and contains error output from any post-installation scripts that you defined. There are also logs in the /var/log/httpd directory on the master host that record file transfers during provisioning.

    6.2.2  Modifying the cluster

    This section describes how to modify the cluster.

    Implementing high availability

    IBM Platform HPC can be configured to provide failover services to protect both the provisioning engine and the workload scheduler. This can be defined at the time of the initial installation, or added later by provisioning an additional installer candidate host. We used the process in the Administering IBM Platform HPC manual in the section “Enable HA post-installation” to convert one of our hosts to a failover master.

    Moving to a HA configuration requires that you place the configuration and software repository on a shared (NFS) device. When converting from a standard configuration to a HA one, the repository previously created on the local disk is copied to the NFS server that is designated during the installation. We found that if both the NFS server and the host OS supported NFS V4, installation defaulted to that format and failed due to authentication problems. To resolve this situation, we disabled NFSV4 client protocol on the master and failover hosts by uncommenting the line “# Defaultvers=4” in the file /etc/nfsmount.conf and changing it to “ Defaultvers=3”. 

    To enable an HA configuration, you must define virtual IP addresses on your provisioning and public networks to which service requests are directed. Those IP addresses are assumed by whichever host is the active installer and master, across the same network connections that are used for the static IP configuration. These addresses can be any otherwise unused address on the same subnet. You need to choose them to not interfere with the range that you intend to use for your compute hosts. After converting to HA, direct your web browser to the virtual public IP address to access the web portal. 

    After following the HA installation procedure and reprovisioning the failover host by using the installer-failover-rhel-6.2-x86_64 template that is provided with the base installation, we were able to force the new failover host to take over as the active installer as shown in Example 6-10.

    Example 6-10   Manually failing over the active provisioning host
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    [root@i05n44 hpcadmin]# kusu-failto

    Are you sure you wish to failover from node ‘i05n43’ to node ‘i05n44’? [<y/N>]: y

    Installer Services running on ‘i05n43’

    Syncing and configuring database...

    Starting kusu. This may take a while...

       Starting initial network configuration:                 [  OK  ]

        Generating hosts, hosts.equiv, and resolv.conf:        [  OK  ]

        Config mail mechanism for kusu:                        [  OK  ]

        Setting up ntpd:                                       [  OK  ]

        Setting up SSH host file:                              [  OK  ]

        Setting up user skel files:                            [  OK  ]

        Setting up network routes:                             [  OK  ]

        Setting up syslog on PCM installer:                    [  OK  ]

        Setting HPC HA:                                        [  OK  ]

        Running S11lsf-genconfig:                              [  OK  ]

        Increasing ulimit memlock:                             [  OK  ]

        Setting npm service for HPC HA:                        [  OK  ]

        Running S70SetupPCMGUI.sh:                             [  OK  ]

        Post actions when failover:                            [  OK  ]

        Setting up fstab for home directories:                 [  OK  ]

        Running S97SetupGUIHA.sh:                              [  OK  ]

        Synchronizing System configuration files:              [  OK  ]

        Starting initial configuration procedure:              [  OK  ]

     

    Restart kusu service on ‘i05n43’, it may take a while...

    Installer Services now running on ‘i05n44’

    [root@i05n44 network-scripts]# kusu-failinfo

    Installer node is currently set to: i05n44 [Online]

    Failover node is currently set to: i05n43 [Online]

    Failover mode is currently set to: Auto

    KusuInstaller services currently running on: i05n44

     

    [root@i05n44 hpcadmin]#
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    6.2.3  Submitting jobs

    After you add and provision a set of hosts, your cluster is ready for job submission. The installation process includes the installation of the IBM Platform LSF batch scheduler and the configuration of a basic set of job queues. The IBM Platform HPC web portal includes an integrated Jobs function that allows users to submit generic or specific application jobs into the job management system. This is described in “Submitting jobs” on page 58. The Administrator is also provided the facility to define or modify custom jobs through the Application Template function that is described in 4.3.2, “IBM Platform Application Center implementation” on page 54.

    In addition to the web portal, IBM Platform HPC (and LSF) support job submission via a traditional command-line interface (CLI) by using the bsub command, as well as job and queue monitoring using bjobs and bqueues. The bsub command can process job scripts as an input stream that uses the syntax bsub <jobscript>, or cat jobscript | bsub. This provides powerful scripting options and the ability to embed LSF job control commands in your scripts by using the “# BSUB” notation. You can also use the more familiar bsub jobscript syntax but in this mode “# BSUB” controls are not processed.

    6.2.4  Operation and monitoring

    The IBM Platform HPC web portal also includes monitoring functions for cluster resources. Through the web portal, you can easily see what jobs are running on your cluster, what the usage pattern has been, and what classes of work are being scheduled.

    Monitoring workload throughput

    The Job Reports section of the Jobs tab provides both administrators and users tools for historical reporting on job throughput. These reports are similar to the reports that are described for LSF Platform Application Center (PAC) in 4.2.1, “IBM Platform Application Center” on page 36, but these reports are located on the Jobs tab instead of having their own tab (Figure 6-16 on page 206), and a smaller set of default reports is provided.
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    Figure 6-16   Job reports

    Monitoring availability

    The resource reports feature of the web portal provides a means of reporting on resource availability. Figure 6-17 shows a graph of a number of available hosts over time.
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    Figure 6-17   Host resource report

    Monitoring resources

    The web portal Dashboard can be configured to display a number of specific host resource values using a color scale on the graphical representation of your cluster. In Figure 6-7 on page 193, the default values of CPU Usage and Baseboard Temperature are shown. On our iDataPlex dx360M3 hardware, temperature monitoring is the function of a shared chassis resource, so a temperature value only appears on the odd-numbered hosts. You can change the resource that is being displayed by using the drop-down menu on each color scale, as illustrated in Figure 6-18. With the Dashboard, you can select a condensed view without host labels, which presents more hosts on a window, or the heatmap view, which further increases density by dropping the labels and displaying only a single resource value per host.
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    Figure 6-18   Resource drop-down menu

    Modifying alerts

    IBM Platform HPC provides a comprehensive set of pre-defined alerts. These alerts are easily modified to best suit the specific environment of the cluster. For example, the standard set of alerts includes a Free Memory Low alert if the amount of unused RAM on the master host goes under a set limit. Using the web portal, we selected the Resource Alerts → Alert Definitions panel, selected the Free Memory Low alert, and used the Modify dialog to extend this alert to all the hosts in the cluster and change the alert threshold to 100 MB (Figure 6-19).
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    Figure 6-19   Modifying an alert definition

    6.3  References

    The IBM Platform HPC documentation is listed in Table 6-2.

    Table 6-2   IBM Platform HPC documentation

    
      
        	
          Title

        
        	
          Publication number

        
      

      
        	
          Getting Started with IBM Platform HPC (Administrator)

        
        	
          GI13-1888-00

        
      

      
        	
          Getting Started with IBM Platform HPC (Users)

        
        	
          GI13-1889-00

        
      

      
        	
          Release Notes for IBM Platform HPC

        
        	
          GI13-3102-00

        
      

      
        	
          Administering IBM Platform HPC

        
        	
          SC22-5379-00

        
      

      
        	
          Installing IBM Platform HPC

        
        	
          SC22-5380-00

        
      

      
        	
          Installing and Managing the IBM Platform HPC Web Portal Kit

        
        	
          SC22-5381-00

        
      

      
        	
          Installing and Managing the IBM Platform HPC Workload Scheduler Kit

        
        	
          SC22-5387-00

        
      

      
        	
          Installing and Managing the IBM Platform HPC GPU Scheduling Kit

        
        	
          SC22-5392-00

        
      

      
        	
          Installing and Managing the IBM Platform HPC Dynamic Multiboot Kit

        
        	
          SC22-5393-00

        
      

      
        	
          Installing and Managing the IBM Platform Cluster Manager Base Kit

        
        	
          SC22-5394-00

        
      

      
        	
          The Hidden Cost of Open Source

        
        	
          DCW03023-USEN-00

        
      

    

    Additionally, the documentation that is listed in Table 6-3 is included with the product.

    Table 6-3   Additional IBM Platform HPC documentation

    
      
        	
          Title

        
        	
          Publication number

        
      

      
        	
          Installing and Managing the IBM Platform High Performance

          Computing Tools Kit

        
        	
          SC22-5391-00

        
      

      
        	
          Installing and Managing the Intel Cluster Checker Kit

        
        	
          SC22-5390-00

        
      

      
        	
          Installing and Managing the Intel Runtime Kit

        
        	
          SC22-5389-00

        
      

      
        	
          Installing and Managing the Java JRE Kit

        
        	
          SC22-5388-00

        
      

      
        	
          Installing and Managing the Nagios Kit

        
        	
          SC22-5386-00

        
      

      
        	
          Installing and Managing the NVIDIA CUDATM Kit

        
        	
          SC22-5385-00

        
      

      
        	
          Installing and Managing the OFED Kit

        
        	
          SC22-5384-00

        
      

      
        	
          Installing and Managing the IBM Platform HPC OS OFED Kit

        
        	
          SC22-5395-00

        
      

      
        	
          Installing and Managing the IBM Platform Cluster Manager Kit

        
        	
          SC22-5383-00

        
      

      
        	
          Administering IBM Platform HPC

        
        	
          SC22-5379-00
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IBM Platform Cluster Manager Advanced Edition

    This chapter explains the architecture overview, deployment, and sample usage of IBM Platform Cluster Manager Advanced Edition. We review the product installation to create IBM Platform Load Sharing Facility (LSF) clusters, IBM Platform Symphony clusters, and clusters with physical and virtual machines. We also show the self-service web portal interface that helps the on-demand cluster provisioning.

    We describe the following topics in this chapter:

    •Overview

    •Implementation

    7.1  Overview

    IBM Platform Cluster Manager Advanced Edition delivers comprehensive high performance computing (HPC) cluster management that allows the provisioning of multiple cluster environments featuring a self-service environment for minimal administrator intervention. Important product features and corresponding benefits are described in Table 7-1.

    Table 7-1   IBM Platform Cluster Manager Advanced Edition features

    
      
        	
          Feature

        
        	
          Benefits

        
      

      
        	
          Multi-tenancy HPC

        
        	
          Different service catalogs, resource limits for sharing and per account reporting.

        
      

      
        	
          Multi-platform HPC cluster

        
        	
          Cluster technologies, such as IBM Platform Symphony, IBM Platform LSF, and other third-party products, are available on demand on your service catalog.

        
      

      
        	
          On-demand HPC self-service cluster provisioning

        
        	
          By eliminating the need to submit a request and wait for someone to approve or act upon it, users can get the resources whenever they want in accordance with the defined policies and usage limits.

        
      

      
        	
          HPC physical and virtual resources

        
        	
          You can choose the type of machine to perform the job.

        
      

      
        	
          Rapid HPC cluster provisioning

        
        	
          Clusters are built in minutes instead of hours or days.

        
      

      
        	
          Cluster scaling

        
        	
          Dynamically grow and shrink (flex up/down) the size of a deployed cluster based on workload demand, calendar, and sharing policies. Share hardware across clusters by rapidly reprovisioning to meet the infrastructure needs (for example, Windows and Linux, or a different version of Linux).

        
      

      
        	
          Shared HPC Cloud services enablement

        
        	
          Extend to external “as-a-service” (for example, IBM SmartCloud™) for peak computing demand.

        
      

    

    7.1.1  Unified web portal

    When the product is installed and configured for the first time, you can access the web portal, by default at TCP port 8080, of the management server. The first page that it shows after you log in is the Resources cockpit. As shown in Figure 7-1 on page 213, there are four major tabs to select on the left side:

    •Resources

    Allows you to manage hosts and clusters in the cluster. Also, here you can administer and view related elements, such as resource groups capacity reports, resources policies (for instance, virtual machine (VM) placement policy), alarm configuration and display, IP pools for VMs, and hardware resources inventory.

    •Clusters

    Allows you to manage cluster definitions and clusters. There are also sections for managing cluster-related alarms and policies.

    •Accounts

    Allows you to use and manage the accounts for the portal. For each defined account, there is a link that shows the account profile and settings, including subaccounts, that enable a multi-tenant environment.

    •System

    Allows you to manage the Platform Cluster Manager Advanced Edition installation and system configuration.
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    Figure 7-1   Cockpit view that is the initial page in the unified web portal

    7.1.2  Physical and virtual resource provisioning

    IBM Platform Cluster Manager Advanced Edition can provision physical and virtual machines by using the predefined resource adapters: Platform Cluster Manager (PCM) and kernel-based virtual machine (KVM). Physical machines can be added by specifying their Media Access Control (MAC) addresses or by listening to the private network for auto detection.

    For virtual machines, the KVM hypervisor hosts are first added and provisioned as physical machines through the PCM adapter. Then, when a cluster instance that is based on KVM cluster definition is created, the hypervisors are ready to host virtual machines.

    You can add, delete, power on/off, and SSH to the machines from the portal. For example, from the Machines tab, in the Resources cockpit, you can see a list of all physical and virtual resources, as well as the KVM hypervisor hosts (see Figure 7-1). The menus for various management tasks are also available. If the machine is virtual, a remote console can be opened.

    7.1.3  Cluster management

    From the cockpit of the Clusters main tab, you can view clusters and perform administrative tasks, such as power on/off clusters, delete expired or cancelled clusters, and add or remove machines from active clusters. As shown in Figure 7-2, you can also see the provisioning status and expiration date on which the cluster will be shut down and its resources put back into the pool. An administrator can instantiate clusters on behalf of a user.
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    Figure 7-2   Administrator view of all cluster instances

    7.1.4  HPC cluster self-service

    An administrator can create and manage cluster definitions. Definitions behave like templates that users select at cluster instantiation time. To create a cluster definition, you use the Cluster Designer window that appears after clicking New in the Cluster Definition link (see Figure 7-3 on page 215). For the cluster definition in the Cluster Designer, you can specify the definition name, user and deployment variables, flex up/down policies, and cluster expiration options.

    In the Cluster Designer, you can specify one or more tiers that conform the cluster (for example, LSF Master tier and LSF Compute tier). Each tier definition has properties that relate to the following areas:

    •Host name

    •Number of machines per tier (for example, an LSF cluster can only have one master)

    •OS type

    •IP assignment

    •Server selection policy

    •Administrator/root password generation

    [image: ]

    Figure 7-3   Cluster designer window for new cluster definitions

    When cluster definitions are published, they are available to users so the users can instantiate new clusters. The cluster instantiation page shows in Figure 7-4.
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    Figure 7-4   Cluster instantiation

    7.1.5  Cluster usage reporting

    To track resource usage, users can produce allocation reports of clusters as shown in Figure 7-5. The reports can also be generated to display usage grouped by accounts or by users. The Report tab appears for each account or subaccount. The Report tab is a convenient way to display the usage of a particular subaccount and all the descendant subaccounts in the hierarchy. From the administrator point of view, the allocation reports can be utilized as a component for a charge-back scheme.
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    Figure 7-5   Cluster allocation report

    7.1.6  Deployment topology

    To deploy IBM Platform Cluster Manager Advanced Edition, you must ensure that your environment has the appropriate network topology. A typical scenario is depicted in Figure 7-6 on page 217. You need to have a public network and a private network for provisioning.
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    Figure 7-6   IBM Platform Cluster Manager Advanced Edition deployment topology

    Cluster resources are provisioned and administered within the private network (eth0). The provision engine and management server are connected to this private network and to the public network (eth1) so that client computers connect to the portal for cluster creation and monitoring. 

    In our environment, the setup has a slight variation, mainly on the interface number for public and private networks for all machines: eth0 for public and eth1 for private. The cluster has InfiniBand interfaces on all machines so the topology looks like Figure 7-7.
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    Figure 7-7   Test environment topology

    Also, in our test environment, the management server and the provision engine are installed in the same server.

    7.2  Implementation

    This section provides the implementation details.

    7.2.1  Preparing for installation

    We followed the instructions that are provided in the IBM Platform Cluster Manager Advanced Edition Installation Guide, SC27-4759-00. We focused special attention on the disk space. We needed 96 GB of available disk space (16 GB for the management server and 80 GB for the provisioning engine). Alternatively, for the provisioning engine, ensure that the / partition has at least 52 GB of free space.

     

    
      
        	
          Important: Add the master management server host’s IP address and host name to the /etc/hosts file, for example:

          10.0.2.56 i05n56.itso.pok i05n56-eth1.itso.pok i05n56-eth1 i05n56

        
      

    

    7.2.2  Installing the software

    We installed IBM Platform Cluster Manager Advanced Edition on a cluster of IBM dx360m3 iDataPlex nodes, which are described in Figure 3-4 on page 23. In addition to the public and private networks that are shown in that diagram, each of our nodes has a hardware management connection, which is implemented through a shared access VLAN on the public network. The basic installation process is shown in Example 7-1 with typed inputs shown in bold.

     

    
      
        	
          Important: The package redhat-lsb must be installed.

        
      

    

    Single host installation

    Example 7-1 shows the single host installation output.

    Example 7-1   Single host installation output
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    [root@c596n13 ~]# ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 Manager Installation

     

     

    The command issued is: ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

     

     

     

    Extracting file ...

    Done.

     

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Warning! The environment variable SHAREDDIR has not been defined. SHAREDDIR is

    used to enable failover for management servers. If you choose to continue the

    installation without defining SHAREDDIR, and you later want to enable failover,

    you will need to fully uninstall and then reinstall the cluster using the

    SHAREDDIR variable. Before defining SHAREDDIR, ensure the shared directory

    exists and the cluster administrator OS account has write permission on it.

    Once defined, the Manager installer can automatically configure

    failover for management servers.

     

    Do you want to continue the installation without defining SHAREDDIR?(yes/no)

    yes

     

    IBM Platform Cluster Manager Advanced Edition does not support failover of the management server,

    if the management server and provisioning engine are installed on a single host.

    Do you want to install the provisioning engine on the same host as your management server?(yes/no)

    yes

     

    The management server and the provisioning engine will be installed on a single host

     

    The installer is validating your configuration

    Total memory is 24595808 KB

    Redhat OS is 6.2

    SELinux is disabled

    Password hashing algorithm is MD5

    createrepo is installed

    c596n13.ppd.pok.ibm.com is valid

     

    The installer is processing your installation parameter values to prepare for the provisioning engine installation

     

    Specify the file path to the installation media for the RHEL 6.2 (64-bit) operating system.

    This can be the file path (or mount point) to the installation ISO file or to the device containing the installation disc:

       * For a mounted ISO image: /mnt/

       * For a file path to the ISO image file: /root/rhel-server-6.2-x86_64-dvd.iso

       * For an installation disc in the CDROM drive: /dev/cdrom

    Specify the file path for the RHEL 6.2 (64-bit):

    /mnt

    /mnt is valid

     

    Specify the provisioning network domain using a fully-qualified domain name:

    itso.pok

    Domain:itso.pok is valid

     

    Specify the NIC device of the provisioning engine that is connected to

    the provisioning (private) network. All physical machines must have same NIC device

    connected to the provisioning (private) network, and must boot from this NIC device.

    The default value is eth0:

    eth1

    Network:eth1 is valid

    Specify the NIC device of provisioning engine that is connected to

    the corporate (public) network. The default value is eth1:

    eth0

    Network:eth0 is valid

     

    The installer will use itso.pok for the domain for the provisioning engine host,

    and update the master management server host from c596n13.ppd.pok.ibm.com to c596n13.itso.pok

     

    RPM package ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm will be installed to: /opt/platform

     

    RPM package vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm will be installed to: /opt/platform

     

    This program uses the following commands to install EGO and VMO RPM

    to the system:

    rpm --prefix /opt/platform -ivh  ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm

    rpm --prefix /opt/platform -ivh  vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm

    Starting installation ...

     

    Preparing...                ##################################################

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7869.  The entry is:

    mobileanalyzer  7869/tcp                # MobileAnalyzer& MobileMonitor

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the cluster.

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7870.  The entry is:

    rbt-smc         7870/tcp                # Riverbed Steelhead Mobile Service

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the cluster.

     

    The installation will be processed using the following settings:

    Cluster Administrator: pcmadmin

    Cluster Name: itsocluster

    Installation Directory: /opt/platform

    Connection Base Port: 7869

     

    ego-linux2.6-glibc2.3-x86_64##################################################

     

     

    Platform EGO 2.0.0 is installed at /opt/platform.

    A new cluster <itsocluster> has been created.

    The host <c596n13.itso.pok> is the master host.

    The license file has been configured.

     

    The file "/etc/rc.d/init.d/ego" already exists. This file controls what

    Platform product services or processes run on the host when the host is

    rebooted.

    If you choose to overwrite this file, and the host is part of another

    cluster using an earlier/different installation package, Platform product

    services or process will not automatically start for the older cluster when

    the host is rebooted.

    If you choose not to overwrite this file, important Platform product services

    or daemons will not automatically start for the current installation when the

    host is restarted.

    Do you want to overwrite the existing file?(yes/no) yes

    removed : /etc/rc.d/init.d/ego

    egosetrc succeeds

    Preparing...                ##################################################

     

    vmoManager_reqEGO_linux2.6-x##################################################

     

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 is installed at /opt/platform

     

    Info: Checking SELINUX ...setenforce: SELinux is disabled

    The current selinux status

    SELinux status:                 disabled

    Select database type

     

    Starting to prepare the database

    Checking whether the Oracle client exists...

    Specify the file path to the oracle-instantclient11.2-basic-11.2.0.2.0.x86_64.rpm oracle-instantclient11.2-sqlplus-11.2.0.2.0.x86_64.rpm RPM packages, IBM Platform Cluster Manager Advanced Edition will install these packages automatically:

    /root

    Checking  /root/oracle-instantclient11.2-basic-11.2.0.2.0.x86_64.rpm exists ... OK

    Checking  /root/oracle-instantclient11.2-sqlplus-11.2.0.2.0.x86_64.rpm exists ... OK

    Do you want IBM Platform Cluster Manager Advanced Edition to install Oracle-XE 11g as an internal database?(yes/no)

    yes

    Checking  /root/oracle-xe-11.2.0-1.0.x86_64.rpm exists ... OK

    Preparing...                ########################################### [100%]

       1:oracle-instantclient11.########################################### [100%]

    Preparing...                ########################################### [100%]

       1:oracle-instantclient11.########################################### [100%]

    Starting to install the related libraries...

    Extracting the dependent libraries...

    Finished extracting the dependent libraries

     

    Verifying RPM packages...

    Finished installing related libraries

    Install Oracle

    Preparing...                ########################################### [100%]

       1:oracle-xe              ########################################### [100%]

    Executing post-install steps...

     

    You must run '/etc/init.d/oracle-xe configure' as the root user to configure the database.

     

     

    Oracle Database 11g Express Edition Configuration

    -------------------------------------------------

    This will configure on-boot properties of Oracle Database 11g Express

    Edition.  The following questions will determine whether the database should

    be starting upon system boot, the ports it will use, and the passwords that

    will be used for database accounts.  Press <Enter> to accept the defaults.

    Ctrl-C will abort.

     

    Specify the HTTP port that will be used for Oracle Application Express [8080]:

    Specify a port that will be used for the database listener [1521]:

    Specify a password to be used for database accounts.  Note that the same

    password will be used for SYS and SYSTEM.  Oracle recommends the use of

    different passwords for each database account.  This can be done after

    initial configuration:

    Confirm the password:

     

    Do you want Oracle Database 11g Express Edition to be started on boot (y/n) [y]:

    Starting Oracle Net Listener...Done

    Configuring database...Done

    Starting Oracle Database 11g Express Edition instance...Done

    Installation completed successfully.

    Oracle XE is installed successfully

    The Oracle XE information as follows:

      Listener Host: c596n13.ppd.pok.ibm.com

      Listener port: 1521

      Service name: XE

      Password for DBA: oracle

      PCMAE database username: isf

      PCMAE database password: isf

      HTTP port: 9090

    Oracle Database 11g Express Edition instance is already started

     

     

    SQL*Plus: Release 11.2.0.2.0 Production on Wed Jul 25 17:52:14 2012

     

    Copyright (c) 1982, 2011, Oracle.  All rights reserved.

     

     

    Connected to:

    Oracle Database 11g Express Edition Release 11.2.0.2.0 - 64bit Production

     

     

    PL/SQL procedure successfully completed.

     

     

    System altered.

     

     

    System altered.

     

     

    User created.

     

     

    Grant succeeded.

     

     

    Grant succeeded.

     

    Disconnected from Oracle Database 11g Express Edition Release 11.2.0.2.0 - 64bit Production

    Creating IBM Platform Cluster Manager Advanced Edition tables...

    Finished creating IBM Platform Cluster Manager Advanced Edition tables

    Created default user for IBM Platform Cluster Manager Advanced Edition

     

    Configuring IBM Platform Cluster Manager Advanced Edition to use Oracle running at  ...

    Verifying parameters...

    Checking that the JDBC driver "/usr/lib/oracle/11.2/client64/lib/ojdbc5.jar" exists ... OK

     

    Configuring the database...

    Testing the database configuration...

    The database configuration is correct. Saving the database configuration...

    Configuration complete.

    Success

    Finished preparing the database

     

    The installer will install the provisioning engine on the same host as your management server,

    using the following installation parameters:

       File path to the installation media for the RHEL 6.2 (64-bit)=/mnt

       Domain for the provisioning network=itso.pok

       provisioning engine NIC device that is connected to the provisioning (private) network=eth1

       provisioning engine NIC device that is connected to the corporate (public) network=eth0

     

    Init DIRs...

    Installing provisioning engine and management server on a single host. Backing up /etc/hosts...

    Extracting file ...

    Done

    Installing provisioning engine. This may take some time...

    Preparing PCM installation...

    ******************** WARNING ********************

    A partially installed PCM detected on this machine.

    Proceeding will completely remove the current installation.

     

                                                               [  OK  ]

       Checking install configuration file...                  [  OK  ]

       Checking the exist of entitlement file                  [  OK  ]

       Checking hardware architecture                          [  OK  ]

       Checking for OS compatibility                           [  OK  ]

       Checking if SELinux is disabled                         [  OK  ]

       Checking for presence of '/depot'                       [  OK  ]

       Checking for presence of kusudb database                [  OK  ]

       Checking for presence of Kusu RPMs                      [  OK  ]

       Checking for required RPMs                              [  OK  ]

       Checking for at least 2 statically configured NIC       [  OK  ]

       Checking for the public hostname                        [  OK  ]

       Checking for md5 password encryption algorithm          [  OK  ]

     

       Checking for NetworkManager service

       Trying to update time with pool.ntp.org                 [WARNING]

     

            Update time failed...

       Probing for the language/locale settings                [  OK  ]

       Probing for DNS settings                                [  OK  ]

       Checking if at least 2.5GB of RAM is present            [  OK  ]

     

       Setting provisioning interface to eth1.                 [  OK  ]

     

       Setting public interface to eth0.                       [  OK  ]

     

       Setting provision network domain to itso.pok.           [  OK  ]

       Checking for valid mount point for '/depot'             [  OK  ]

       Checking for valid mount point for '/var'               [  OK  ]

     

       Detecting path '/' for kusu '/depot' directory.         [  OK  ]

     

       Adding Kit: 'base'...                                   [  OK  ]

     

       Adding Kit: 'os-ofed'...                                [  OK  ]

     

       Adding Kit: 'pcm'...                                    [  OK  ]

     

     

       Installing Operating System from media '/mnt'.

       Verifying that the Operating System is a supported

       distribution, architecture, version...

       [rhel 6 x86_64] detected:                               [  OK  ]

       Copying Operating System media. This may take some time [  OK  ]

     

       Successfully added Operating System to repository.

     

     

       Detecting additional kit media.

       Finished installing additional kit media.

       Refreshing the repository [rhel-6.2-x86_64].

       This may take some time...                              [  OK  ]

     

       Installing Kusu RPMs. This may take some time...        [  OK  ]

     

       Running kusurc scripts to finalize installation.

          Setting up Kusu db:                                  [  OK  ]

        Setting up hostname:                                   [  OK  ]

        Starting initial network configuration:                [  OK  ]

        Setting up High-Availability service:                  [  OK  ]

        Setting up httpd:                                      [  OK  ]

        Setting up dhcpd:                                      [  OK  ]

        Generating hosts, hosts.equiv, and resolv.conf:        [  OK  ]

        Setting up iptables:                                   [  OK  ]

        Config mail mechanism for kusu:                        [  OK  ]

        Setting up named:                                      [  OK  ]

        Setting up ntpd:                                       [  OK  ]

        Preparing repository for compute node provisioning:    [  OK  ]

        Setting up rsyncd for Kusu:                            [  OK  ]

        Setting up rsyslog:                                    [  OK  ]

        Setting up passwordless SSH access:                    [  OK  ]

        Setting up SSH host file:                              [  OK  ]

        Setting up user skel files:                            [  OK  ]

        Setting up xinetd:                                     [  OK  ]

        Setting up yum repos:                                  [  OK  ]

        Setting up network routes:                             [  OK  ]

        Setting up shared home NFS export:                     [  OK  ]

        Setting up syslog on PCM installer:                    [  OK  ]

        Set up kusu snmpd configuration.:                      [  OK  ]

        Setting up CFM. This may take some time...:            [  OK  ]

        Post actions when failover:                            [  OK  ]

        Setting up default Firefox homepage:                   [  OK  ]

        Setting up minimum UID and GID:                        [  OK  ]

        Setting up fstab for home directories:                 [  OK  ]

        Synchronizing System configuration files:              [  OK  ]

        Creating images for imaged or diskless nodes:          [  OK  ]

        Setting appglobals variables:                          [  OK  ]

        Disabling unneeded services:                           [  OK  ]

        Patch kusu pxe files:                                  [  OK  ]

        Starting initial configuration procedure:              [  OK  ]

        Setting up motd for PCM:                               [  OK  ]

        Increasing ulimit memlock:                             [  OK  ]

     

     

     

     

       All existing repos in /etc/yum.repos.d have been disabled. Do re-enable any required repos manually.

       The os-ofed kit installs some new kernel modules, you must reboot the installer node to load the new modules.

       A complete log of the installation is available at /var/log/pcminstall.log

       Run 'source /opt/kusu/bin/pcmenv.sh' to source the required environment variables for this session. This is not required for new login sessions.

     

    Installed provisioning engine successfully. Configuring the provisioning engine...

    Creating the PMTools node group...

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Running plugin:  /opt/kusu/lib/plugins/cfmsync/getent-data.sh

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/root/.ssh/id_rsa

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/root/.ssh/authorized_keys

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/opt/kusu/etc/logserver.addr

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/passwd.merge

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/shadow.merge

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/group.merge

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/hosts.equiv

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/.updatenics

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/hosts

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/fstab.kusuappend

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_key

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_config

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_key.pub

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_rsa_key

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_dsa_key

    Distributing 8 KBytes to all nodes.

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Creating the KVM node group...

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Running plugin:  /opt/kusu/lib/plugins/cfmsync/getent-data.sh

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/root/.ssh/id_rsa

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/root/.ssh/authorized_keys

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/opt/kusu/etc/logserver.addr

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/passwd.merge

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/shadow.merge

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/group.merge

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/hosts.equiv

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/.updatenics

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/hosts

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/fstab.kusuappend

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_key

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_config

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_key.pub

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_rsa_key

    New file found:  /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_dsa_key

    Distributing 8 KBytes to all nodes.

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Adding the PMTools/vmoAgent packages to the depot...

    Adding the configKVM.sh/configPMTools.sh files to the depot...

    Flushing the depot. This may take several minutes...

    Refreshing repository: rhel-6.2-x86_64. This may take a while...

    Updating the partition script in the depot...

    The partition script lvm_example.sh was successfully added

    Adding the partition/customer script to the node group...

    Skipping system node group:unmanaged ...

    Skipping system node group:installer-rhel-6.2-x86_64 ...

    Skipping system node group:installer-failover-rhel-6.2-x86_64 ...

    Skipping system node group:compute-rhel-6.2-x86_64 ...

    Skipping system node group:compute-imaged-rhel-6.2-x86_64 ...

    Skipping system node group:compute-diskless-rhel-6.2-x86_64 ...

    Updating PMTools node group:compute-rhel-6.2-x86_64_PMTools ...

    Summary of Changes:

    ===================

    NGDESC:         Template for provisioning physical machines.

    OPTIONAL SCRIPTS:

            (+) configPMTools.sh

     

    Finished committing changes.

    Updating KVM node group:compute-rhel-6.2-x86_64_KVM ...

    Summary of Changes:

    ===================

    NGDESC:         Template for provisioning KVM hypervisor hosts.

    OPTIONAL SCRIPTS:

            (+) configKVM.sh

    PARTITION SCRIPTS:

            (+) lvm_example.sh

     

    Finished committing changes.

    Enable PRESERVE_NODE_IP

    19|PRESERVE_NODE_IP|1|None

    Updating the nodes by running: cfmsync -p -f -u

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Running plugin:  /opt/kusu/lib/plugins/cfmsync/getent-data.sh

    Updating installer(s)

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Running plugin:  /opt/kusu/lib/plugins/cfmsync/getent-data.sh

    Distributing 2 KBytes to all nodes.

    Updating installer(s)

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Setting up dhcpd service...

    Setting up dhcpd service successfully...

    Setting up NFS export service...

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Running plugin:  /opt/kusu/lib/plugins/cfmsync/getent-data.sh

    Updating installer(s)

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Finished the installation of provisioning engine

    Please reboot the host to finish installation

    [root@c596n13 ~]#
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    Adding a new adapter instance

    Figure 7-8 displays the required input fields to add the new adapter instance.
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    Figure 7-8   Pop-up window

    Figure 7-9 shows the output of the provisioning engine after the adapter is added.
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    Figure 7-9   Provisioning Engine adapter added

    Figure 7-10 shows the window to add the physical machines.
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    Figure 7-10   Adding physical machines

    Perform a system reboot, and the system is installed with the selected template. Run kusu-boothost -l to verify that the host is provisioned successfully as shown in Example 7-2.

    Example 7-2   kusu-boothost output

    [image: ]

    [root@c596n13 ~]# kusu-boothost -l

    Node:   c596n14         Node Group: compute-rhel-6.2-x86_64_PMTools

    State:  Installed               Boot:  Disk

    UID: 429063733bbf14d90563803c093e3f22be2ef36b

    Kernel: kernel-rhel-6.2-x86_64

    Initrd: initrd.package.7.img

    Kernel Params:  text noipv6 kssendmac selinux=0

    MAC:  00:1a:64:f1:38:a7         IP:  10.0.0.105

    ------------------------------------------------------------
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          IPMI: For power management with the Intelligent Peripheral Management Interface (IPMI) to work correctly within the IBM Platform Cluster Manager Advanced Edition framework (for example, “force reboot” on nodes that are powered off from the portal), an IPMI account with SUPERVISOR privilege using the default username and password combination that is used by kusu-power needs to be added. For IBM Platform Cluster Manager Advanced Edition Version 3.2, use username = kusuipmi and password = UMT4NRh2.

        
      

    

    To add a host, find the host MAC address by using ifconfig as shown in Example 7-3.

    Example 7-3   Finding the host MAC address
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    [root@c596n15 ~]# ifconfig eth1

    eth1      Link encap:Ethernet  HWaddr 00:1A:64:F1:35:3B

              inet6 addr: fe80::21a:64ff:fef1:353b/64 Scope:Link

              UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1

              RX packets:0 errors:0 dropped:0 overruns:0 frame:0

              TX packets:6 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:1000

              RX bytes:0 (0.0 b)  TX bytes:468 (468.0 b)

              Memory:93220000-93240000
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    Managing physical machine users

    These sections describe how to manage physical machine users.

    Create a user

    Example 7-4 shows how to create a user.

    Example 7-4   Creating a user
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    [root@c596n13 ~]# adduser clusteruser -m

    [root@c596n13 ~]# passwd clusteruser

    Changing password for user clusteruser.

    New password:

    BAD PASSWORD: it is based on a dictionary word

    Retype new password:

    passwd: all authentication tokens updated successfully.

    [root@c596n13 ~]# kusu-cfmsync -f

    Running plugin:  /opt/kusu/lib/plugins/cfmsync/getent-data.sh

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_PMTools/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64_KVM/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-imaged-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/compute-diskless-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_rsa_key.pub

    Warning: Broken Symbolic link: /etc/cfm/installer-failover-rhel-6.2-x86_64/etc/ssh/ssh_host_dsa_key.pub

    Distributing 3 KBytes to all nodes.

    Updating installer(s)

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255

    Sending to 10.0.0.255
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    7.2.3  Deploying LSF clusters

    The cluster administrator provides the LSF cluster definition that can be used by the account manager to easily deploy an LSF cluster with IBM Platform Cluster Manager Advanced Edition for their account users. Furthermore, the account manager can set up the option for their account users to deploy the LSF clusters themselves. 

    Platform Cluster Manager Advanced Edition includes a predefined LSF cluster definition with the option to install IBM Platform Application Center (PAC). We followed the steps that are outlined in the section “Preparing and deploying the LSF cluster” in the IBM Platform Cluster Manager Advanced Edition, Version 3.2, Administration Guide, SC27-4760-00. This section highlights how we debug and modify the definition to complete the deployment of an LSF cluster with IBM Platform Computing LSF Version 8.3 Standard Edition on physical machines.

    Preparing for the LSF cluster deployment

    You need to copy the files that are needed for the installation on the cluster nodes (LSF master and LSF compute) to the packages directory /var/www/html/pcmae_packages on the management server. 

    For LSF 8.3, copy these files:

    •Installation script: lsf8.3_lsfinstall_linux_x86_64.tar.Z

    •Distribution file: lsf8.3_linux2.6-glibc2.3-x86_64.tar.Z 

    •Entitlement file: platform_lsf_std_entitlement.dat

    For Platform Application Center, copy the following files:

    •Distribution file: pac8.3_standard_linux-x64.tar.Z

    •Entitlement file: pac.entitlement

    •MySQL JDBC database driver: mysql-connector-java-5.1.21-bin.jar

    The exact names of the entitlement files and the version of the MySQL Java Database Connectivity (JDBC) database are modified in the LSF cluster definition to match the files that are copied. 

    Modifying the predefined LSF cluster definition

    Copy the predefined LSF cluster definition to create a new cluster definition. Click the Clusters tab, select Definitions, and select LSF from Cluster Definitions. Select the Copy from menu and specify a name. A new cluster definition is created as shown in Figure 7-11.
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    Figure 7-11   New cluster definition

    Modify the unpublished cluster definition

    Select the new cluster definition and select Modify in the menu to display the Cluster Designer dialog that can be used to modify the new LSF cluster definition. Click the User Variables tab and make the changes to match the environment as shown in Figure 7-12.
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    Figure 7-12   Modifying user variables in the cluster designer

    The user variables are used in the pre-installation and post-installation scripts. For variables with multiple values, the valid values are separated by a semi-colon in the entry (see PAC_INSTALL in Figure 7-12 on page 237), The value is selected during cluster definition. We changed the values of the variables to the values that are listed in Table 7-2.

    10.0.2.56 is the IP address of the provisioning network on our Platform Cluster Manager Advanced Edition management server.

    Change LSF_ENTITLEMENT_FILE, PAC_DB_CONNECTOR, and PAC_LICENSE to match the names of the corresponding files that are copied to the packages directory on the management server.

    Table 7-2   User variables

    
      
        	
          Name

        
        	
          Value

        
      

      
        	
          PAC_INSTALL

        
        	
          Y;N

        
      

      
        	
          SOURCE_URL

        
        	
          http://10.0.2.56/pcmae_packages

        
      

      
        	
          LSF_CLUSTER_TOP

        
        	
          /opt/lsf

        
      

      
        	
          LSF_CLUSTER_NAME

        
        	
          cluster1a

        
      

      
        	
          LSF_ADMIN_USER

        
        	
          lsfadmin1

        
      

      
        	
          LSF_ENTITLEMENT_FILE

        
        	
          platform_lsf_std_entitlement.dat

        
      

      
        	
          PAC_TOP

        
        	
          /opt/pac

        
      

      
        	
          PAC_DB_CONNECTOR

        
        	
          mysql-connector-java-5.1.21-bin.jar

        
      

      
        	
          PAC_DB_PASSWORD

        
        	
           

        
      

      
        	
          PAC_LICENSE

        
        	
          pac.entitlement

        
      

    

    Modifying the LSFMaster machine and the LSFCompute machine

    Click the LSFMaster in the main panel (top portion of the window) and select the OS tab. To provision LSF clusters, we have to select the templates that included the PMTools. 

    Select the compute-rhel-6.2-x86_64_PMTools template to provision physical machines for the LSFMaster, as shown in Figure 7-13, and click the same template to provision the LSFCompute.

    We kept the default settings for general machine definition properties (the number of machines, the number of CPUs, and memory) for both the LSFMaster and LSFCompute in this exercise. The LSF cluster requires at least two machines: one for LSFMaster and one for LSFCompute. The LSFCompute node is added as a dynamic host to the LSF cluster. Dynamic hosts can be added to or removed from the cluster in LSF without changing the LSF configuration file and restarting the master processes. Users can readily select the action in Platform Cluster Manager Advanced Edition to increase (“flex up”) or decrease (“flex down”) the number of LSFCompute nodes (as dynamic hosts) in the LSF cluster.

    The new cluster definition is saved, published, and it is ready to use.
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    Figure 7-13   Provisioning template

    Provisioning the LSF cluster with PAC

    Click the Resources tab, select Cockpit from the menu, and click Machines. Ensure that at least two machines are available. In Figure 7-14 on page 240, four machines are defined that do not belong to any cluster.

    [image: ]

    Figure 7-14   Defined machines

    Select the Clusters tab and click New to display the Published Definition List. On the New Instance page, choose the cluster definition and click Instantiate. 

    On the New Cluster page, the default settings for the cluster definition can be changed before clicking SUBMIT, including the values for the “Multiple Values” User Variables PAC_INSTALL (Y:N) and the password for PAC_DB_PASSWORD.

    The requests from permitted users are automatically approved by the system. The tabs in the lower panel show the specifics of the highlighted cluster. The Machines tab shows the specifics of the machines in the cluster. 

    The Logs tab shows the progress and any error from the cluster deployment. For example, the Logs tab in Figure 7-15 shows that the Active (Layer Failed) is from the LSFCompute node:

    “Script layer postComputeScript in tier LSFCompute current action CREATE state changed from Executing to Failed.”

     

    “The LSFMaster node completed successfully.”

     

    “Script layer postMasterScript in tier LSFMaster is completed on host i05q55.itso.pok.”
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    Figure 7-15   Debugging failed execution

    The logs in Figure 7-16 shows successful deployment of the LSF cluster with PAC.
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    Figure 7-16   Successful deployment of LSF cluster with PAC

    7.2.4  Deploying IBM Platform Symphony clusters

    Although IBM Platform Cluster Advance Edition does not include a predefined cluster definition for deploying IBM Platform Symphony clusters, the cluster administrator uses the provided LSF cluster definition as a reference. With this reference, the cluster administrator can create a Symphony cluster definition easily that can be used by the account manager to deploy a Symphony cluster with Platform Cluster Manager Advanced Edition for the account users. Like the LSF cluster definition that we explained in detail in 7.2.3, “Deploying LSF clusters” on page 235, the account manager can set up the option for the account users to deploy Symphony clusters themselves.

    This section highlights how we created a cluster definition to complete the deployment of a Symphony cluster with IBM Platform Computing Symphony Version 5.2 Advance Edition on physical machines. For detailed information about IBM Platform Symphony, see Chapter 5, “IBM Platform Symphony” on page 111.

    Preparing for the Symphony cluster deployment

    Prepare the system for deploying Symphony clusters by using the Symphony cluster definition.

    Before you begin

    Ensure that you have at least two physical machines added to the system. One machine is for the Symphony master host, and one machine is for the Symphony compute host. Additional machines can be used as compute nodes.

    Procedure

    The required files for installation on the cluster nodes (Symphony master and Symphony compute) need to be copied to the packages directory /var/www/html/pcmae_packages on the management server. 

    For IBM Platform Symphony 5.2, we copy the files:

    •EGO management host install package:

    ego-lnx26-lib23-x64-1.2.6.rpm

    •EGO compute host install package:

    egocomp-lnx26-lib23-x64-1.2.6.rpm

    •SOAM install package:

    soam-lnx26-lib23-x64-5.2.0.rpm

    •Symphony entitlement file:

    platform_sym_adv_entitlement.dat

    Creating a Symphony cluster definition

    Create a new cluster definition for deploying Symphony on your specific environment.

    Modifying the predefined LSF cluster definition

    We copied the predefined LSF cluster definition to create a new Symphony cluster definition.

    Click the Clusters tab, select Definitions, select LSF from Cluster Definitions. Select Copy from menu and specify a name. A new cluster definition is created as Unpublished. In our environment, we created a sample cluster definition called Symphony.

    Cluster Designer

    All the components still refer to the LSF cluster definition. Now, we rename those components to Symphony terms to create a new cluster definition template. Here, we present the changes that need to be applied to create a working Symphony cluster definition. The copied and modified LSF cluster definition for Symphony is shown on Figure 7-17.
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    Figure 7-17   Modified LSF cluster definition for Symphony cluster deployment

    Next, we describe the steps to create a functional Symphony cluster definition for Platform Cluster Manager Advanced Edition:

    1.	Use the Cluster Designer to modify the Symphony cluster definition:

    a.	Click the Clusters tab and select the Definitions menu item.

    b.	From the Cluster Definitions page, select the Symphony cluster definition and click Modify. The Cluster Designer dialog displays the Symphony cluster definition.

    2.	Modify the user variables as needed for your specific Symphony cluster deployment:

    a.	In the main canvas area, click any area that is not part of any tier. For example, click any blank area to the right of all the tiers. You selected the correct area if there are tabs in the details pane (including the User Variables tab), but there is no area that is highlighted in the main canvas. Figure 7-18 shows the User Variables tab for the global cluster definition. We changed the variable values to the values in Table 7-3.

    b.	Specify the master management server name as the SOURCE_URL user variable in the Symphony cluster definition. Replace the @HTTP_SERVER@ placeholder text with the host name of the master management server. Ensure that the URL matches http://managementserver/pcmae_packages, where managementserver is the host name of the master management server. In our cluster setup, 10.0.2.56 was the IP address of the Platform Cluster Manager Advanced Edition management server.
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    Figure 7-18   Cluster definition User Variables tab

    
      
        	
          Type field: The type field can be modified to provide an additional level of customization for users when deploying a cluster. 

        
      

    

    Table 7-3   Global cluster definition of user variables

    
      
        	
          Name

        
        	
          Value

        
      

      
        	
          SOURCE_URL

        
        	
          http://10.0.2.56/pcmae_packages

        
      

      
        	
          SYM_CLUSTER_TOP

        
        	
          /opt/ego

        
      

      
        	
          SYM_CLUSTER_NAME

        
        	
          cluster1

        
      

      
        	
          SYM_ADMIN_USER

        
        	
          egoadmin

        
      

      
        	
          SYM_BASE_PORT

        
        	
          7869

        
      

      
        	
          SYM_ENTITLEMENT_FILE

        
        	
          platform_sym_adv_entitlement.dat

        
      

      
        	
          SYM_MASTER_TIERNAME

        
        	
          SymMaster

        
      

      
        	
          SYM_COMPUTE_TIERNAME

        
        	
          SymCompute

        
      

      
        	
          SYM_OVERWRITE_EGO

        
        	
          Yes;No

        
      

      
        	
          SYM_SIMPLIFIED_WEM

        
        	
          Y;N

        
      

    

    3.	Modify the LSFMaster machine in the cluster definition:

    a.	In the main canvas area (in the top portion of the window), click the LSFMaster machine definition (larger rectangle). Rename the Machine layer as SymMaster.

    b.	In the details pane (in the bottom portion of the window), click the OS tab and select the template for the type of provisioned machine. For provisioning physical machines, select the compute-rhel-6.2-x86_64_PMTools template, as shown on Figure 7-19.
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    Figure 7-19   Machine layer OS selection tab

    c.	In the details pane, click the Network tab and select the IP assignment method. For provisioning physical machines, select External.

    d.	Figure 7-20 shows the machine definition properties for the SymMaster tier. For our sample template, we chose a maximum of one Master host.
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    Figure 7-20   General machine definition tab

    4.	Modify the LSFCompute machine in the Symphony cluster definition:

    a.	In the main canvas area, click the LSFCompute machine definition. Rename the Machine layer as SymCompute.

    b.	In the details pane, click the OS tab and select the same template as the SymMaster machine.

    c.	In the details pane, click the Network tab and select the same IP assignment method as the SymMaster machine.

    5.	Modify the SymMaster post-install script: 

    a.	Figure 7-21 shows the User Variables tab for the SymMaster post script layer. To run jobs with Hadoop MapReduce or the MapReduce framework in IBM Platform Symphony, Sun Java Version 1.6.0_21 or higher is required to be installed on all hosts. The required Java is not included in the compute-rel-6.2-x86_64_PMTools template. We included the installation of Java in the post scripts of the cluster definition.
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    Figure 7-21   SymMaster post-install script user variables

    We changed the values of the variables to the variables in Table 7-4 on page 248.

    Table 7-4   SymMaster machine user variables

    
      
        	
          Name

        
        	
          Value

        
      

      
        	
          SYM_EGO_PACKAGENAME

        
        	
          ego-lnx26-lib23-x64-1.2.6.rpm

        
      

      
        	
          SYM_SOAM_PACKAGENAME

        
        	
          soam-lnx26-lib23-x64-5.2.0.rpm

        
      

      
        	
          SYM_JAVA_HOME

        
        	
          /usr/java/latest

        
      

      
        	
          SYM_JAVA_PACKAGENAME

        
        	
          jdk1.6.0_25.tar

        
      

      
        	
          SYM_HARVEST_ENTITLEMENT

        
        	
          platform_sym_server_entitlement.dat

        
      

    

    b.	Import the new postMasterScript and save. We modified the original post-install script that can be found in the LSF cluster definition. The post-install script can be imported and edited on the Script Layer Properties tab as shown on Figure 7-22.
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    Figure 7-22   Editing the post-install script

    Example 7-5 shows the script that we used to provision the Symphony master host.

    Example 7-5   postMasterScript.sh
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    #------------------------------------------------------------------

    # Name: LOG

    # Synopsis: LOG "$message"

    # Description:

    #       Record message into log file.

    #------------------------------------------------------------------

    LOG ()

    {

        echo `date` "$1" >> "$LOG_FILE"

    }

     

    #---------------------------------------------------------------------------

    #

    #  strnconcat -

    #      concatenates env variables if the original variable exceeds 4000 byte.

    #

    #---------------------------------------------------------------------------

    strnconcat()

    {

         param=$1

         total_num=$2

         count=1

         parsed=0

         eval result=\$$param

         if [ "$result"X == "X" ]; then

            return

         fi

         contains=`echo $result |awk -F';' '{for(i=1;i<=NF;i++){printf "%s ", $i}}' |wc -w`

         if [ $contains -eq $total_num ]; then

            echo $result

            return

         fi

     

         parsed=$contains

         count=`expr $count + 1`

         while [ $parsed -le $total_num ]

         do

            eval varia=\${$param'_'$count}

            if [ "$varia" == "" ]; then

               break;

            fi

            result=$result";"$varia

            parsed=`echo $result |awk -F';' '{for(i=1;i<=NF;i++){printf "%s ", $i}}' |wc -w`

            if [ $parsed -eq $total_num ]; then

               echo $result

               return

            fi

            count=`expr $count + 1`

         done

     

         if [ $parsed -ne $total_num ]; then

            LOG "Data was corrupt!"

            exit -1

         fi

     

         echo $result

    }

     

    #--------------------------------------------------------------------------

    #

    #  log_all_deployment_variables -

    #     Record all deployment variables into log file.

    #

    #---------------------------------------------------------------------------

    log_all_deployment_variables()

    {

        eval SymMaster_TOTAL_NUM_MACHINES=\$$SYM_MASTER_TIERNAME'_TOTAL_NUM_MACHINES'

        eval SymMaster_NUM_NEW_MACHINES=\$$SYM_MASTER_TIERNAME'_NUM_NEW_MACHINES'

        eval SymMaster_ASSIGN_IP=\$$SYM_MASTER_TIERNAME'_ASSIGN_IP'

        SymMaster_IP_ADDRS=`strnconcat $SYM_MASTER_TIERNAME'_IP_ADDRS' $SymMaster_TOTAL_NUM_MACHINES`

        SymMaster_HOSTNAMES=`strnconcat $SYM_MASTER_TIERNAME'_HOSTNAMES' $SymMaster_TOTAL_NUM_MACHINES`

        SymMaster_OP_MACHINE_HOSTNAME_LIST=`strnconcat $SYM_MASTER_TIERNAME'_OP_MACHINE_HOSTNAME_LIST' $SymMaster_NUM_NEW_MACHINES`

        SymMaster_OP_MACHINE_IP_ADDR_LIST=`strnconcat $SYM_MASTER_TIERNAME'_OP_MACHINE_IP_ADDR_LIST' $SymMaster_NUM_NEW_MACHINES`

        SymMaster_OP_MACHINE_ID_LIST=`strnconcat $SYM_MASTER_TIERNAME'_OP_MACHINE_ID_LIST' $SymMaster_NUM_NEW_MACHINES`

        eval SymCompute_NUM_NEW_MACHINES=\$$SYM_COMPUTE_TIERNAME'_NUM_NEW_MACHINES'

        eval SymCompute_TOTAL_NUM_MACHINES=\$$SYM_COMPUTE_TIERNAME'_TOTAL_NUM_MACHINES'

        eval SymCompute_ASSIGN_IP=\$$SYM_COMPUTE_TIERNAME'_ASSIGN_IP'

        SymCompute_IP_ADDRS=`strnconcat $SYM_COMPUTE_TIERNAME'_IP_ADDRS' $SymCompute_TOTAL_NUM_MACHINES`

        SymCompute_HOSTNAMES=`strnconcat $SYM_COMPUTE_TIERNAME'_HOSTNAMES' $SymCompute_TOTAL_NUM_MACHINES`

        SymCompute_OP_MACHINE_HOSTNAME_LIST=`strnconcat $SYM_COMPUTE_TIERNAME'_OP_MACHINE_HOSTNAME_LIST' $SymCompute_NUM_NEW_MACHINES`

        SymCompute_OP_MACHINE_IP_ADDR_LIST=`strnconcat $SYM_COMPUTE_TIERNAME'_OP_MACHINE_IP_ADDR_LIST' $SymCompute_NUM_NEW_MACHINES`

        SymCompute_OP_MACHINE_ID_LIST=`strnconcat $SYM_COMPUTE_TIERNAME'_OP_MACHINE_ID_LIST' $SymCompute_NUM_NEW_MACHINES`

     

        LOG "ISF_CURRENT_TIER $ISF_CURRENT_TIER" 

        LOG "ISF_LAYER_ACTION $ISF_LAYER_ACTION" 

        LOG "ISF_FLEX_TIER $ISF_FLEX_TIER"

        LOG "ISF_USERNAME $ISF_USERNAME"

        LOG "ISF_ACCOUNT_ID $ISF_ACCOUNT_ID"

        LOG "ISF_CLUSTER_ID $ISF_CLUSTER_ID"

        LOG "SymMaster_IP_ADDRS $SymMaster_IP_ADDRS"

        LOG "SymMaster_HOSTNAMES $SymMaster_HOSTNAMES "

        LOG "SymMaster_TOTAL_NUM_MACHINES $SymMaster_TOTAL_NUM_MACHINES" 

        LOG "SymMaster_NUM_NEW_MACHINES $SymMaster_NUM_NEW_MACHINES"

        LOG "SymMaster_ASSIGN_IP $SymMaster_ASSIGN_IP"

        LOG "SymMaster_OP_MACHINE_HOSTNAME_LIST $SymMaster_OP_MACHINE_HOSTNAME_LIST"

        LOG "SymMaster_OP_MACHINE_IP_ADDR_LIST $SymMaster_OP_MACHINE_IP_ADDR_LIST"

        LOG "SymMaster_OP_MACHINE_ID_LIST  $SymMaster_OP_MACHINE_ID_LIST"

        LOG "SymCompute_IP_ADDRS $SymCompute_IP_ADDRS"

        LOG "SymCompute_HOSTNAMES $SymCompute_HOSTNAMES "

        LOG "SymCompute_TOTAL_NUM_MACHINES $SymCompute_TOTAL_NUM_MACHINES" 

        LOG "SymCompute_NUM_NEW_MACHINES $SymCompute_NUM_NEW_MACHINES"

        LOG "SymCompute_ASSIGN_IP $SymCompute_ASSIGN_IP"

        LOG "SymCompute_OP_MACHINE_HOSTNAME_LIST $SymCompute_OP_MACHINE_HOSTNAME_LIST"

        LOG "SymCompute_OP_MACHINE_IP_ADDR_LIST $SymCompute_OP_MACHINE_IP_ADDR_LIST"

        LOG "SymCompute_OP_MACHINE_ID_LIST  $SymCompute_OP_MACHINE_ID_LIST"

        LOG "SYM_CLUSTER_TOP  $SYM_CLUSTER_TOP"

        LOG "SOURCE_URL  $SOURCE_URL"

        LOG "SYM_EGO_PACKAGENAME $SYM_EGO_PACKAGENAME"

        LOG "SYM_SOAM_PACKAGENAME $SYM_SOAM_PACKAGENAME"

        LOG "SYM_CLUSTER_NAME  $SYM_CLUSTER_NAME"

        LOG "SYM_ADMIN_USER  $SYM_ADMIN_USER"

        LOG "SYM_BASE_PORT  $SYM_BASE_PORT"

        LOG "SYM_ENTITLEMENT_FILE_NAME $SYM_ENTITLEMENT_FILE_NAME"

        LOG "SYM_MASTER_TIERNAME $SYM_MASTER_TIERNAME"

        LOG "SYM_COMPUTE_TIERNAME $SYM_COMPUTE_TIERNAME"

        LOG "SYM_OVERWRITE_EGO_CONF $SYM_OVERWRITE_EGO_CONF"

        LOG "SYM_JAVA_HOME $SYM_JAVA_HOME"

        LOG "SYM_SIMPLIFIED_WEM $SYM_SIMPLIFIED_WEM"

        LOG "SYM_JAVA_PACKAGENAME $SYM_JAVA_PACKAGENAME"

        LOG "SYM_HARVEST_ENTITLEMENT $SYM_HARVEST_ENTITLEMENT"

        

    }

     

    #--------------------------------------------------------------------------

    #

    #  check_baseport -

    #     Check whether the default port number is available or not. If it is 

    #  not available, a new port is generated.

    #

    #---------------------------------------------------------------------------

    check_baseport()

    {

        DEFAULT_SYM_BASE_PORT=7869

        if [ -z $SYM_BASE_PORT ]; then

            SYM_BASE_PORT=$DEFAULT_SYM_BASE_PORT

        fi

        

        TEMP=`expr "$SYM_BASE_PORT" : '[^0-9]*\([0-9][0-9]*\)[^0-9]*'`

        if [ "$TEMP" != "$SYM_BASE_PORT" ]; then

            SYM_BASE_PORT=$DEFAULT_SYM_BASE_PORT

        fi

     

        num=`echo $SYM_BASE_PORT | wc -c`

        if [ $num -gt 6 ];then

            SYM_BASE_PORT=$DEFAULT_SYM_BASE_PORT

        fi

     

        ORG_PORT=$SYM_BASE_PORT

        index=0

        while [ 1 = 1 ];do

            SYM_BASE_PORT=`expr $SYM_BASE_PORT + $index`

            if [ $SYM_BASE_PORT -gt 65531 ];then

                SYM_BASE_PORT=$DEFAULT_SYM_BASE_PORT

                index=0

                continue

            fi

            

            num=`lsof -i:$SYM_BASE_PORT | wc -l`

            if [ "$num" = "0" ]; then

                break;

            else

                LOG "SYM_BASE_PORT $SYM_BASE_PORT is not available. New port will be found."

            fi

     

            let index++

            continue        

        done

        if [ "$SYM_BASE_PORT" != "$SYM_PORT" ]; then

            echo "The SYM_BASE_PORT $SYM_PORT is not available; $SYM_BASE_PORT will be used."

        fi

        LOG "SYM_BASE_PORT is $SYM_BASE_PORT. "

    }

     

    #--------------------------------------------------------------------------

    #

    #  fetch_packages -

    #     Download installation package from Management Server.

    #

    #---------------------------------------------------------------------------

    fetch_packages()

    {

        # Set the URL path

        _url_path="$1"

        

        LOG "Downloading Symphony packages..."

        if [ -d $DESTINATION_DIR ]; then

            rm -rf $DESTINATION_DIR

        fi

        

        mkdir $DESTINATION_DIR

        cd $DESTINATION_DIR

     

        # fetch EGO rpm package

        logVar=`wget $_url_path/$SYM_EGO_PACKAGENAME 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

    	LOG "Failed to fetch package < $SYM_EGO_PACKAGENAME > from $_url_path."

            return 1

        fi

     

       # fetch SOAM rpm package

        logVar=`wget $_url_path/$SYM_SOAM_PACKAGENAME 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

            LOG "Failed to fetch package < $SYM_SOAM_PACKAGENAME > from $_url_path."

            return 1

        fi 

     

        # fetch license file

        logVar=`wget $_url_path/$SYM_ENTITLEMENT_FILE_NAME 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

            LOG "Failed to fetch Symphony entitlement file < $SYM_ENTITLEMENT_FILE_NAME > from $_url_path."

            return 1

        fi

     

        # fetch JAVA tar file

        logVar=`wget $_url_path/$SYM_JAVA_PACKAGENAME 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

            LOG "Failed to fetch package < $SYM_JAVA_PACKAGENAME > from $_url_path."

            return 1

        fi

     

        # fetch desktop/server harvesting entitlement file

        logVar=`wget $_url_path/$SYM_HARVEST_ENTITLEMENT 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

            LOG "Failed to fetch package < $SYM_HARVEST_ENTITLEMENT > from $_url_path."

            return 1

        fi

     

        LOG "All packages were downloaded successfully."

        return 0

    }

     

    #--------------------------------------------------------------------------

    #

    #  entitle_harvesting -

    #     Enable desktop/server harvesting feature

    #

    #---------------------------------------------------------------------------

    entitle_harvesting()

    {

        LOG "Enabling Symphony Harvesting feature..."

     

        su - $SYM_ADMIN_USER -c ". $SYM_CLUSTER_TOP/profile.platform ; egoconfig setentitlement $DESTINATION_DIR/$SYM_HARVEST_ENTITLEMENT " >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

                LOG "Failed to enable Symphony harvesting feature."

                echo "Symphony master installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

        return 0

    }

     

    #--------------------------------------------------------------------------

    #

    #  provision_master -

    #     Install and start Symphony master host.

    #

    #---------------------------------------------------------------------------

    provision_master()

    {

        LOG "Installing Symphony ..."

     

        #Define cluster properties as environment variables

        export DERBY_DB_HOST=`hostname`

        export CLUSTERNAME=$SYM_CLUSTER_NAME

        export BASEPORT=$SYM_BASE_PORT

        export OVERWRITE_EGO_CONFIGURATION=$SYM_OVERWRITE_EGO_CONF

        export JAVA_HOME=$SYM_JAVA_HOME

        export CLUSTERADMIN=$SYM_ADMIN_USER

        export SIMPLIFIEDWEM=$SYM_SIMPLIFIED_WEM

        export RPM_INSTALL_PREFIX=$SYM_CLUSTER_TOP    

     

        cd $DESTINATION_DIR/

        yum -y install $SYM_EGO_PACKAGENAME >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

            LOG "EGO installation failed." 

            echo "Symphony master installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

            return 1

        fi

     

        yum -y install $SYM_SOAM_PACKAGENAME >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

            LOG "SOAM installation failed." 

            echo "Symphony master installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

            return 1

        fi

     

        if [ ! -d ${JAVA_HOME}/jre ] ; then

           top_java_dir=${JAVA_HOME%\/*}

           mkdir -p ${top_java_dir}

           cd ${top_java_dir}

           tar -xf ${DESTINATION_DIR}/${SYM_JAVA_PACKAGENAME}

           java_dir=${SYM_JAVA_PACKAGENAME%\.tar}

           ln -sf ${top_java_dir}/${java_dir} ${JAVA_HOME}

        fi

     

        return 0

    }

     

    #--------------------------------------------------------------------------

    #

    #  config_master -

    #     Configue Symphony master host.

    #

    #---------------------------------------------------------------------------

    config_master()

    {

        LOG "Configuring Symphony ..."

        EGO_CONF="$SYM_CLUSTER_TOP/kernel/conf/ego.conf";

        echo "EGO_RSH=ssh" >>$EGO_CONF

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to update ego.conf." 

                echo "Symphony master installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

        su - $SYM_ADMIN_USER -c ". $SYM_CLUSTER_TOP/profile.platform ; egoconfig join $HOSTNAME -f ; egoconfig setentitlement $DESTINATION_DIR/$SYM_ENTITLEMENT_FILE_NAME " >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to configure Symphony." 

                echo "Symphony master installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

        entitle_harvesting

     

        # Source environment for root

        . $SYM_CLUSTER_TOP/profile.platform

        egosetrc.sh >>$LOG_FILE 2>&1

        egosetsudoers.sh >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to run ego config scripts." 

                echo "Symphony master installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

        LOG "Starting Symphony ..."

        su - $SYM_ADMIN_USER -c ". $SYM_CLUSTER_TOP/profile.platform ; egosh ego start" >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to start the Symphony cluster" 

                echo "Symphony master installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

    }

     

     

    #--------------------------------------------------------------------------

    #

    #  add_clusteradmin_user -

    #     Add clusteradmin user to the system. 

    #

    #---------------------------------------------------------------------------

    add_clusteradmin_user()

    {

        user_id=`id $1 2>>/dev/null`

        if [ "$?" != "0" ]; then

            useradd $1 >/dev/null 2>&1

            usermod -s /bin/bash $1 >/dev/null 2>&1

            if [ ! -d "/home/$1" ]; then

                mkdir /home/$1 >/dev/null 2>&1

            fi

            cp -R /etc/skel/.??* /home/$1

            echo $1 > /tmp/JUNK

            echo $1 >> /tmp/JUNK

            cat /tmp/JUNK | passwd $1 >/dev/null 2>&1

            rm -f /tmp/JUNK

        else

            LOG "User $1 exists already."

        fi

     

        user_id=`id -u $1 2>/dev/null`

        group_id=`id -g $1 2>/dev/null`

     

        chown -R $user_id:$group_id /home/$1 >/dev/null 2>&1

    }

     

    #======#

    # MAIN #

    #======#

    PATH=/usr/bin:/bin:/usr/local/bin:/local/bin:/sbin:/usr/sbin:/usr/ucb:/usr/sbin:/usr/bsd:${PATH}

     

    LSNULFILE=/dev/null

     

    SETSID=`which setsid 2>/dev/null`

    if test "$SETSID" = ""

    then

        echo "Cannot find a correct version of setsid." >&2

        LOG "Exiting ... "

        exit 1

    fi

     

    LOCALMACHINE=`hostname`

    PROVISION_TMP=/tmp

    DESTINATION_DIR=${PROVISION_TMP}/sym_package_`date +%Y%m%d`

    LOG_FILE=$PROVISION_TMP/postProvisionSym.log

     

    if [ "$ISF_CURRENT_TIER" = "$SYM_MASTER_TIERNAME" ]; then

        if [ "$ISF_LAYER_ACTION" = "CREATE" ]; then

            LOG "Current Action is CREATE"

            add_clusteradmin_user $SYM_ADMIN_USER

            log_all_deployment_variables

            check_baseport

            fetch_packages $SOURCE_URL

            if [ "$?" != "0" ] ; then

                exit 99

            fi

            

    	#FIX: Need to make link to libc

    	ln -s /lib64/libc.so.6 /lib/libc.so.6

     

    	# Install Symphony packages on master host

            provision_master

            if [ "$?" != "0" ] ; then

                exit 99

            fi

            

    	# configure and start Symphony

            config_master

    	if [ "$?" != "0" ] ; then

                exit 99

            fi

     

            # clean up installation package

            rm -rf $DESTINATION_DIR

            echo "Symphony master host is ready."

        elif [ "$ISF_LAYER_ACTION" = "FLEXUP" ]; then

            LOG "Current Action is FLEXUP"

    	#TODO

        else

            LOG "Layer action $ISF_LAYER_ACTION is not supported." 

        fi

    else

        LOG "Tier $ISF_CURRENT_TIER is not Symphony Master tier." 

        echo "Since tier $ISF_CURRENT_TIER is not Symphony Master tier, this script is not executed."

    fi

     

    LOG "Script is finished successfully."

    exit 0
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    6.	Modify the SymCompute post-install script:

    a.	The actions that are listed in the Execution Properties tab allow the post-install scripts to take specific paths depending on the action that is being executed on the cluster. The ISF_LAYER_ACTION deployment variable indicates the current action of the running script layer (Create, Delete, Flex Up, or Flex Down). By using this variable, you can use a single script to perform different actions depending on whether the machine is being created, deleted, flexed up, or flexed down. This capability provides a deeper level of control over the actions that are executed by the scripts. Figure 7-23 shows the execution properties for the SymCompute post-install script layer.
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    Figure 7-23   SymCompute post-install script Execution Properties tab

    b.	Figure 7-24 shows the User Variables tab for the SymCompute post-install script layer.
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    Figure 7-24   SymCompute post-install script user variables

    We changed the values of the variables to the variables in Table 7-5.

    Table 7-5   SymCompute machine user variables

    
      
        	
          Name

        
        	
          Value

        
      

      
        	
          SYM_EGO_COMP_PACKAGENAME

        
        	
          egocomp-lnx26-lib23-x64-1.2.6.rpm

        
      

      
        	
          SYM_HARVESTHOST

        
        	
          desktop;server

        
      

      
        	
          SYM_JAVA_HOME

        
        	
          /usr/java/latest

        
      

      
        	
          SYM_JAVA_PACKAGENAME

        
        	
          jbk1.6.0_25.tar

        
      

    

    7.	Import the new postComputeScript and save. We modified the original post-install script that can be found in the LSF cluster definition. The post-install script can be imported and edited on the Script Layer Properties tab as shown on Figure 7-25 on page 259.
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    Figure 7-25   Script Layer Properties tab 

    Example 7-6 shows the script we used to provision the Symphony master host. 

    Example 7-6   postComputeScript.sh
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    #------------------------------------------------------------------

    # Name: LOG

    # Synopsis: LOG "$message"

    # Description:

    #       Record message into log file.

    #------------------------------------------------------------------

    LOG ()

    {

        echo `date` "$1" >> "$LOG_FILE"

    }

     

    #---------------------------------------------------------------------------

    #

    #  strnconcat -

    #      concatenates env variables if the original variable exceeds 4000 byte.

    #

    #---------------------------------------------------------------------------

    strnconcat()

    {

         param=$1

         total_num=$2

         count=1

         parsed=0

         eval result=\$$param

         if [ "$result"X == "X" ]; then

            return

         fi

         contains=`echo $result |awk -F';' '{for(i=1;i<=NF;i++){printf "%s ", $i}}' |wc -w`

         if [ $contains -eq $total_num ]; then

            echo $result

            return

         fi

     

         parsed=$contains

         count=`expr $count + 1`

         while [ $parsed -le $total_num ]

         do

            eval varia=\${$param'_'$count}

            if [ "$varia" == "" ]; then

               break;

            fi

            result=$result";"$varia

            parsed=`echo $result |awk -F';' '{for(i=1;i<=NF;i++){printf "%s ", $i}}' |wc -w`

            if [ $parsed -eq $total_num ]; then

               echo $result

               return

            fi

            count=`expr $count + 1`

         done

     

         if [ $parsed -ne $total_num ]; then

            LOG "Data was corrupt!"

            exit -1

         fi

     

         echo $result

    }

     

    #--------------------------------------------------------------------------

    #

    #  log_all_deployment_variables -

    #     Record all deployment variables into log file.

    #

    #---------------------------------------------------------------------------

    log_all_deployment_variables()

    {

        eval SymMaster_TOTAL_NUM_MACHINES=\$$SYM_MASTER_TIERNAME'_TOTAL_NUM_MACHINES'

        eval SymMaster_NUM_NEW_MACHINES=\$$SYM_MASTER_TIERNAME'_NUM_NEW_MACHINES'

        eval SymMaster_ASSIGN_IP=\$$SYM_MASTER_TIERNAME'_ASSIGN_IP'

        SymMaster_IP_ADDRS=`strnconcat $SYM_MASTER_TIERNAME'_IP_ADDRS' $SymMaster_TOTAL_NUM_MACHINES`

        SymMaster_HOSTNAMES=`strnconcat $SYM_MASTER_TIERNAME'_HOSTNAMES' $SymMaster_TOTAL_NUM_MACHINES`

        SymMaster_OP_MACHINE_HOSTNAME_LIST=`strnconcat $SYM_MASTER_TIERNAME'_OP_MACHINE_HOSTNAME_LIST' $SymMaster_NUM_NEW_MACHINES`

        SymMaster_OP_MACHINE_IP_ADDR_LIST=`strnconcat $SYM_MASTER_TIERNAME'_OP_MACHINE_IP_ADDR_LIST' $SymMaster_NUM_NEW_MACHINES`

        SymMaster_OP_MACHINE_ID_LIST=`strnconcat $SYM_MASTER_TIERNAME'_OP_MACHINE_ID_LIST' $SymMaster_NUM_NEW_MACHINES`

        eval SymCompute_NUM_NEW_MACHINES=\$$SYM_COMPUTE_TIERNAME'_NUM_NEW_MACHINES'

        eval SymCompute_TOTAL_NUM_MACHINES=\$$SYM_COMPUTE_TIERNAME'_TOTAL_NUM_MACHINES'

        eval SymCompute_ASSIGN_IP=\$$SYM_COMPUTE_TIERNAME'_ASSIGN_IP'

        SymCompute_IP_ADDRS=`strnconcat $SYM_COMPUTE_TIERNAME'_IP_ADDRS' $SymCompute_TOTAL_NUM_MACHINES`

        SymCompute_HOSTNAMES=`strnconcat $SYM_COMPUTE_TIERNAME'_HOSTNAMES' $SymCompute_TOTAL_NUM_MACHINES`

        SymCompute_OP_MACHINE_HOSTNAME_LIST=`strnconcat $SYM_COMPUTE_TIERNAME'_OP_MACHINE_HOSTNAME_LIST' $SymCompute_NUM_NEW_MACHINES`

        SymCompute_OP_MACHINE_IP_ADDR_LIST=`strnconcat $SYM_COMPUTE_TIERNAME'_OP_MACHINE_IP_ADDR_LIST' $SymCompute_NUM_NEW_MACHINES`

        SymCompute_OP_MACHINE_ID_LIST=`strnconcat $SYM_COMPUTE_TIERNAME'_OP_MACHINE_ID_LIST' $SymCompute_NUM_NEW_MACHINES`

     

        LOG "ISF_CURRENT_TIER $ISF_CURRENT_TIER" 

        LOG "ISF_LAYER_ACTION $ISF_LAYER_ACTION" 

        LOG "ISF_FLEX_TIER $ISF_FLEX_TIER"

        LOG "ISF_USERNAME $ISF_USERNAME"

        LOG "ISF_ACCOUNT_ID $ISF_ACCOUNT_ID"

        LOG "ISF_CLUSTER_ID $ISF_CLUSTER_ID"

        LOG "SymMaster_IP_ADDRS $SymMaster_IP_ADDRS"

        LOG "SymMaster_HOSTNAMES $SymMaster_HOSTNAMES "

        LOG "SymMaster_TOTAL_NUM_MACHINES $SymMaster_TOTAL_NUM_MACHINES" 

        LOG "SymMaster_NUM_NEW_MACHINES $SymMaster_NUM_NEW_MACHINES"

        LOG "SymMaster_ASSIGN_IP $SymMaster_ASSIGN_IP"

        LOG "SymMaster_OP_MACHINE_HOSTNAME_LIST $SymMaster_OP_MACHINE_HOSTNAME_LIST"

        LOG "SymMaster_OP_MACHINE_IP_ADDR_LIST $SymMaster_OP_MACHINE_IP_ADDR_LIST"

        LOG "SymMaster_OP_MACHINE_ID_LIST  $SymMaster_OP_MACHINE_ID_LIST"

        LOG "SymCompute_IP_ADDRS $SymCompute_IP_ADDRS"

        LOG "SymCompute_HOSTNAMES $SymCompute_HOSTNAMES "

        LOG "SymCompute_TOTAL_NUM_MACHINES $SymCompute_TOTAL_NUM_MACHINES" 

        LOG "SymCompute_NUM_NEW_MACHINES $SymCompute_NUM_NEW_MACHINES"

        LOG "SymCompute_ASSIGN_IP $SymCompute_ASSIGN_IP"

        LOG "SymCompute_OP_MACHINE_HOSTNAME_LIST $SymCompute_OP_MACHINE_HOSTNAME_LIST"

        LOG "SymCompute_OP_MACHINE_IP_ADDR_LIST $SymCompute_OP_MACHINE_IP_ADDR_LIST"

        LOG "SymCompute_OP_MACHINE_ID_LIST  $SymCompute_OP_MACHINE_ID_LIST"

        LOG "SYM_CLUSTER_TOP  $SYM_CLUSTER_TOP"

        LOG "SOURCE_URL  $SOURCE_URL"

        LOG "SYM_EGO_COMP_PACKAGENAME $SYM_EGO_COMP_PACKAGENAME"

        LOG "SYM_SOAM_PACKAGENAME $SYM_SOAM_PACKAGENAME"

        LOG "SYM_CLUSTER_NAME  $SYM_CLUSTER_NAME"

        LOG "SYM_ADMIN_USER  $SYM_ADMIN_USER"

        LOG "SYM_BASE_PORT  $SYM_BASE_PORT"

        LOG "SYM_ENTITLEMENT_FILE_NAME $SYM_ENTITLEMENT_FILE_NAME"

        LOG "SYM_MASTER_TIERNAME $SYM_MASTER_TIERNAME"

        LOG "SYM_COMPUTE_TIERNAME $SYM_COMPUTE_TIERNAME"

        LOG "SYM_OVERWRITE_EGO_CONF $SYM_OVERWRITE_EGO_CONF"

        LOG "SYM_HARVESTHOST $SYM_HARVESTHOST"

        LOG "SYM_SIMPLIFIED_WEM $SYM_SIMPLIFIED_WEM"

        LOG "SYM_JAVA_HOME $SYM_JAVA_HOME"

        LOG "SYM_JAVA_PACKAGENAME $SYM_JAVA_PACKAGENAME""

    }

     

    #--------------------------------------------------------------------------

    #

    #  check_baseport -

    #     Check whether the default port number is available or not. If it is 

    #  not available, a new port is generated.

    #

    #---------------------------------------------------------------------------

    check_baseport()

    {

        DEFAULT_SYM_BASE_PORT=7869

        if [ -z $SYM_BASE_PORT ]; then

            SYM_BASE_PORT=$DEFAULT_SYM_BASE_PORT

        fi

        

        TEMP=`expr "$SYM_BASE_PORT" : '[^0-9]*\([0-9][0-9]*\)[^0-9]*'`

        if [ "$TEMP" != "$SYM_BASE_PORT" ]; then

            SYM_BASE_PORT=$DEFAULT_SYM_BASE_PORT

        fi

     

        num=`echo $SYM_BASE_PORT | wc -c`

        if [ $num -gt 6 ];then

            SYM_BASE_PORT=$DEFAULT_SYM_BASE_PORT

        fi

     

        ORG_PORT=$SYM_BASE_PORT

        index=0

        while [ 1 = 1 ];do

            SYM_BASE_PORT=`expr $SYM_BASE_PORT + $index`

            if [ $SYM_BASE_PORT -gt 65531 ];then

                SYM_BASE_PORT=$DEFAULT_SYM_BASE_PORT

                index=0

                continue

            fi

            

            num=`lsof -i:$SYM_BASE_PORT | wc -l`

            if [ "$num" = "0" ]; then

                break;

            else

                LOG "SYM_BASE_PORT $SYM_BASE_PORT is not available. New port will be found."

            fi

     

            let index++

            continue        

        done

        if [ "$SYM_BASE_PORT" != "$SYM_PORT" ]; then

            echo "The SYM_BASE_PORT $SYM_PORT is not available; $SYM_BASE_PORT wil be used."

        fi

        LOG "SYM_BASE_PORT is $SYM_BASE_PORT. "

    }

     

    #--------------------------------------------------------------------------

    #

    #  fetch_packages -

    #     Download installation package from Management Server.

    #

    #---------------------------------------------------------------------------

    fetch_packages()

    {

        # Set the URL path

        _url_path="$1"

        

        LOG "Downloading Symphony packages..."

        if [ -d $DESTINATION_DIR ]; then

            rm -rf $DESTINATION_DIR

        fi

        

        mkdir $DESTINATION_DIR

        cd $DESTINATION_DIR

     

        # fetch EGO (Compute) rpm package

        logVar=`wget $_url_path/$SYM_EGO_COMP_PACKAGENAME 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

    	LOG "Failed to fetch package < $SYM_EGO_COMP_PACKAGENAME > from $_url_path."

            return 1

        fi

     

       # fetch SOAM rpm package

        logVar=`wget $_url_path/$SYM_SOAM_PACKAGENAME 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

            LOG "Failed to fetch package < $SYM_SOAM_PACKAGENAME > from $_url_path."

            return 1

        fi 

     

        # fetch license file

        logVar=`wget $_url_path/$SYM_ENTITLEMENT_FILE_NAME 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

            LOG "Failed to fetch Symphony entitlement file < $SYM_ENTITLEMENT_FILE_NAME > from $_url_path."

            return 1

        fi

     

        # fetch JAVA tar file

        logVar=`wget $_url_path/$SYM_JAVA_PACKAGENAME 2>&1`

        if [ "$?" != "0" ] ; then

            echo $logVar 1>&2

            LOG "Failed to fetch package < $SYM_JAVA_PACKAGENAME > from $_url_path."

            return 1

        fi

     

        LOG "All packages were downloaded successfully."

        return 0

    }

     

    #--------------------------------------------------------------------------

    #

    #  provision_compute -

    #     Install and start Symphony Compute host.

    #

    #---------------------------------------------------------------------------

    provision_compute()

    {

        LOG "Installing Symphony ..."

     

        #Define cluster properties as environment variables

        export CLUSTERNAME=$SYM_CLUSTER_NAME

        export BASEPORT=$SYM_BASE_PORT

        export OVERWRITE_EGO_CONFIGURATION=$SYM_OVERWRITE_EGO_CONF

        export HARVESTHOST=$SYM_HARVESTHOST

        export CLUSTERADMIN=$SYM_ADMIN_USER

        export SIMPLIFIEDWEM=$SYM_SIMPLIFIED_WEM

        export RPM_INSTALL_PREFIX=$SYM_CLUSTER_TOP

        export JAVA_HOME=$SYM_JAVA_HOME

     

        cd $DESTINATION_DIR/

        yum -y install $SYM_EGO_COMP_PACKAGENAME >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

            LOG "EGO installation failed." 

            echo "Symphony Compute host installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

            return 1

        fi

     

        yum -y install $SYM_SOAM_PACKAGENAME >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

            LOG "SOAM installation failed." 

            echo "Symphony Compute host installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

            return 1

        fi

     

        if [ ! -d ${JAVA_HOME}/jre ] ; then

           top_java_dir=${JAVA_HOME%\/*}

           mkdir -p ${top_java_dir}

           cd ${top_java_dir}

           tar -xf ${DESTINATION_DIR}/${SYM_JAVA_PACKAGENAME}

           java_dir=${SYM_JAVA_PACKAGENAME%\.tar}

           ln -sf ${top_java_dir}/${java_dir} ${JAVA_HOME}

        fi

     

        return 0

    }

     

    #--------------------------------------------------------------------------

    #

    #  config_compute -

    #     Configue Symphony Compute host.

    #

    #---------------------------------------------------------------------------

    config_compute()

    {

        master_list="$1"

        tmp_master_list=`echo $master_list | sed "s/;//g"`

        array_master_list=($tmp_master_list)

        master_hostname="${array_master_list[0]}"

     

        LOG "Configuring Symphony ..."

        EGO_CONF="$SYM_CLUSTER_TOP/kernel/conf/ego.conf";

        echo "EGO_RSH=ssh" >>$EGO_CONF

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to update ego.conf." 

                echo "Symphony Compute host installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

        su - $SYM_ADMIN_USER -c ". $SYM_CLUSTER_TOP/profile.platform ; egoconfig join $master_hostname -f " >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to configure Symphony." 

                echo "Symphony Compute host installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

        # Source environment for root

        . $SYM_CLUSTER_TOP/profile.platform

        egosetrc.sh >>$LOG_FILE 2>&1

        egosetsudoers.sh >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to run ego config scripts." 

                echo "Symphony Compute host installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

        LOG "Starting Symphony ..."

        su - $SYM_ADMIN_USER -c ". $SYM_CLUSTER_TOP/profile.platform ; egosh ego start" >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to start the Symphony cluster" 

                echo "Symphony Compute host installation failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

    }

     

    #--------------------------------------------------------------------------

    #

    #  add_clusteradmin_user -

    #     Add clusteradmin user to the system. 

    #

    #---------------------------------------------------------------------------

    add_clusteradmin_user()

    {

        user_id=`id $1 2>>/dev/null`

        if [ "$?" != "0" ]; then

            useradd $1 >/dev/null 2>&1

            usermod -s /bin/bash $1 >/dev/null 2>&1

            if [ ! -d "/home/$1" ]; then

                mkdir /home/$1 >/dev/null 2>&1

            fi

            cp -R /etc/skel/.??* /home/$1

            echo $1 > /tmp/JUNK

            echo $1 >> /tmp/JUNK

            cat /tmp/JUNK | passwd $1 >/dev/null 2>&1

            rm -f /tmp/JUNK

        else

            LOG "User $1 exists already."

        fi

     

        user_id=`id -u $1 2>/dev/null`

        group_id=`id -g $1 2>/dev/null`

     

        chown -R $user_id:$group_id /home/$1 >/dev/null 2>&1

    }

     

    #--------------------------------------------------------------------------

    #

    #  remove_compute -

    #     Remove Symphony Compute host from grid.

    #

    #---------------------------------------------------------------------------

    remove_compute()

    {

        LOG "Stopping EGO..."

     

        su - $SYM_ADMIN_USER -c ". $SYM_CLUSTER_TOP/profile.platform ; egosh ego shutdown" >>$LOG_FILE 2>&1

        if [ "$?" != "0" ] ; then

    	    LOG "Failed to trigger EGO shutdown." 

                echo "EGO shutdown failed. Refer $LOG_FILE on $LOCALMACHINE for detail information."  >&2

                return 1

            fi

     

        yum -y remove soam-lnx26-lib23-x64 >>$LOG_FILE 2>&1

     

        yum -y remove egocomp-lnx26-lib23-x64 >>$LOG_FILE 2>&1

     

        rm -rf $SYM_CLUSTER_TOP >>$LOG_FILE 2>&1

     

        return 0

    }

     

    #======#

    # MAIN #

    #======#

    PATH=/usr/bin:/bin:/usr/local/bin:/local/bin:/sbin:/usr/sbin:/usr/ucb:/usr/sbin:/usr/bsd:${PATH}

     

    LSNULFILE=/dev/null

     

    SETSID=`which setsid 2>/dev/null`

    if test "$SETSID" = ""

    then

        echo "Cannot find a correct version of setsid." >&2

        LOG "Exiting ... "

        exit 1

    fi

     

    LOCALMACHINE=`hostname`

    PROVISION_TMP=/tmp

    DESTINATION_DIR=${PROVISION_TMP}/sym_package_`date +%Y%m%d`

    LOG_FILE=$PROVISION_TMP/postProvisionSym.log

     

    if [ "$ISF_CURRENT_TIER" = "$SYM_COMPUTE_TIERNAME" ]; then

        if [ "$ISF_LAYER_ACTION" = "CREATE" ]; then

            LOG "Current Action is CREATE"

            add_clusteradmin_user $SYM_ADMIN_USER

            log_all_deployment_variables

            check_baseport

            fetch_packages $SOURCE_URL

            if [ "$?" != "0" ] ; then

                exit 99

            fi

            

    	#FIX: Need to make link to libc

    	ln -s /lib64/libc.so.6 /lib/libc.so.6

     

    	# Install Symphony packages on Compute host

            provision_compute

            if [ "$?" != "0" ] ; then

                exit 99

            fi

            

    	# configure and start Symphony

            config_compute $SymMaster_HOSTNAMES

    	if [ "$?" != "0" ] ; then

                exit 99

            fi

     

            # clean up installation package

            rm -rf $DESTINATION_DIR

            echo "Symphony Compute host is ready."

        elif [ "$ISF_LAYER_ACTION" = "DELETE" ]; then

            LOG "Current Action is DELETE"

    	remove_compute

    	if [ "$?" != "0" ] ; then

                exit 99

            fi

        else

            LOG "Layer action $ISF_LAYER_ACTION is not supported." 

        fi

    else

        LOG "Tier $ISF_CURRENT_TIER is not Symphony Compute tier." 

        echo "Since tier $ISF_CURRENT_TIER is not Symphony Compute tier, this script is not executed."

    fi

     

    LOG "Script is finished successfully."

    exit 0
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    8.	Save by using the icon in the upper-right corner and close the Cluster Designer window.

    9.	Go back to the Cluster Definitions view and click Publish to publish the Symphony cluster definition. Provide a version number and a short description and ensure that the Symphony cluster definition appears on the definitions list as Published.

    10.	Add the published definition to an available account. Select the Symphony published definition from the list and click Edit Publishing List → Add Account to List. We used the default SampleAccount in this example, as shown on Figure 7-26.
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    Figure 7-26   Add account to the Symphony cluster definition publishing list

    Provisioning the Symphony cluster

    The cluster definition that is published to the SampleAccount is available to all users of that account. In our case, we have an egoadmin user that belongs to SampleAccount.

    Figure 7-27 shows the published cluster definition for the Symphony cluster that was made available for SampleAccount.
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    Figure 7-27   User view of the service catalog

    The Service Catalog view displays the available cluster definition for this account. Click Symphony to open the New Cluster form.

    Figure 7-28 shows the New Cluster form for the Symphony deployment. The Machine tab allows user customization of host quantity and characteristics, as predefined by the Administrator in the cluster definition. Specify or change any necessary settings for the Symphony cluster.
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    Figure 7-28   New Symphony cluster submission machine parameters

    From the User Variables tab, specify or change the Symphony installation parameters. For example, change SYM_SYMPLIFIED_WEM and other parameters as required.

    The user variables that are defined on the cluster definition appear on the submission form as shown on Figure 7-29 on page 270.
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    Figure 7-29   New Symphony cluster user variables

    The requests from permitted users are automatically approved by the system. The tabs in the lower panel on the Clusters Management tab show the specifics of the highlighted cluster. The Machines tab shows the specifics the machines in the cluster. The Logs tab shows the progress and any errors from the cluster deployment.

    Figure 7-30 on page 271 shows the Clusters Management view for the egoadmin user.
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    Figure 7-30   Active Symphony cluster provisioning

    The installation of the IBM Platform Symphony is not completed until we run the cluster configuration wizard (see message in Example 7-7).

    Example 7-7   Message from IBM Platform Symphony installation
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    IBM Platform Symphony 5.2.0 is installed at /opt/ego.

    Symphony cannot work properly if the cluster configuration is not correct.

    After you install Symphony on all hosts, log on to the Platform Management

    Console as cluster administrator and run the cluster configuration wizard

    to complete the installation process.
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    After the provisioning process is completed and all post-install scripts are run, we can access the Symphony cluster that runs on the selected machines. Example 7-8 shows the output of the command that we used to verify that the cluster is deployed successfully. This Symphony cluster is installed with advanced workload execution mode (SIMPLIFIEDWEM=N). 

    Example 7-8   Verifying the Symphony cluster deployment
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    [egoadmin@i05q60 ~]$ egosh ego info

    Cluster name            : cluster1

    EGO master host name    : i05q60.itso.pok

    EGO master version      : 1.2.6

    [egoadmin@i05q60 ~]$ egosh service list

    SERVICE  STATE    ALLOC CONSUMER RGROUP RESOURCE SLOTS SEQ_NO INST_STATE ACTI

    purger   STARTED  1     /Manage* Manag* i05q60.* 1     1      RUN        1

    plc      STARTED  2     /Manage* Manag* i05q60.* 1     1      RUN        2

    derbydb  STARTED  3     /Manage* Manag* i05q60.* 1     1      RUN        3

    WEBGUI   STARTED  4     /Manage* Manag* i05q60.* 1     1      RUN        4

    WebServ* STARTED  8     /Manage* Manag* i05q60.* 1     1      RUN        7

    MRSS     STARTED  5     /Comput* MapRe* i05q60.* 1     1      RUN        8

    RS       STARTED  6     /Manage* Manag* i05q60.* 1     1      RUN        5

    Seconda* DEFINED        /HDFS/S*

    NameNode DEFINED        /HDFS/N*

    DataNode DEFINED        /HDFS/D*

    Service* STARTED  7     /Manage* Manag* i05q60.* 1     1      RUN        6

    [egoadmin@i05q55 ~]$ egosh resource list

    NAME     status       mem    swp    tmp   ut    it    pg   r1m  r15s  r15m  ls

    i05q63.* closed       46G  2000M  8880M   0%    17   0.0   0.0   0.0   0.0   0

    i05q60.* ok           45G  2000M  8516M   0%     1   0.0   0.1   0.0   0.2   1
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    Figure 7-31 shows the Platform Management Console for the cluster that we deployed.
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    Figure 7-31   The Symphony Platform Management Console on the deployed cluster

    The Symphony Compute host i05q63 is a harvest-ready server host. The host is closed by the harvesting agent. You can modify the threshold values in Example 7-9 to open the harvested host to run jobs.

    Example 7-9   Configuration change to open the harvested server host 
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    [root@i05q60 tmp]# egosh ego elimrestart SA on,0,0.9,0.5 i05q63

    Restart ELIM on <i05q63> ? [y/n] y

    Restart ELIM on <i05q63> ...... done

    [root@i05q60 tmp]# egosh resource open i05q63

    Host <i05q63> is opened

    [root@i05q60 tmp]# egosh resource list

    NAME     status       mem    swp    tmp   ut    it    pg   r1m  r15s  r15m  ls

    i05q60.* ok           45G  2000M  8267M   0%     0   0.0   0.0   0.0   0.1   1

    i05q63.* ok           46G  2000M  8856M   0%   758   0.0   0.0   0.0   0.0   0
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    7.2.5  Baremetal provisioning

    After adding physical machines for IBM Platform Cluster Manager Advanced Edition to manage (as described in 7.2.2, “Installing the software” on page 219), you can deploy clusters that are composed of these machines. All you need is to have machines that are available for deployment (machines that do not belong to other clusters already) and a cluster definition that is ready for use.

    Cluster definitions can be created or modified by administrators or account owners by using the Cluster Designer. After definitions are created, they can be published and made available for all users in the cluster (if the cluster definition creator is the administrator) or the users that have access to the account (if the cluster definition creator is an account owner). Users can then select the cluster definition and ask to create a new cluster.

    Modifying the cluster definition

    To modify an existing cluster definition, the administrator needs to go to the Cluster tab, Definitions view, select the cluster definition that the administrator wants to modify and click Modify (or Copy the template and then Modify the new copy). Cluster definitions can only be modified when they are in the state Unpublished. Follow these steps to use the Cluster Designer to create the cluster definition “physical cluster 1” to deploy a cluster of physical machines:

    1.	Click New to start the Cluster Designer that brings up a cluster definition with the Master and the Compute Nodes tiers.

    2.	Click the canvas area at the Cluster Designer and change the name and description of the cluster in the Cluster Definition Properties tab.

    3.	Only one tier is needed for the physical cluster definition. Highlight the ComputeNodes tier and click the trash bin icon in the upper-right corner of the window to remove the second tier machine definition.

    4.	Highlight the Master tier and change the name and description in the Machine Definition Properties tab to Baremetal.

    5.	On the General tab, change the Maximum value for the # of Machine (number of machines) to Unlimited.

    6.	On the OS tab, select the template with PMTools (compute-rhel-6.2-x86_64_PMTools) as shown in Figure 7-32 on page 274.

    7.	Add the post-install script by dragging and dropping the New Script Layer icon in the lower-left corner of the Cluster Designer window to layer 3 of the Baremetal tier. Edit to make changes in the script.

    8.	Click Save and exit the Cluster Designer.

    9.	Select the definition in the Definitions view and click Publish.

    In this cluster definition, the selected IP assignment method is External, so IBM Platform Cluster Manager Advanced Edition uses an IP assignment method outside the system, such as Dynamic Host Configuration Protocol (DHCP). You can select the Pre-assigned Script layer method to assign IPs; although, ensure that you read about the implications of choosing this method in the “Starting the Cluster Designer” section of Platform Cluster Manager Advanced Edition, Version 3.2 Administration Guide, SC27-4760-00.

    With this cluster definition, you can add an unlimited number of machines to the cluster (Layer 2, General tab). This cluster definition also enables the option to flex up the cluster (add machines to the cluster) after it is instantiated.
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    Figure 7-32   IBM Platform Cluster Manager Advanced Edition - Template for baremetal cluster definition

    After saving the cluster definition, you can change to whom the definition is available. Click Edit Publishing List and then click either Add Account to List or Remove Account from List. A list of the existing accounts appears and you can select which accounts you want to add or remove. You need to publish the cluster definition before you can change the publishing list, although the IBM Platform Cluster Manager Advanced Edition Administrator Guide, SC27-4760-00 says otherwise.

    Creating the cluster

    To create the cluster as administrator, go to the Resources tab, select the Cockpit view, and select the Cluster tab. Click New, select the cluster definition that you want to use, and click Instantiate. You see a page similar to Figure 7-33 on page 275.
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    Figure 7-33   IBM Platform Cluster Manager Advanced Edition - New cluster creation

    Select the number of machines that you want to add to the cluster, change any other variables you need, and click Submit. When you click Submit, IBM Platform Cluster Manager Advanced Edition looks for the machines that have the number of resources that you need, selects as many machines as you defined in the submission form (if available) and instantiates the cluster. This cluster definition does not have any placement policies, but you can create placement policies that restrict from which machines IBM Platform Cluster Manager Advanced Edition chooses to create your cluster. For instance, if you want your cluster in a specified location, you can create a placement policy that makes IBM Platform Cluster Manager Advanced Edition choose machines in the location that you define.

    The cluster is ready for use when its state changes to Active. After that, you can modify it as needed. You can add more CPUs and memory and change the expiration date for the cluster (as long as the resources limit for the account is not reached). You can also flex the cluster up and down by clicking Modify, clicking the Clusters tab, and selecting Add/Remove Machines. Figure 7-34 shows the page to add and remove machines to the cluster.
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    Figure 7-34   IBM Platform Cluster Manager Advanced Edition - Add/Remove Machines

    7.2.6  KVM provisioning

    IBM Platform Manager Advanced Edition provides the framework to install and manage a cluster with KVM hypervisor hosts and virtual machines. This section highlights the initial steps as discussed in the IBM Platform Cluster Manager Advanced Edition Administrator Guide, SC27-4760-00, to deploy the hypervisor host and the virtual machines. However, this section is not intended as the comprehensive guide to complete the cluster implementation. 

    Appendix D, “Getting started with KVM provisioning” on page 341 includes additional materials about KVM virtualization if you are not familiar with creating KVM guest images in Red Hat Enterprise Linux (RHEL) 6.2.

    Preparing for KVM provisioning

    The host names of the management server and the VM machines that are provisioned in Platform Cluster Manager Advanced Edition need to be resolved by name for the VM machines to join the cluster and to complete the VM provisioning successfully without error. One option is to define a Private IP Pool and specify host names for the IP addresses in the IP pool. Each Private IP Pool is then assigned to be a top-level account to be used for creating machines. For further details about IP pools, see the section “Managing IP pools” in the IBM Platform Cluster Manager Advanced Edition Administrator Guide, SC27-4760-00. The KVM provisioning is completed under one of the accounts. 

    Creating IP pools

    As the administrator, click Resources → IP Pools. Select New to display the widget “Create IP Pools”. Select Static from the IP Allocation drop-down list, and select Private IP Pool1 from the Logical IP Pool Name list and complete the mandatory fields:

    •IP Pool Name: VM_static_1

    •Starting IP Address: 10.0.2.201

    •Ending IP Address: 10.0.2.210

    •Subnet Mask: 255.255.255.0

    •Gateway: 10.0.2.56

    Bridge networks (without VLAN tagging) are configured in our testing. The VLAN ID is not set. Click Apply to save the Private IP Pool definition. 

    To assign the host name for the IP addresses in the IP pool, click the IP Range (10.0.2.201-10.0.2.210) for the IP pool VM_static_1. This selection brings up the IP Addresses for IP Pool page. Select each of the Unreserved IP addresses and assign the host name as shown in Figure 7-35. 
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    Figure 7-35   Defining the host names for unreserved IP addresses in the IP pool

    Highlight the IP pool VM_static_1. From the More Accounts list, select Assign to Top Accounts. We assign the VM_static_1 IP pool to the account test_4n. 

    When we log in as the account owner of the account test_4n, the VM_static_1 lists an IP pool that is assigned in the IP Pools tab (see Figure 7-36).
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    Figure 7-36   IP pool that is defined for KVM provisioning

    After a cluster of KVM hypervisor hosts is created by the administrator, the IP addresses in the IP Pool are now available to the account test_4n to create VMs on the hypervisor hosts.

    Provisioning a cluster of hypervisor hosts

    Platform Cluster Manager Advanced Edition included the predefined cluster definition “KVM host provision” that can be used to deploy a cluster with KVM hypervisor hosts. 

    As the administrator, start with adding physical machines (as described in 7.2.2, “Installing the software” on page 219) with the template compute-rhel-6.2-x86_64_KVM, which is the template that is used in the KVM host provision cluster definition. The machines added are available for the new cluster instantiation.

    We copy the cluster definition KVM host provision to KVM cluster1 and modify the cluster definition in Cluster Designer.

    The cluster definition has a single KVMHostTier for the KVM hypervisor host. Ensure that in the details panel for the layer 2 KVM machine, the template compute-rhel-6.2-x86_64_KVM is selected, as shown in Figure 7-37.
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    Figure 7-37   Selecting the compute-rhel-6.2.x86_64_KVM template for KVM hypervisor hosts

    The selected IP assignment method for this cluster definition is External (see Figure 7-38 on page 279). The IP address of the hypervisor host is assigned by DHCP, which runs on the management server.
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    Figure 7-38   Selecting External IP assignment method for KVM hypervisor host cluster definition

    We change the default value of the private and the public network interfaces in the cluster definition to match our test environment, as shown in Figure 7-39. These values are Single Modifiable-type values that can be changed during the new cluster instantiation:

    •Click the canvas area of the Cluster Designer and select the User Variables tab.

    •Change the value of PRIVATE_INTERFACE to eth1.

    •Change the value of PUBLIC_INTERFACE to eth0.
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    Figure 7-39   Modifying the network interfaces for the KVM hypervisor host definition

    The RHEL KVM hypervisor hosts are configured to use the Logical Volume Manager (LVM) storage repository to store VMs and the template image files. The default value for the RHKVMSTorageType element is “LVM” in the file pcmae_install_dir/virtualization/conf/AdvancedVMOConfig.xml, which is the Red Hat hypervisor storage type configuration file. 

    For installation planning, see the discussion on “Managing storage repositories” in the IBM Platform Cluster Manager Advanced Edition Administrator Guide, SC27-4760-00. 

    The new cluster definition is saved, published, and selected to create a new cluster. Upon successful instantiation of the cluster deployment, the host is listed under Hypervisor Hosts of the KVM inventory.

    As the administrator, on the Resources tab, click Inventory → KVM → Hypervisor Hosts. The KVM hypervisor host i05q54 is listed in the table, as shown in Figure 7-40.
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    Figure 7-40   The KVM Hypervisor Hosts tab

    Clicking i05q54 provides the details of the hypervisor host. The default volume group on the hypervisor host is /dev/VolGroup00 (listed under Storage Repositories in Figure 7-41). 
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    Figure 7-41   Summary details of the hypervisor host i05q54.itso.pok

    Logging on to the hypervisor host i05q54 as root, verify that the hypervisor host i05q54 is active and the bridge network is set up, as in see Example 7-10 on page 282.

    Example 7-10   Verifying the hypervisor is active
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    [root@i05q54 ~]# vgdisplay

      --- Volume group ---

      VG Name               VolGroup00

      System ID

      Format                lvm2

      Metadata Areas        1

      Metadata Sequence No  3

      VG Access             read/write

      VG Status             resizable

      MAX LV                0

      Cur LV                2

      Open LV               2

      Max PV                0

      Cur PV                1

      Act PV                1

      VG Size               232.38 GiB

      PE Size               32.00 MiB

      Total PE              7436

      Alloc PE / Size       768 / 24.00 GiB

      Free  PE / Size       6668 / 208.38 GiB

      VG UUID               cnsWmN-aeNE-2JLS-CVUl-S79L-kC8z-3RwyXj

     

    root@i05q54:# brctl show

    bridge name     bridge id               STP enabled     interfaces

    br0             8000.e41f13efa975       yes             eth1

    virbr0          8000.525400d4f434       yes             virbr0-nic
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    Creating a new VM on the hypervisor host

    The next step is to create a VM on the hypervisor host. The VM is then converted to a template that can be used in a cluster definition to provision VMs. 

    To convert the VM to a template in Platform Cluster Manager Advanced Edition, the VM must be created by using a logical volume-based storage pool. Otherwise, the operation fails. In Example 7-11, we created the VM in a directory-based storage pool. This VM fails to be converted to a template in Platform Cluster Manager Advanced Edition with the error that is reported in the LOGS panel.

    Example 7-11   VM creation

    [image: ]

    215f5baf-e0e2-6bf5-80e9-4b4974451190.log:Aug 22 10:43:28 2012 ERROR [Agent Event Handler - Thread-22] 215f5baf-e0e2-6bf5-80e9-4b4974451190 - Convert VM to template failed due to: 2012-08-22 10:43:28,253 ERROR: Failed to create image path.
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    In Platform Cluster Manager Advanced Edition, the VMs are created in the logical volume (LV) /dev/VolGroup00/kvmVM. If there is not enough disk space, the VM fails to provision with the error that is shown in Example 7-12.

    Example 7-12   VM creation error due to disk space
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    Aug 27 05:26:03 2012 ERROR [ActiveMQ Session Task] 8a8082b8-395d2c64-0139-67667cc9-0555 - Machine layer VM host in tier VM failed to provision due to: Could not install VM [machine_0_0827052602358]: No enough available disk space to copy the template images, 8000MB needed, 4476MB available
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    Log on to the KVM hypervisor host i05q54 as root to create the new VM.

    Create the LV kvmVM on the default volume group VolGrgoup00 with an allocation of 30 GB, as shown in Example 7-13. This disk capacity allows the option to add up to 2 VMs (8 GB size each) on the hypervisor host. 

    Example 7-13   Adding additional disk space for the VM creation
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    [root@i05q54 storage]# lvcreate -L 15GB -n kvmVM VolGroup00

      Logical volume "kvmVM" created
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    Start virt-manager, the virtual machine manager, on i05q54 to build the new VM by using these steps: 

    1.	Create the logical volume-based storage pool, guest_images, on the logical volume kvmVM.

    2.	Create a new volume rhel62_vm (size 8 GB) on the storage pool guest_images.

    3.	Create a new VM kvm54v1 on the volume rhel62_vm.

    For additional details about the steps to create the new VM, see Appendix D, “Getting started with KVM provisioning” on page 341.

    If the network on the VM is configured to start automatically, on successfully completing the installation of the guest operating systems (RHEL 6.2 in our test) and rebooting VM, the new VM kvm54v1 is listed as Machines with KVM resource type in the Platform Cluster Manager Advanced Edition portal (as shown in Figure 7-42).

    [image: ]

    Figure 7-42   VM (to be converted to template) created on hypervisor host

    Click kvm54v1 to show the details of the virtual machine (see Figure 7-43). The storage repository /dev/guest_images/rhel62_vm is the volume pool rhel62_vm in the storage pool guest_images. 
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    Figure 7-43   Summary of VM (to be converted to template) created on hypervisor host

    The new virtual machine kvm54v1 is listed as a machine on the physical host i05q54.itso.pok in the Cockpit view of the portal, as shown in Figure 7-44.
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    Figure 7-44   New VM that is created listed as machines on the hypervisor host

    The VMTools need to be installed on the VM before converting the VM to a template.

    Log on to the new VM and copy the file pcmae_install_dir/virtualization/4.1/VMTools-linux2.6-glibc2.3-x86_64.tar from the management server to a local directory.

    Install the VMTools package by using the script install.sh:

    cd /usr/local/share; tar -xvf VMTools-linux2.6-glibc2.3-x86_64.tar

    cd VMTools; sh install.sh

    After the VM is powered off, select the Manage option to Convert to template. On the Resource tab, in the Cockpit view, under Machines, highlight the entry kvm54v1. Click Power → Force Shut Down. Click Manage → Convert to template. 

    After the template is saved, the VM kvm54v1 disappears from the list of Machines. The template kvm54v1_tmpl is listed under the Templates of the KVM Inventory. On the Resources tab, click KVM (under Inventory) and select the Templates panel.

    This VM template can now be used by the administrator in the cluster definition (OS of the VM host) to provision VMs, as shown in Figure 7-45.
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    Figure 7-45   Using the VM template in the cluster definition to provision VMs

    On the General tab of the cluster definition (see Figure 7-46), change the minimum and maximum values of # of CPU and “Memory (MB) to set the range that is allowed for the VMs.
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    Figure 7-46   Configuration of VMs in the cluster definition

    The VM cluster definition KVMcluster_VM_1 is published, and the account test_4n is added to the publishing list.

    When you log in as the account owner of the account test_4n, the network of the VM cluster definition is modified to use the Private IP Pool1 that is assigned to the account as shown in Figure 7-47.
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    Figure 7-47   Selecting the IP pool for the VM cluster definition

    When the VM that is provisioned by using the kvm54v1_tmpl in the cluster definition is powered on, the VM is listed in the Platform Cluster Manager Advanced Edition portal, just as the VM that is created with virt-manager on the hypervisor host (See Figure 7-48 and Figure 7-49).
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    Figure 7-48   Configuration of the VM that is created from the VM template

    The IP address (10.0.2.201) and the corresponding host name (i05v201) are assigned from the “Private IP Pool1”. The VM is created in the volume i05v201_1.img in the storage pool guest_images (/dev/guest_images). 
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    Figure 7-49   VM created from the VM template

    The IP addresses for IP Pool list the IP addresses that are reserved for the VM hosts as shown in Figure 7-50. 
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    Figure 7-50   IP addresses that are reserved for KVM cluster provisioning

    To plan for capacity in the storage repository, the disk space that is needed by each VM that is subsequently created by using the VM template is the total capacity of the volume on the storage pool that is built to create the VM on the hypervisor host. In our test, each new VM is 8 GB, which is the size of rhel62_vm.

    Flexing up the hypervisor host cluster and the VM cluster

    The hypervisor host cluster can be flexed up by the administrator to increase the number of hypervisor hosts that are available for all accounts to create VMs. All the hypervisor hosts have the same configuration (# of CPU per machine and memory per machine).

    In the Cockpit view of the Clusters tab, highlight the KVM hypervisor host cluster (KVM_cluster_1_Admin_1 in our example). Click Modify → select Add/Remove Machines from the drop-down menu to display the widget (see Figure 7-51). Enter the total number of machines to be added to the initial hypervisor host cluster for On-Demand Machines. 
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    Figure 7-51   Flexing up the KVM hypervisor host cluster

    On successful completion of flexing up the cluster, the hypervisor host is listed as a machine of PCM resource type in the Machines tab of the Cockpit view of the Portal. 

    In Figure 7-52 on page 292, the On-Demand Machines that is added is i05q55.itso.pok. 
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    Figure 7-52   Hypervisor host added

    All hypervisor hosts in the cluster are configured with the same type of storage repository (LVM or NFS). To create additional VMs from the VM template on any of the hypervisor hosts, the initial VM (rhel62_vm in our example) must be accessible from each of the hypervisor hosts. For NFS, the VMs are accessible on the shared file system. If the LVM storage repository is used (as in our example), the VM image on the initial hypervisor host needs to be copied to all other hypervisor hosts in the cluster. 

    For each of the hypervisor hosts that is added (i05q55.itso.pok in our example), the LVM and the storage pool with the same capacity as the initial hypervisor host must be added (storage pool guest_images with the 8 GB volume rhel62_vm). The VM image (rhel62_vm) is then copied to each of the hypervisor hosts. 

    Issue the following command on the initial hypervisor host (i05q54.itso.pok in our example): 

    dd if=/dev/guest_images/rhel62_vm of=/shared_file/rhel62_vm.img bs=1M

    The /shared_file is a shared file system that is mounted on the hypervisor hosts. 

    Issue the following command on the initial hypervisor host (i05q55.itso.pok in our example): 

    dd if=/shared_file/rhel62_vm.img of=/dev/guest_images/rhel62_vm bs=1M

    The additional hypervisor host is now ready for you to create a new VM from the VM template. 

    The default VM placement policy is packing (see Figure 7-53). We change it to Striping to spread the VMs across the cluster (see Figure 7-53): 

    Click the Resource tab. Under Policies, select VM Placement Policy. Choose Striping and click Apply.
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    Figure 7-53   VM Placement Policy

    The account owner of the accounts (test_4n in our test case) for which the VM cluster definition is published can now modify the VM clusters to flex up the total number of VMs. In Figure 7-54, the cluster KVMcluster_VM1_tmgr1_1 has a total of four VMs, two on each of the hypervisor hosts. The VMs are created by following the Striping VM placement policy. 
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    Figure 7-54   VMs created

    All the VMs are assigned IP addresses and the host name from the IP Pool that is defined in the cluster definition (see Figure 7-55).
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    Figure 7-55   IP addresses of the VMs

    7.3  References

    The IBM Platform Cluster Manager Advanced Edition documentation that is listed in Table 7-6 is available within each product and can be downloaded from IBM Publications Center:

    http://www-05.ibm.com/e-business/linkweb/publications/servlet/pbi.wss

    Table 7-6 lists the publications and publication numbers that are mentioned in this chapter.

    Table 7-6   IBM Platform Cluster Manager Advanced Edition documentation

    
      
        	
          Publication title

        
        	
          Publication number

        
      

      
        	
          Release Notes for IBM Platform Cluster Manager Advanced Edition

        
        	
          GI13-1899-00

        
      

      
        	
          IBM Platform Cluster Manager Advanced Edition Installation Guide

        
        	
          SC27-4759-00

        
      

      
        	
          IBM Platform Cluster Manager Advanced Edition Administrator Guide

        
        	
          SC27-4760-00
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IBM Platform Computing Message Passing Interface

    This appendix introduces IBM Platform Computing Message Passing Interface (MPI) and how it is implemented.

    The following topics are covered:

    •IBM Platform MPI

    •IBM Platform MPI implementation

    IBM Platform MPI

    IBM Platform MPI is a high-performance and production-quality implementation of the Message Passing Interface standard. It fully complies with the MPI-2.2 standard and provides enhancements, such as low latency and high bandwidth point-to-point and collective communication routines over other implementations. IBM Platform MPI 8.3 for Linux is supported on Intel/AMD x86 32-bit, AMD Opteron, and EM64T servers that run CentOS 5, Red Hat Enterprise Linux AS 4, 5, and 6, and SUSE Linux Enterprise Server 9, 10, and 11 operating systems.

    For more information about IBM Platform MPI, see the IBM Platform MPI User’s Guide, SC27-4758-00.

    IBM Platform MPI implementation

    To install IBM Platform MPI, you need to download the installation package. The installation package contains a single script that when you run it, decompresses itself and installs the MPI files in the designated location. There is no installation manual available, but the installation is as simple as running the script in the installation package.

     

    
      
        	
          Help: For details about how to use the installation script, run:

          sh platform_mpi-08.3.0.0-0320r.x64.sh -help

        
      

    

    When you install IBM Platform MPI, even if you give an install dir as input to the script, all files are installed under the directory /opt/ibm/platform_mpi. Example A-1 shows the install log of a successful installation. This example provides the shared directory /gpfs/fs1 as the install root. After the installation, the files are available at /gpfs/fs1/opt/ibm/platform_mpi.

    Example A-1   IBM Platform MPI - Install log
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    [root@i05n45 PlatformMPI]# sh platform_mpi-08.3.0.0-0320r.x64.sh -installdir=/gpfs/fs1 -norpm 

     

    Verifying archive integrity... All good.

    Uncompressing platform_mpi-08.3.0.0-0316r.x64.sh......

    Logging to /tmp/ibm_platform_mpi_install.JS36

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

    PROOF OF ENTITLEMENT TO THE PARTY FROM WHOM IT WAS OBTAINED

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, or "99" to go back to the previous screen.

    1

    Installing IBM Platform MPI to /gpfs/fs1/

    Installation completed.
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    When you install IBM Platform MPI on the shared directory of a cluster, avoid using the local rpmdb of the server where you are installing MPI. You can use the option -norpm to extract all of the files to the install dir and disable interaction with the local rpmdb.

    If you are not installing IBM Platform MPI on a shared directory, you need to install it in all hosts of the cluster that will run applications that use MPI. The installation must be done in the same directory in all hosts.

    Before you can start using IBM Platform MPI, you need to configure your environment. By default, MPI uses Secure Shell (ssh) to connect to other hosts, so if you want to use a different command, you need to set the environment variable MPI_REMSH. Example A-2 shows how to set your environment and execute hello_world.c (an example program that ships with IBM Platform MPI) to run on the cluster with four-way parallelism. The application runs the hosts i05n47 and i05n48 of our cluster. 

    Example A-2   IBM Platform MPI - Running a parallel application
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    [root@i05n49 PlatformMPI]# export MPI_REMSH="ssh -x"

    [root@i05n49 PlatformMPI]# export MPI_ROOT=/gpfs/fs1/opt/ibm/platform_mpi

    [root@i05n49 PlatformMPI]# /gpfs/fs1/opt/ibm/platform_mpi/bin/mpicc -o /gpfs/fs1/helloworld /gpfs/fs1/opt/ibm/platform_mpi/help/hello_world.c 

    [root@i05n49 PlatformMPI]# cat appfile 

    -h i05n47 -np 2 /gpfs/fs1/helloworld

    -h i05n48 -np 2 /gpfs/fs1/helloworld

    [root@i05n49 PlatformMPI]# /gpfs/fs1/opt/ibm/platform_mpi/bin/mpirun -f appfile

    Hello world! I'm 1 of 4 on i05n47

    Hello world! I'm 0 of 4 on i05n47

    Hello world! I'm 2 of 4 on i05n48

    Hello world! I'm 3 of 4 on i05n48
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Troubleshooting examples

    This appendix provides troubleshooting examples and the installation output for troubleshooting.

    Installation output for troubleshooting

    This section provides installation output that can be used for troubleshooting. Example B-1 shows a failed installation of Platform Cluster Manager Advanced Edition due to lack of proper pcmadmin encryption settings.

    Example B-1   Failed installation due to lack of proper pcmadmin encryption settings
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    [root@c596n13 ~]# ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 Manager Installation

     

     

    The command issued is: ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

     

     

     

    Extracting file ...

    Done.

     

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Warning! The environment variable SHAREDDIR has not been defined. SHAREDDIR is

    used to enable failover for management servers. If you choose to continue the

    installation without defining SHAREDDIR, and you later want to enable failover          ,

    you will need to fully uninstall and then reinstall the cluster using the

    SHAREDDIR variable. Before defining SHAREDDIR, ensure the shared directory

    exists and the cluster administrator OS account has write permission on it.

    Once defined, the Manager installer can automatically configure

    failover for management servers.

     

    Do you want to continue the installation without defining SHAREDDIR?(yes/no)

    yes

     

    IBM Platform Cluster Manager Advanced Edition does not support failover of the           management server,

    if the management server and provisioning engine are installed on a single hos          t.

    Do you want to install the provisioning engine on the same host as your manage          ment server?(yes/no)

    yes

     

    The management server and the provisioning engine will be installed on a singl          e host

     

    The installer is validating your configuration

    Total memory is 24595808 KB

    Redhat OS is 6.2

    SELinux is disabled

    Error: Invalid password encryption found for user: 'pcmadmin'. Password must b          e re-generated using the current encryption algorithm setting. Reset the passw          ord for this account using the 'passwd' command

    Removing temporary files ...

     

    Removing installation directory "/opt/platform".
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    Example B-2 shows the output of a failed Platform Cluster Manager Advanced Edition installation due to insufficient swap space for Oracle.

    Example B-2   Failed installation due to insufficient swap space for Oracle
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    [root@c596n13 ~]# ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 Manager Installation

     

     

    The command issued is: ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

     

     

     

    Extracting file ...

    Done.

     

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Warning! The environment variable SHAREDDIR has not been defined. SHAREDDIR is

    used to enable failover for management servers. If you choose to continue the

    installation without defining SHAREDDIR, and you later want to enable failover          ,

    you will need to fully uninstall and then reinstall the cluster using the

    SHAREDDIR variable. Before defining SHAREDDIR, ensure the shared directory

    exists and the cluster administrator OS account has write permission on it.

    Once defined, the Manager installer can automatically configure

    failover for management servers.

     

    Do you want to continue the installation without defining SHAREDDIR?(yes/no)

    yes

     

    IBM Platform Cluster Manager Advanced Edition does not support failover of the           management server,

    if the management server and provisioning engine are installed on a single hos          t.

    Do you want to install the provisioning engine on the same host as your manage          ment server?(yes/no)

    yes

     

    The management server and the provisioning engine will be installed on a singl          e host

     

    The installer is validating your configuration

    Total memory is 24595808 KB

    Redhat OS is 6.2

    SELinux is disabled

    Password hashing algorithm is MD5

    createrepo is installed

    c596n13.ppd.pok.ibm.com is valid

     

    The installer is processing your installation parameter values to prepare for           the provisioning engine installation

     

    Specify the file path to the installation media for the RHEL 6.2 (64-bit) oper          ating system.

    This can be the file path (or mount point) to the installation ISO file or to           the device containing the installation disc:

       * For a mounted ISO image: /mnt/

       * For a file path to the ISO image file: /root/rhel-server-6.2-x86_64-dvd.i          so

       * For an installation disc in the CDROM drive: /dev/cdrom

    Specify the file path for the RHEL 6.2 (64-bit):

    /mnt

    /mnt is valid

     

    Specify the provisioning network domain using a fully-qualified domain name:

    itso.pok

    Domain:itso.pok is valid

     

    Specify the NIC device of the provisioning engine that is connected to

    the provisioning (private) network. All physical machines must have same NIC d          evice

    connected to the provisioning (private) network, and must boot from this NIC d          evice.

    The default value is eth0:

    eth1

    Network:eth1 is valid

    Specify the NIC device of provisioning engine that is connected to

    the corporate (public) network. The default value is eth1:

    eth0

    Network:eth0 is valid

     

    The installer will use itso.pok for the domain for the provisioning engine hos          t,

    and update the master management server host from c596n13.ppd.pok.ibm.com to c          596n13.itso.pok

     

    RPM package ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm will be installed to          : /opt/platform

     

    RPM package vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm will be installed to: /op          t/platform

     

    This program uses the following commands to install EGO and VMO RPM

    to the system:

    rpm --prefix /opt/platform -ivh  ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm

    rpm --prefix /opt/platform -ivh  vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm

    Starting installation ...

     

    Preparing...                ##################################################

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7869.  The entry is:

    mobileanalyzer  7869/tcp                # MobileAnalyzer& MobileMonitor

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the clust          er.

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7870.  The entry is:

    rbt-smc         7870/tcp                # Riverbed Steelhead Mobile Service

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the clust          er.

     

    The installation will be processed using the following settings:

    Cluster Administrator: pcmadmin

    Cluster Name: itsocluster

    Installation Directory: /opt/platform

    Connection Base Port: 7869

     

    ego-linux2.6-glibc2.3-x86_64##################################################

     

     

    Platform EGO 2.0.0 is installed at /opt/platform.

    A new cluster <itsocluster> has been created.

    The host <c596n13.itso.pok> is the master host.

    The license file has been configured.

    egosetrc succeeds

    Preparing...                ##################################################

     

    vmoManager_reqEGO_linux2.6-x##################################################

     

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 is installed at /opt/pla          tform

     

    Info: Checking SELINUX ...setenforce: SELinux is disabled

    The current selinux status

    SELinux status:                 disabled

    Select database type

     

    Starting to prepare the database

    Checking whether the Oracle client exists...

    Specify the file path to the oracle-instantclient11.2-basic-11.2.0.2.0.x86_64.          rpm oracle-instantclient11.2-sqlplus-11.2.0.2.0.x86_64.rpm RPM packages, IBM P          latform Cluster Manager Advanced Edition will install these packages automatic          ally:

    /root

    Checking  /root/oracle-instantclient11.2-basic-11.2.0.2.0.x86_64.rpm exists ..          . OK

    Checking  /root/oracle-instantclient11.2-sqlplus-11.2.0.2.0.x86_64.rpm exists           ... OK

    Do you want IBM Platform Cluster Manager Advanced Edition to install Oracle-XE           11g as an internal database?(yes/no)

    yes

    Checking  /root/oracle-xe-11.2.0-1.0.x86_64.rpm exists ... ERROR

    The oracle-xe-11.2.0-1.0.x86_64.rpm package must be in /root. After confirming           the package is placed there, press Enter to continue.

     

    Checking  /root/oracle-xe-11.2.0-1.0.x86_64.rpm exists ... OK

    Preparing...                ########################################### [100%]

       1:oracle-instantclient11.########################################### [100%]

    Preparing...                ########################################### [100%]

       1:oracle-instantclient11.########################################### [100%]

    Starting to install the related libraries...

    Extracting the dependent libraries...

    Finished extracting the dependent libraries

     

    Verifying RPM packages...

     

    The following packages were not installed but will be installed by this script          : cx_Oracle

     

    Install required packages ...

    Preparing...                ########################################### [100%]

       1:cx_Oracle              ########################################### [100%]

    Finished installing related libraries

    Install Oracle

    Preparing...                ########################################### [100%]

     

    This system does not meet the minimum requirements for swap space.  Based on

    the amount of physical memory available on the system, Oracle Database 11g

    Express Edition requires 2048 MB of swap space. This system has 1022 MB

    of swap space.  Configure more swap space on the system and retry the

    installation.

     

    error: %pre(oracle-xe-11.2.0-1.0.x86_64) scriptlet failed, exit status 1

    error:   install: %pre scriptlet failed (2), skipping oracle-xe-11.2.0-1.0

    ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin: line 2546: /etc/init.d/oracle-xe: No           such file or directory

    Error: Oracle is not installed successfully
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    Example B-3 shows Oracle leftovers.

    Example B-3   Oracle leftovers
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    [root@c596n13 ~]# ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 Manager Installation

     

     

    The command issued is: ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

     

     

     

    Extracting file ...

    Done.

     

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Find /opt/platform/kernel/conf/ego.conf and /opt/platform/kernel/conf/profile.          ego

    Detected an existing IBM Platform Cluster Manager Advanced Edition installatio          n under the directory /opt/platform

    Do you want to upgrade the current IBM Platform Cluster Manager Advanced Editi          on to version 3.2.0.0?(yes/no)

    yes

    Installing the IBM Platform Cluster Manager Advanced Edition 3.2.0.0 upgrade u          nder the directory /opt/platform ....

    The upgrade installation will use the same configuration parameters as the exi          sting IBM Platform Cluster Manager Advanced Edition installation.

    Conflicting environmental variables are ignored.

     

     

    MASTERHOST=c596n13.itso.pok

    CLUSTERADMIN=pcmadmin

    CLUSTERNAME=itsocluster

    BASEPORT=7869

    ADMINGROUP=pcmadmin

    SHAREDDIR=

     

    Do you want to upgrade the current IBM Platform Cluster Manager Advanced Editi          on database for IBM Platform Cluster Manager Advanced Edition 3.2.0.0?(yes/no)

    yes

     

    Checking existing database configurations ...

    Oracle instant client directory is /usr/lib/oracle/11.2/client64

    In order for the installer to upgrade the IBM Platform Cluster Manager Advance          d Edition database, provide the user name and password required to connect to           the Oracle database.

    Oracle database user name:^CInstallation interrupted. Removing installed files          .

     

    Removing temporary files ...
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    Example B-4 shows error output when Platform Cluster Manager Advanced Edition is partially installed.

    Example B-4   Error output when partially installed
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    [root@c596n13 ~]# ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 Manager Installation

     

     

    The command issued is: ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

     

     

     

    Extracting file ...

    Done.

     

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Find /opt/platform/kernel/conf/ego.conf and /opt/platform/kernel/conf/profile.          ego

    Detected an existing IBM Platform Cluster Manager Advanced Edition installatio          n under the directory /opt/platform

    Do you want to upgrade the current IBM Platform Cluster Manager Advanced Editi          on to version 3.2.0.0?(yes/no)

    no

    A version of IBM Platform Cluster Manager Advanced Edition already exists in t          he directory /opt/platform.

    You must install IBM Platform Cluster Manager Advanced Edition version 3.2.0.0           under a different directory.

    Exiting ...

     

    Removing temporary files ...
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    Example B-5 shows an output error of a Platform Cluster Manager Advanced Edition installation when ego is already installed.

    Example B-5   Error output when ego already installed
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    [root@c596n13 ~]# ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 Manager Installation

     

     

    The command issued is: ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

     

     

     

    Extracting file ...

    Done.

     

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Warning! The environment variable SHAREDDIR has not been defined. SHAREDDIR is

    used to enable failover for management servers. If you choose to continue the

    installation without defining SHAREDDIR, and you later want to enable failover          ,

    you will need to fully uninstall and then reinstall the cluster using the

    SHAREDDIR variable. Before defining SHAREDDIR, ensure the shared directory

    exists and the cluster administrator OS account has write permission on it.

    Once defined, the Manager installer can automatically configure

    failover for management servers.

     

    Do you want to continue the installation without defining SHAREDDIR?(yes/no)

    yes

     

    IBM Platform Cluster Manager Advanced Edition does not support failover of the           management server,

    if the management server and provisioning engine are installed on a single hos          t.

    Do you want to install the provisioning engine on the same host as your manage          ment server?(yes/no)

    yes

     

    The management server and the provisioning engine will be installed on a singl          e host

     

    The installer is validating your configuration

    Total memory is 24595808 KB

    Redhat OS is 6.2

    SELinux is disabled

    Password hashing algorithm is MD5

    createrepo is installed

    c596n13.ppd.pok.ibm.com is valid

     

    The installer is processing your installation parameter values to prepare for           the provisioning engine installation

     

    Specify the file path to the installation media for the RHEL 6.2 (64-bit) oper          ating system.

    This can be the file path (or mount point) to the installation ISO file or to           the device containing the installation disc:

       * For a mounted ISO image: /mnt/

       * For a file path to the ISO image file: /root/rhel-server-6.2-x86_64-dvd.i          so

       * For an installation disc in the CDROM drive: /dev/cdrom

    Specify the file path for the RHEL 6.2 (64-bit):

    /mnt

    /mnt is valid

     

    Specify the provisioning network domain using a fully-qualified domain name:

    itso.pok

    Domain:itso.pok is valid

     

    Specify the NIC device of the provisioning engine that is connected to

    the provisioning (private) network. All physical machines must have same NIC d          evice

    connected to the provisioning (private) network, and must boot from this NIC d          evice.

    The default value is eth0:

    eth1

    Network:eth1 is valid

    Specify the NIC device of provisioning engine that is connected to

    the corporate (public) network. The default value is eth1:

    eth0

    Network:eth0 is valid

     

    The installer will use itso.pok for the domain for the provisioning engine hos          t,

    and update the master management server host from c596n13.ppd.pok.ibm.com to c          596n13.itso.pok

     

    RPM package ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm will be installed to          : /opt/platform

     

    RPM package vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm will be installed to: /op          t/platform

     

    This program uses the following commands to install EGO and VMO RPM

    to the system:

    rpm --prefix /opt/platform -ivh  ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm

    rpm --prefix /opt/platform -ivh  vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm

    Starting installation ...

     

    Preparing...                ##################################################

            package ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.noarch is already in          stalled

    An error occurred during installation of the EGO RPM. Check /root/pcmae3.2.0.0          mgr-c596n13.ppd.pok.ibm.com-20120725-173056.log for details.

    The EGO component of IBM Platform Cluster Manager Advanced Edition was not ins          talled successfully. Uninstalling...
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    Example B-6 shows the output while uninstalling the vmo ego package.

    Example B-6   Uninstalling vmo ego package
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    [root@c596n13 ~]# rpm -qa | grep vmo

    vmoManager_reqEGO_linux2.6-x86_64-4.1.0-199455.noarch

    [root@c596n13 ~]# yum remove vmoManager_reqEGO_linux2.6-x86_64-4.1.0-199455

    Loaded plugins: product-id, security, subscription-manager

    Updating certificate-based repositories.

    Setting up Remove Process

    Resolving Dependencies

    --> Running transaction check

    ---> Package vmoManager_reqEGO_linux2.6-x86_64.noarch 0:4.1.0-199455 will be e          rased

    --> Finished Dependency Resolution

     

    Dependencies Resolved

     

    ==============================================================================

     Package                            Arch    Version          Repository  Size

    ==============================================================================

    Removing:

     vmoManager_reqEGO_linux2.6-x86_64  noarch  4.1.0-199455     installed  404 M

     

    Transaction Summary

    ==============================================================================

    Remove        1 Package(s)

     

    Installed size: 404 M

    Is this ok [y/N]: y

    Downloading Packages:

    Running rpm_check_debug

    Running Transaction Test

    Transaction Test Succeeded

    Running Transaction

    Warning: RPMDB altered outside of yum.

      Erasing    : vmoManager_reqEGO_linux2.6-x86_64-4.1.0-199455.noarch      1/1

    Installed products updated.

     

    Removed:

      vmoManager_reqEGO_linux2.6-x86_64.noarch 0:4.1.0-199455

     

    Complete!
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    Example B-7 shows error output when the Oracle database is partially installed during a Platform Cluster Manager Advanced Edition deployment.

    Example B-7   Error when Oracle database is partially installed
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    [root@c596n13 ~]# ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 Manager Installation

     

     

    The command issued is: ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

     

     

     

    Extracting file ...

    Done.

     

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Warning! The environment variable SHAREDDIR has not been defined. SHAREDDIR is

    used to enable failover for management servers. If you choose to continue the

    installation without defining SHAREDDIR, and you later want to enable failover          ,

    you will need to fully uninstall and then reinstall the cluster using the

    SHAREDDIR variable. Before defining SHAREDDIR, ensure the shared directory

    exists and the cluster administrator OS account has write permission on it.

    Once defined, the Manager installer can automatically configure

    failover for management servers.

     

    Do you want to continue the installation without defining SHAREDDIR?(yes/no)

    yes

     

    IBM Platform Cluster Manager Advanced Edition does not support failover of the           management server,

    if the management server and provisioning engine are installed on a single hos          t.

    Do you want to install the provisioning engine on the same host as your manage          ment server?(yes/no)

    yes

     

    The management server and the provisioning engine will be installed on a singl          e host

     

    The installer is validating your configuration

    Total memory is 24595808 KB

    Redhat OS is 6.2

    SELinux is disabled

    Password hashing algorithm is MD5

    createrepo is installed

    c596n13.ppd.pok.ibm.com is valid

     

    The installer is processing your installation parameter values to prepare for           the provisioning engine installation

     

    Specify the file path to the installation media for the RHEL 6.2 (64-bit) oper          ating system.

    This can be the file path (or mount point) to the installation ISO file or to           the device containing the installation disc:

       * For a mounted ISO image: /mnt/

       * For a file path to the ISO image file: /root/rhel-server-6.2-x86_64-dvd.i          so

       * For an installation disc in the CDROM drive: /dev/cdrom

    Specify the file path for the RHEL 6.2 (64-bit):

    /mnt

    /mnt is valid

     

    Specify the provisioning network domain using a fully-qualified domain name:

    itso.pok

    Domain:itso.pok is valid

     

    Specify the NIC device of the provisioning engine that is connected to

    the provisioning (private) network. All physical machines must have same NIC d          evice

    connected to the provisioning (private) network, and must boot from this NIC d          evice.

    The default value is eth0:

    eth1

    Network:eth1 is valid

    Specify the NIC device of provisioning engine that is connected to

    the corporate (public) network. The default value is eth1:

    eth0

    Network:eth0 is valid

     

    The installer will use itso.pok for the domain for the provisioning engine hos          t,

    and update the master management server host from c596n13.ppd.pok.ibm.com to c          596n13.itso.pok

     

    RPM package ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm will be installed to          : /opt/platform

     

    RPM package vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm will be installed to: /op          t/platform

     

    This program uses the following commands to install EGO and VMO RPM

    to the system:

    rpm --prefix /opt/platform -ivh  ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm

    rpm --prefix /opt/platform -ivh  vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm

    Starting installation ...

     

    Preparing...                ##################################################

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7869.  The entry is:

    mobileanalyzer  7869/tcp                # MobileAnalyzer& MobileMonitor

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the clust          er.

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7870.  The entry is:

    rbt-smc         7870/tcp                # Riverbed Steelhead Mobile Service

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the clust          er.

     

    The installation will be processed using the following settings:

    Cluster Administrator: pcmadmin

    Cluster Name: itsocluster

    Installation Directory: /opt/platform

    Connection Base Port: 7869

     

    ego-linux2.6-glibc2.3-x86_64##################################################

     

     

    Platform EGO 2.0.0 is installed at /opt/platform.

    A new cluster <itsocluster> has been created.

    The host <c596n13.itso.pok> is the master host.

    The license file has been configured.

     

    The file "/etc/rc.d/init.d/ego" already exists. This file controls what

    Platform product services or processes run on the host when the host is

    rebooted.

    If you choose to overwrite this file, and the host is part of another

    cluster using an earlier/different installation package, Platform product

    services or process will not automatically start for the older cluster when

    the host is rebooted.

    If you choose not to overwrite this file, important Platform product services

    or daemons will not automatically start for the current installation when the

    host is restarted.

    Do you want to overwrite the existing file?(yes/no) yes

    removed : /etc/rc.d/init.d/ego

    egosetrc succeeds

    Preparing...                ##################################################

     

    vmoManager_reqEGO_linux2.6-x##################################################

     

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 is installed at /opt/pla          tform

     

    Info: Checking SELINUX ...setenforce: SELinux is disabled

    The current selinux status

    SELinux status:                 disabled

    Select database type

     

    Starting to prepare the database

    Checking whether the Oracle client exists...

    Database client have been installed before the installation of IBM Platform Cl          uster Manager Advanced Edition, you need to set the client home(e.g. /usr/lib/          oracle/11.2/client64/)

    Please input your database client home path:^CInstallation interrupted. Removi          ng installed files.

     

    removed : /etc/rc.d/init.d/ego

    Uninstall EGO ...

     

    Uninstall VMO ...

     

    Removing temporary files ...

     

    Removing installation directory "/opt/platform".
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    Example B-8 shows removing the Oracle rpms.

    Example B-8   Removing the oracle rpms
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    [root@c596n13 ~]# yum remove oracle-instantclient11.2-sqlplus-11.2.0.2.0-1

    Loaded plugins: product-id, security, subscription-manager

    Updating certificate-based repositories.

    Setting up Remove Process

    Resolving Dependencies

    --> Running transaction check

    ---> Package oracle-instantclient11.2-sqlplus.x86_64 0:11.2.0.2.0-1 will be er          ased

    --> Finished Dependency Resolution

     

    Dependencies Resolved

     

    ==============================================================================

     Package                            Arch     Version        Repository   Size

    ==============================================================================

    Removing:

     oracle-instantclient11.2-sqlplus   x86_64   11.2.0.2.0-1   installed   2.8 M

     

    Transaction Summary

    ==============================================================================

    Remove        1 Package(s)

     

    Installed size: 2.8 M

    Is this ok [y/N]: y

    Downloading Packages:

    Running rpm_check_debug

    Running Transaction Test

    Transaction Test Succeeded

    Running Transaction

      Erasing    : oracle-instantclient11.2-sqlplus-11.2.0.2.0-1.x86_64       1/1

    Installed products updated.

     

    Removed:

      oracle-instantclient11.2-sqlplus.x86_64 0:11.2.0.2.0-1

     

    Complete!

    [root@c596n13 ~]# rpm -qa | grep oracle

    oracle-instantclient11.2-basic-11.2.0.2.0-1.x86_64

    [root@c596n13 ~]# yum remove oracle-instantclient11.2-basic-11.2.0.2.0-1

    Loaded plugins: product-id, security, subscription-manager

    Updating certificate-based repositories.

    Setting up Remove Process

    Resolving Dependencies

    --> Running transaction check

    ---> Package oracle-instantclient11.2-basic.x86_64 0:11.2.0.2.0-1 will be erased

    --> Finished Dependency Resolution

     

    Dependencies Resolved

     

    ========================================================================================

     Package                             Arch        Version           Repository      Size

    ========================================================================================

    Removing:

     oracle-instantclient11.2-basic      x86_64      11.2.0.2.0-1      installed      174 M

     

    Transaction Summary

    ========================================================================================

    Remove        1 Package(s)

     

    Installed size: 174 M

    Is this ok [y/N]: yes

    Downloading Packages:

    Running rpm_check_debug

    Running Transaction Test

    Transaction Test Succeeded

    Running Transaction

      Erasing    : oracle-instantclient11.2-basic-11.2.0.2.0-1.x86_64                   1/1

    Installed products updated.

     

    Removed:

      oracle-instantclient11.2-basic.x86_64 0:11.2.0.2.0-1

     

    Complete!
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    While executing the Platform Cluster Manager Advanced Edition installation, the redhat-lsb package is missing, which causes the following installer error output (Example B-9).

    Example B-9   Installer error output when redhat-lsb package is missing
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    [root@c596n13 ~]# ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 Manager Installation

     

     

    The command issued is: ./pcmae_3.2.0.0_mgr_linux2.6-x86_64.bin

     

     

     

    Extracting file ...

    Done.

     

    International Program License Agreement

     

    Part 1 - General Terms

     

    BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON

    AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,

    LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE

    ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT

    AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE

    TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

     

    * DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN

    "ACCEPT" BUTTON, OR USE THE PROGRAM; AND

     

    * PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND

     

    Press Enter to continue viewing the license agreement, or

    enter "1" to accept the agreement, "2" to decline it, "3"

    to print it, "4" to read non-IBM terms, or "99" to go back

    to the previous screen.

    1

    Warning! The environment variable SHAREDDIR has not been defined. SHAREDDIR is

    used to enable failover for management servers. If you choose to continue the

    installation without defining SHAREDDIR, and you later want to enable failover,

    you will need to fully uninstall and then reinstall the cluster using the

    SHAREDDIR variable. Before defining SHAREDDIR, ensure the shared directory

    exists and the cluster administrator OS account has write permission on it.

    Once defined, the Manager installer can automatically configure

    failover for management servers.

     

    Do you want to continue the installation without defining SHAREDDIR?(yes/no)

    yes

     

    IBM Platform Cluster Manager Advanced Edition does not support failover of the management server,

    if the management server and provisioning engine are installed on a single host.

    Do you want to install the provisioning engine on the same host as your management server?(yes/no)

    yes

     

    The management server and the provisioning engine will be installed on a single host

     

    The installer is validating your configuration

    Total memory is 24595808 KB

    Redhat OS is 6.2

    SELinux is disabled

    Password hashing algorithm is MD5

    createrepo is installed

    c596n13.ppd.pok.ibm.com is valid

     

    The installer is processing your installation parameter values to prepare for the provisioning engine installation

     

    Specify the file path to the installation media for the RHEL 6.2 (64-bit) operating system.

    This can be the file path (or mount point) to the installation ISO file or to the device containing the installation disc:

       * For a mounted ISO image: /mnt/

       * For a file path to the ISO image file: /root/rhel-server-6.2-x86_64-dvd.iso

       * For an installation disc in the CDROM drive: /dev/cdrom

    Specify the file path for the RHEL 6.2 (64-bit):

    /mnt

    /mnt is valid

     

    Specify the provisioning network domain using a fully-qualified domain name:

    itso.pok

    Domain:itso.pok is valid

     

    Specify the NIC device of the provisioning engine that is connected to

    the provisioning (private) network. All physical machines must have same NIC device

    connected to the provisioning (private) network, and must boot from this NIC device.

    The default value is eth0:

    eth1

    Network:eth1 is valid

    Specify the NIC device of provisioning engine that is connected to

    the corporate (public) network. The default value is eth1:

    eth0

    Network:eth0 is valid

     

    The installer will use itso.pok for the domain for the provisioning engine host,

    and update the master management server host from c596n13.ppd.pok.ibm.com to c596n13.itso.pok

     

    RPM package ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm will be installed to: /opt/platform

     

    RPM package vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm will be installed to: /opt/platform

     

    This program uses the following commands to install EGO and VMO RPM

    to the system:

    rpm --prefix /opt/platform -ivh  ego-linux2.6-glibc2.3-x86_64-2.0.0-199455.rpm

    rpm --prefix /opt/platform -ivh  vmo4_1Manager_reqEGO_linux2.6-x86_64.rpm

    Starting installation ...

     

    Preparing...                ##################################################

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7869.  The entry is:

    mobileanalyzer  7869/tcp                # MobileAnalyzer& MobileMonitor

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the cluster.

     

    Warning

    =======

    The /etc/services file contains one or more services which are using

    the same ports as 7870.  The entry is:

    rbt-smc         7870/tcp                # Riverbed Steelhead Mobile Service

    Continuing with installation. After installation, you can run egoconfig

    setbaseport on every host in the cluster to change the ports used by the cluster.

     

    The installation will be processed using the following settings:

    Cluster Administrator: pcmadmin

    Cluster Name: itsocluster

    Installation Directory: /opt/platform

    Connection Base Port: 7869

     

    ego-linux2.6-glibc2.3-x86_64##################################################

     

     

    Platform EGO 2.0.0 is installed at /opt/platform.

    A new cluster <itsocluster> has been created.

    The host <c596n13.itso.pok> is the master host.

    The license file has been configured.

    egosetrc succeeds

    Preparing...                ##################################################

     

    vmoManager_reqEGO_linux2.6-x##################################################

     

    IBM Platform Cluster Manager Advanced Edition 3.2.0.0 is installed at /opt/platform

     

    Info: Checking SELINUX ...setenforce: SELinux is disabled

    The current selinux status

    SELinux status:                 disabled

    Select database type

     

    Starting to prepare the database

    Checking whether the Oracle client exists...

    Specify the file path to the oracle-instantclient11.2-basic-11.2.0.2.0.x86_64.rpm oracle-instantclient11.2-sqlplus-11.2.0.2.0.x86_64.rpm RPM packages, IBM Platform Cluster Manager Advanced Edition will install these packages automatically:

    /root

    Checking  /root/oracle-instantclient11.2-basic-11.2.0.2.0.x86_64.rpm exists ... OK

    Checking  /root/oracle-instantclient11.2-sqlplus-11.2.0.2.0.x86_64.rpm exists ... OK

    Do you want IBM Platform Cluster Manager Advanced Edition to install Oracle-XE 11g as an internal database?(yes/no)

    yes

    Checking  /root/oracle-xe-11.2.0-1.0.x86_64.rpm exists ... OK

    Preparing...                ########################################### [100%]

       1:oracle-instantclient11.########################################### [100%]

    Preparing...                ########################################### [100%]

       1:oracle-instantclient11.########################################### [100%]

    Starting to install the related libraries...

    Extracting the dependent libraries...

    Finished extracting the dependent libraries

     

    Verifying RPM packages...

    Finished installing related libraries

    Install Oracle

    Preparing...                ########################################### [100%]

       1:oracle-xe              ########################################### [100%]

    Executing post-install steps...

    You must run '/etc/init.d/oracle-xe configure' as the root user to configure the database.

     

     

    Oracle Database 11g Express Edition Configuration

    -------------------------------------------------

    This will configure on-boot properties of Oracle Database 11g Express

    Edition.  The following questions will determine whether the database should

    be starting upon system boot, the ports it will use, and the passwords that

    will be used for database accounts.  Press <Enter> to accept the defaults.

    Ctrl-C will abort.

     

    Specify the HTTP port that will be used for Oracle Application Express [8080]:

    Specify a port that will be used for the database listener [1521]:

    Specify a password to be used for database accounts.  Note that the same

    password will be used for SYS and SYSTEM.  Oracle recommends the use of

    different passwords for each database account.  This can be done after

    initial configuration:

    Confirm the password:

     

    Do you want Oracle Database 11g Express Edition to be started on boot (y/n) [y]:

    Starting Oracle Net Listener...y

    Done

    Configuring database...

     

     

    Done

    Starting Oracle Database 11g Express Edition instance...Done

    Installation completed successfully.

    Oracle XE is installed successfully

    The Oracle XE information as follows:

      Listener Host: c596n13.ppd.pok.ibm.com

      Listener port: 1521

      Service name: XE

      Password for DBA: oracle

      PCMAE database username: isf

      PCMAE database password: isf

      HTTP port: 9090

    Oracle Database 11g Express Edition instance is already started

     

     

    SQL*Plus: Release 11.2.0.2.0 Production on Wed Jul 25 17:42:02 2012

     

    Copyright (c) 1982, 2011, Oracle.  All rights reserved.

     

     

    Connected to:

    Oracle Database 11g Express Edition Release 11.2.0.2.0 - 64bit Production

     

     

    PL/SQL procedure successfully completed.

     

     

    System altered.

     

     

    System altered.

     

     

    User created.

     

     

    Grant succeeded.

     

     

    Grant succeeded.

     

    Disconnected from Oracle Database 11g Express Edition Release 11.2.0.2.0 - 64bit Production

    Creating IBM Platform Cluster Manager Advanced Edition tables...

    Finished creating IBM Platform Cluster Manager Advanced Edition tables

    Created default user for IBM Platform Cluster Manager Advanced Edition

     

    Configuring IBM Platform Cluster Manager Advanced Edition to use Oracle running at  ...

    Verifying parameters...

    Checking that the JDBC driver "/usr/lib/oracle/11.2/client64/lib/ojdbc5.jar" exists ... OK

     

    Configuring the database...

    Testing the database configuration...

    The database configuration is correct. Saving the database configuration...

    Configuration complete.

    Success

    Finished preparing the database

     

    The installer will install the provisioning engine on the same host as your management server,

    using the following installation parameters:

       File path to the installation media for the RHEL 6.2 (64-bit)=/mnt

       Domain for the provisioning network=itso.pok

       provisioning engine NIC device that is connected to the provisioning (private) network=eth1

       provisioning engine NIC device that is connected to the corporate (public) network=eth0

     

    Init DIRs...

    Installing provisioning engine and management server on a single host. Backing up /etc/hosts...

    Extracting file ...

    Done

    Installing provisioning engine. This may take some time...

    Preparing PCM installation.../bin/sh: /lib/lsb/init-functions: No such file or directory

     

    Problem with PCM installation because of error: Failed dependencies:

            lsb is needed by kusu-setup-2.2-2.x86_64

     

    Installed provisioning engine successfully. Configuring the provisioning engine...

    ./pcmae_3.2.0.0_prov_eng_linux2.6-x86_64.bin: line 1112: /opt/kusu/bin/pcmenv.sh: No such file or directory

    IBM Platform Cluster Manager Advanced Edition was not installed successfully. Uninstalling...
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IBM Platform Load Sharing Facility add-ons and examples

    This appendix describes examples of how to use IBM Platform Load Sharing Facility (LSF) and its add-ons.

    The following tasks are illustrated in this appendix:

    •Submitting jobs with bsub

    •Adding and removing nodes from an LSF cluster

    •Creating a threshold on IBM Platform RTM

    Submitting jobs with bsub

    bsub is the command to submit batch jobs to LSF. The IBM Platform LSF Command Reference, Version 8.3, SC22-5349-00, has a 38-page description of bsub. We highlight the few noteworthy specifics about using bsub.

    Upon job completion, the default action for bsub is to mail any job output and any error messages. The default mail destination is defined by LSB_MAILTO in lsf.conf. 

    To send STDOUT and STDERR from the run to files instead, submit it with the -o and -e flags to append to the existing files. To overwrite the output and error files, submit with the -oo and -oe instead. In Example C-1, the error is in the file job.err. 

    Example C-1   Showing the error that is produced
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    [yjw@i05n45 test]$ ls -l job.*

    -rw-r--r-- 1 yjw itso 104 Aug 20 18:02 job.sh

    [yjw@i05n45 test]$ bsub -o job.out -e job.err job.sh

    Job <1868> is submitted to default queue <normal>.

    [yjw@i05n45 test]$ ls -l job.*

    -rw-r--r-- 1 yjw itso  72 Aug 20 18:34 job.err

    -rw-r--r-- 1 yjw itso 943 Aug 20 18:34 job.out

    -rw-r--r-- 1 yjw itso 104 Aug 20 18:02 job.sh

    [yjw@i05n45 test]$ cat job.err

    /home/yjw/.lsbatch/1345502084.1868: line 8: ./job.sh: Permission denied
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    To send STDOUT and STDERR from the run to the same file, use the same file name for the -o and -e flag. In Example C-2, the error is appended to the file job.out.

    Example C-2   Error appended to the job.out file
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    [yjw@i05n45 test]$ bsub -o job.out -e job.out  job.sh

    Job <1869> is submitted to default queue <normal>.

    [yjw@i05n45 test]$ ls -l job*

    -rw-r--r-- 1 yjw itso 956 Aug 20 18:38 job.out

    -rw-r--r-- 1 yjw itso 104 Aug 20 18:02 job.sh

    [yjw@i05n45 test]$ tail job.out

        CPU time   :      0.01 sec.

        Max Memory :         1 MB

        Max Swap   :        36 MB

     

        Max Processes  :         1

        Max Threads    :         1

     

    The output (if any) follows:

     

    /home/yjw/.lsbatch/1345502295.1869: line 8: ./job.sh: Permission denied
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    Submit with command-line argument (bsub job.sh):

    •The file job.sh is not spooled. At run time, the job.sh uses the most recent modification that is written to the file. 

    •The script job.sh, like any Linux shell script, can parse command-line arguments at run time. 

    •The user must have execution access permission for the script job.sh to run, which is why the job in Example C-2 on page 322 failed. 

    The job script job.sh is executable and is submitted with argument 10 as a command-line argument to bsub in Example C-3. There is no error. The file job.err is empty. The job sleeps for 10 seconds (command-line argument), instead of 1 second. 

    Example C-3   Listing the job script executable
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    [yjw@i05n45 test]$ ls -l job.*

    -rwxr-xr-x 1 yjw itso 104 Aug 20 18:02 job.sh

    [yjw@i05n45 test]$ cat job.sh

    echo $SHELL

    export sleep_time=1

    if [ $# -eq 1 ] ; then

      sleep_time=$1

    fi

    date

    sleep ${sleep_time}

    date

    [yjw@i05n45 test]$ bsub -o job.out -e job.err job.sh 10

     

    [yjw@i05n45 test]$ ls -l job*

    -rw-r--r-- 1 yjw itso    0 Aug 20 18:54 job.err

    -rw-r--r-- 1 yjw itso 1015 Aug 20 18:54 job.out

    -rwxr-xr-x 1 yjw itso  104 Aug 20 18:02 job.sh

    [yjw@i05n45 test]$ cat job.out

    Sender: LSF System <lsfadmin@i05n49.pbm.ihost.com>

    Subject: Job 1870: <job.sh 10> Done

     

    Job <job.sh 10> was submitted from host <i05n45.pbm.ihost.com> by user <yjw> in cluster <cluster1>.

    Job was executed on host(s) <i05n49.pbm.ihost.com>, in queue <normal>, as user <yjw> in cluster <cluster1>.

    </home/yjw> was used as the home directory.

    </home/yjw/test> was used as the working directory.

    Started at Mon Aug 20 18:54:27 2012

    Results reported at Mon Aug 20 18:54:37 2012

     

    Your job looked like:

     

    ------------------------------------------------------------

    # LSBATCH: User input

    job.sh 10

    ------------------------------------------------------------

     

    Successfully completed.

     

    Resource usage summary:

     

        CPU time   :      0.03 sec.

        Max Memory :         1 MB

        Max Swap   :        36 MB

     

        Max Processes  :         1

        Max Threads    :         1

     

    The output (if any) follows:

     

    /bin/bash

    Mon Aug 20 18:54:27 EDT 2012

    Mon Aug 20 18:54:37 EDT 2012

     

     

    PS:

     

    Read file <job.err> for stderr output of this job.
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    Submit jobs with redirection (bsub < job.sh):

    •The job script job.sh is spooled when the command bsub < job.sh runs.

    •The commands run under the shell that is specified in the first line of the script. Otherwise, the jobs run under the system shell /bin/sh. On our test cluster that runs RHEL 6.2, /bin/sh is linked to /bin/bash. The default shell is BASH. 

    •Because the commands are spooled, the file job.sh is not run and does not need to have execution permission.

    •The last argument that is redirected to bsub is interpreted as the job script. Therefore, no command-line argument can be used to run job.sh.

    In Example C-4, job.sh is redirected to bsub. Although the job script job.sh is not executable, there is no error and the file job.err is empty.

    Example C-4   Redirecting the job.sh to bsub
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    [yjw@i05n45 test]$ ls -l job.*

    -rw-r--r-- 1 yjw itso 104 Aug 20 18:02 job.sh

    [yjw@i05n45 test]$ cat job.sh

    echo $SHELL

    export sleep_time=1

    if [ $# -eq 1 ] ; then

      sleep_time=$1

    fi

    date

    sleep ${sleep_time}

    date

    [yjw@i05n45 test]$ bsub -o job.out -e job.err < job.sh

    Job <1872> is submitted to default queue <normal>.

    [yjw@i05n45 test]$ cat job.err

    [yjw@i05n45 test]$ cat job.out

    Sender: LSF System <lsfadmin@i05n49.pbm.ihost.com>

    Subject: Job 1872: <echo $SHELL;export sleep_time=1;if [ $# -eq 1 ] ; then;  sleep_time=$1;fi;date;sleep ${sleep_time};date> Done

     

    Job <echo $SHELL;export sleep_time=1;if [ $# -eq 1 ] ; then;  sleep_time=$1;fi;date;sleep ${sleep_time};date> was submitted from host <i05n45.pbm.ihost.com> by user <yjw> in cluster <cluster1>.

    Job was executed on host(s) <i05n49.pbm.ihost.com>, in queue <normal>, as user <yjw> in cluster <cluster1>.

    </home/yjw> was used as the home directory.

    </home/yjw/test> was used as the working directory.

    Started at Mon Aug 20 19:11:51 2012

    Results reported at Mon Aug 20 19:11:52 2012

     

    Your job looked like:

     

    ------------------------------------------------------------

    # LSBATCH: User input

    echo $SHELL

    export sleep_time=1

    if [ $# -eq 1 ] ; then

      sleep_time=$1

    fi

    date

    sleep ${sleep_time}

    date

     

    ------------------------------------------------------------

     

    Successfully completed.

     

    Resource usage summary:

     

        CPU time   :      0.03 sec.

        Max Memory :         1 MB

        Max Swap   :        36 MB

     

        Max Processes  :         1

        Max Threads    :         1

     

    The output (if any) follows:

     

    /bin/bash

    Mon Aug 20 19:11:51 EDT 2012

    Mon Aug 20 19:11:52 EDT 2012

     

     

    PS:

    Read file <job.err> for stderr output of this job.
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    In Example C-5, the last token of line (10) that is redirected to bsub is instead interpreted as a job script. The job failed with an error in the file job.err. 

    Example C-5   Job output with error
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    [yjw@i05n45 test]$ ls -l job.*

    -rw-r--r-- 1 yjw itso 104 Aug 20 18:02 job.sh

    [yjw@i05n45 test]$ bsub -o job.out -e job.err < job.sh 10

    Job <1873> is submitted to default queue <normal>.

    [yjw@i05n45 test]$ ls -l job*

    -rw-r--r-- 1 yjw itso  66 Aug 20 19:15 job.err

    -rw-r--r-- 1 yjw itso 931 Aug 20 19:15 job.out

    -rw-r--r-- 1 yjw itso 104 Aug 20 18:02 job.sh

    [yjw@i05n45 test]$ cat job.out

    Sender: LSF System <lsfadmin@i05n49.pbm.ihost.com>

    Subject: Job 1873: <10> Exited

     

    Job <10> was submitted from host <i05n45.pbm.ihost.com> by user <yjw> in cluster <cluster1>.

    Job was executed on host(s) <i05n49.pbm.ihost.com>, in queue <normal>, as user <yjw> in cluster <cluster1>.

    </home/yjw> was used as the home directory.

    </home/yjw/test> was used as the working directory.

    Started at Mon Aug 20 19:15:58 2012

    Results reported at Mon Aug 20 19:15:58 2012

     

    Your job looked like:

     

    ------------------------------------------------------------

    # LSBATCH: User input

    10

    ------------------------------------------------------------

     

    Exited with exit code 127.

     

    Resource usage summary:

     

        CPU time   :      0.01 sec.

        Max Memory :         1 MB

        Max Swap   :        36 MB

     

        Max Processes  :         1

        Max Threads    :         1

     

    The output (if any) follows:

     

     

     

    PS:

     

    Read file <job.err> for stderr output of this job.

     

    [yjw@i05n45 test]$ cat job.err

    /home/yjw/.lsbatch/1345504556.1873: line 8: 10: command not found
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    The directive #BSUB can be used in the job script job.sh to set options for bsub. This option is convenient when the job script is used as a template for running applications in LSF. 

    However, the bsub directives (#BSUB) are interpreted by the LSF scheduler only if the job script is spooled, that is, redirected to bsub. When the job.sh is submitted as a command-line argument, except for the first line starting with #!, all lines that start with # in the shell script are ignored as in a normal script. The options that are set by #BSUB are ignored. 

    In Example C-6, the directive option #BSUB -n 2 in the job script job.sh is ignored when the job script is submitted as a command-line argument. The job is completed by using the slot default value of 1.

    Example C-6   Job script that is submitted as a command-line argument
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    [yjw@i05n45 test]$ ls -l job*

    -rwxr-xr-x 1 yjw itso 237 Aug 20 19:42 job.sh

    [yjw@i05n45 test]$ cat job.sh

    #BSUB -n 2

     

    env | grep LSB_DJOB_HOSTFILE

    env | grep LSB_DJOB_NUMPROC

    cat $LSB_DJOB_HOSTFILE

    echo LSB_DJOB_NUMPROC=$LSB_DJOB_NUMPROC

     

    echo $SHELL

    export sleep_time=1

    if [ $# -eq 1 ] ; then

      sleep_time=$1

    fi

    date

    sleep ${sleep_time}

    date

    [yjw@i05n45 test]$  bsub -o job.out -e job.err job.sh

    Job <1879> is submitted to default queue <normal>.

    [yjw@i05n45 test]$ ls -l job*

    -rw-r--r-- 1 yjw itso    0 Aug 20 19:49 job.err

    -rw-r--r-- 1 yjw itso 1127 Aug 20 19:49 job.out

    -rwxr-xr-x 1 yjw itso  237 Aug 20 19:42 job.sh

    [yjw@i05n45 test]$ cat job.out

    Sender: LSF System <lsfadmin@i05n49.pbm.ihost.com>

    Subject: Job 1879: <job.sh> Done

     

    Job <job.sh> was submitted from host <i05n45.pbm.ihost.com> by user <yjw> in cluster <cluster1>.

    Job was executed on host(s) <i05n49.pbm.ihost.com>, in queue <normal>, as user <yjw> in cluster <cluster1>.

    </home/yjw> was used as the home directory.

    </home/yjw/test> was used as the working directory.

    Started at Mon Aug 20 19:49:17 2012

    Results reported at Mon Aug 20 19:49:19 2012

     

    Your job looked like:

     

    ------------------------------------------------------------

    # LSBATCH: User input

    job.sh

    ------------------------------------------------------------

     

    Successfully completed.

     

    Resource usage summary:

     

        CPU time   :      0.03 sec.

        Max Memory :         1 MB

        Max Swap   :        36 MB

     

        Max Processes  :         1

        Max Threads    :         1

     

    The output (if any) follows:

     

    LSB_DJOB_HOSTFILE=/home/yjw/.lsbatch/1345506555.1879.hostfile

    LSB_DJOB_NUMPROC=1

    i05n49.pbm.ihost.com

    LSB_DJOB_NUMPROC=1

    /bin/bash

    Mon Aug 20 19:49:17 EDT 2012

    Mon Aug 20 19:49:19 EDT 2012

     

     

    PS:

     

    Read file <job.err> for stderr output of this job.

     

    [yjw@i05n45 test]$ cat job.err
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    In directive option #BSUB -n 2 in the job script, job.sh is ignored when the job script is submitted as a command-line argument. The job is completed by using the slot default value of 1.

    In Example C-7, the job script is submitted by using redirection. The bsub directive (#BSUB -n 2) was interpreted and the job was completed by using job slots=2. The environment variable LSB_DJOB_NUMPROC was set to 2.

    Example C-7   Job script that is submitted by using redirection
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    [yjw@i05n45 test]$ ls -l job.sh

    -rwxr-xr-x 1 yjw itso 237 Aug 20 20:19 job.sh

    [yjw@i05n45 test]$ cat job.sh

    #BSUB -n 2

     

    env | grep LSB_DJOB_HOSTFILE

    env | grep LSB_DJOB_NUMPROC

    cat $LSB_DJOB_HOSTFILE

    echo LSB_DJOB_NUMPROC=$LSB_DJOB_NUMPROC

     

    echo $SHELL

    export sleep_time=1

    if [ $# -eq 1 ] ; then

      sleep_time=$1

    fi

    date

    sleep ${sleep_time}

    date

    [yjw@i05n45 test]$ bsub -o job.out -e job.err < job.sh

    Job <1889> is submitted to default queue <normal>.

    [yjw@i05n45 test]$ ls -l job*

    -rw-r--r-- 1 yjw itso    0 Aug 20 20:20 job.err

    -rw-r--r-- 1 yjw itso 2339 Aug 20 20:20 job.out

    -rwxr-xr-x 1 yjw itso  237 Aug 20 20:19 job.sh

    [yjw@i05n45 test]$ cat job.out

    Sender: LSF System <lsfadmin@i05n49.pbm.ihost.com>

    Subject: Job 1889: <#BSUB -n 2; env | grep LSB_DJOB_HOSTFILE;env | grep LSB_DJOB_NUMPROC;cat $LSB_DJOB_HOSTFILE;echo LSB_DJOB_NUMPROC=$LSB_DJOB_NUMPROC; echo $SHELL;export sleep_time=1;if [ $# -eq 1 ] ; then;  sleep_time=$1;fi;date;sleep ${sleep_time};date> Done

     

    Job <#BSUB -n 2; env | grep LSB_DJOB_HOSTFILE;env | grep LSB_DJOB_NUMPROC;cat $LSB_DJOB_HOSTFILE;echo LSB_DJOB_NUMPROC=$LSB_DJOB_NUMPROC; echo $SHELL;export sleep_time=1;if [ $# -eq 1 ] ; then;  sleep_time=$1;fi;date;sleep ${sleep_time};date> was submitted from host <i05n45.pbm.ihost.com> by user <yjw> in cluster <cluster1>.

    Job was executed on host(s) <2*i05n49.pbm.ihost.com>, in queue <normal>, as user <yjw> in cluster <cluster1>.

    </home/yjw> was used as the home directory.

    </home/yjw/test> was used as the working directory.

    Started at Mon Aug 20 20:20:27 2012

    Results reported at Mon Aug 20 20:20:28 2012

     

    Your job looked like:

     

    ------------------------------------------------------------

    # LSBATCH: User input

    #BSUB -n 2

     

    env | grep LSB_DJOB_HOSTFILE

    env | grep LSB_DJOB_NUMPROC

    cat $LSB_DJOB_HOSTFILE

    echo LSB_DJOB_NUMPROC=$LSB_DJOB_NUMPROC

     

    echo $SHELL

    export sleep_time=1

    if [ $# -eq 1 ] ; then

      sleep_time=$1

    fi

    date

    sleep ${sleep_time}

    date

     

    ------------------------------------------------------------

     

    Successfully completed.

     

    Resource usage summary:

     

        CPU time   :      0.03 sec.

        Max Memory :         1 MB

        Max Swap   :        36 MB

     

        Max Processes  :         1

        Max Threads    :         1

     

    The output (if any) follows:

     

    LSB_JOBNAME=#BSUB -n 2; env | grep LSB_DJOB_HOSTFILE;env | grep LSB_DJOB_NUMPROC;cat $LSB_DJOB_HOSTFILE;echo LSB_DJOB_NUMPROC=$LSB_DJOB_NUMPROC; echo $SHELL;export sleep_time=1;if [ $# -eq 1 ] ; then;  sleep_time=$1;fi;date;sleep ${sleep_time};date

    LSB_DJOB_HOSTFILE=/home/yjw/.lsbatch/1345508425.1889.hostfile

    LSB_JOBNAME=#BSUB -n 2; env | grep LSB_DJOB_HOSTFILE;env | grep LSB_DJOB_NUMPROC;cat $LSB_DJOB_HOSTFILE;echo LSB_DJOB_NUMPROC=$LSB_DJOB_NUMPROC; echo $SHELL;export sleep_time=1;if [ $# -eq 1 ] ; then;  sleep_time=$1;fi;date;sleep ${sleep_time};date

    LSB_DJOB_NUMPROC=2

    i05n49.pbm.ihost.com

    i05n49.pbm.ihost.com

    LSB_DJOB_NUMPROC=2

    /bin/bash

    Mon Aug 20 20:20:27 EDT 2012

    Mon Aug 20 20:20:28 EDT 2012

     

    PS:

     

    Read file <job.err> for stderr output of this job.
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    The file path (including the directory and the file name) for Linux can be up to 4,094 characters when expanded with the values of the special characters.

    Use the special characters that are listed in Table C-1 in job scripts to identify unique names for input files, output files, and error files. 

    Table C-1   Special characters for job scripts

    
      
        	
          Description

        
        	
          Special characters

        
        	
          bsub options

        
      

      
        	
          Job array job limit

        
        	
          %job_limit

        
        	
          -J 

        
      

      
        	
          Job array job slot limit

        
        	
          %job_slot_limit

        
        	
          -J

        
      

      
        	
          Job ID of the job

        
        	
          %J

        
        	
          -e -oe -o -oo

        
      

      
        	
          Index of job in the job array. Replaced by 0, if job is not a member of any array.

        
        	
          %I

        
        	
          -e -oe -o -oo

        
      

      
        	
          Task ID

        
        	
          %T

        
        	
          -e -oe -o -oo

        
      

      
        	
          Task array index

        
        	
          %X

        
        	
          -e -oe -o -oo

        
      

    

    The IBM Platform LSF Configuration Reference, SC22-5350-00, includes a reference of the environment variables that are set in IBM Platform LSF. A number of the environment variables (see Table C-2) can be used in job scripts to manage and identify the run.

    Table C-2   Common IBM Platform LFS environment variables for job scripts

    
      
        	
          Description

        
        	
          Environment variable

        
      

      
        	
          Job ID that is assigned by IBM Platform LSF.

        
        	
          LSB_JOBID

        
      

      
        	
          Index of the job that belongs to a job array.

        
        	
          LSB_JOBINDEX

        
      

      
        	
          Name of the job that is assigned by the user at submission time.

        
        	
          LSB_JOBNAME

        
      

      
        	
          Process IDs of the job.

        
        	
          LSB_JOBPID

        
      

      
        	
          If job is interactive, LSB_INTERACTIVE=Y. Otherwise, it is not set.

        
        	
          LSB_INTERACTIVE

        
      

      
        	
          A list of hosts (tokens in a line) that are selected by IBM Platform LSF to run the job.

        
        	
          LSB_HOSTS

        
      

      
        	
          Name of the file with a list of hosts (one host per line) that are selected by IBM Platform LSF to run the job.

        
        	
          LSB_DJOB_HOSTFILE

        
      

      
        	
          The number of processors (slots) that is allocated to the job.

        
        	
          LSB_DJOB_NUMPROC

        
      

      
        	
          The path to the batch executable job file that invokes the batch job.

        
        	
          LSB_JOBFILENAME

        
      

    

    The following examples show how to use bsub to submit and manage jobs and how to use some other basic commands to control jobs and follow up with job execution status. Example C-8 shows how to stop and resume jobs.

    Example C-8   IBM Platform LSF - Stopping and resuming jobs
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    [alinegds@i05n45 ~]$ bsub -J testjob < job.sh 

    Job <1142> is submitted to default queue <normal>.

    [alinegds@i05n45 ~]$ bjobs -a

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1142    alinegd RUN   normal     i05n45.pbm. i05n46.pbm. testjob    Aug  9 15:09

    1141    alinegd DONE  normal     i05n45.pbm. i05n49.pbm. testjob    Aug  9 15:06

    [alinegds@i05n45 ~]$ bstop -J testjob

    Job <1142> is being stopped

    [alinegds@i05n45 ~]$ bjobs -a

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1142    alinegd USUSP normal     i05n45.pbm. i05n46.pbm. testjob    Aug  9 15:09

    1141    alinegd DONE  normal     i05n45.pbm. i05n49.pbm. testjob    Aug  9 15:06

    [alinegds@i05n45 ~]$ bresume -J testjob

    Job <1142> is being resumed

    [alinegds@i05n45 ~]$ bjobs -a

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1142    alinegd SSUSP normal     i05n45.pbm. i05n46.pbm. testjob    Aug  9 15:09

    1141    alinegd DONE  normal     i05n45.pbm. i05n49.pbm. testjob    Aug  9 15:06

    [alinegds@i05n45 ~]$ bjobs -a

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1142    alinegd RUN   normal     i05n45.pbm. i05n46.pbm. testjob    Aug  9 15:09

    1141    alinegd DONE  normal     i05n45.pbm. i05n49.pbm. testjob    Aug  9 15:06
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    Example C-9 shows a script that runs two jobs: testjob1 and testjob2. The testjob1 job is submitted with the -K option that forces the script testjob.sh to wait for the job to complete before it submits another job. The testjob2 job is only scheduled for execution after testjob1 completes.

    Example C-9   IBM Platform LSF - Submitting a job and waiting for the job to complete (Part 1 of 2)
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    [alinegds@i05n49 ~]$ cat testjob.sh 

    #!/bin/bash

    bsub -J testjob1 -K sleep 10

    bsub -J testjob2 sleep 10

    [alinegds@i05n49 ~]$ ./testjob.sh 

    Job <1314> is submitted to default queue <normal>.

    <<Waiting for dispatch ...>>

    <<Starting on i05n48.pbm.ihost.com>>

    <<Job is finished>>

    Job <1315> is submitted to default queue <normal>.

    [image: ]

    Example C-10 shows what happens when you run a script to submit jobs without the -K option.

    Example C-10   IBM Platform LSF - Submitting a job and waiting for job to complete (Part 2 of 2) 
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    [alinegds@i05n49 ~]$ cat testjob.sh 

    #!/bin/bash

    bsub -J testjob1 sleep 10

    bsub -J testjob2 sleep 10

    [alinegds@i05n49 ~]$ ./testjob.sh 

    Job <1322> is submitted to default queue <normal>.

    Job <1323> is submitted to default queue <normal>.
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    Example C-11 shows how to change the priority of the jobs. In this example, the jobs are submitted in the status PSUSP (a job is suspended by its owner or the LSF administrator while it is in the pending state) with the -H option, so that we can manipulate them before they start to run.

    Example C-11   IBM Platform LSF - Changing the priority of the jobs 
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    [alinegds@i05n45 ~]$ bsub -J testjob1 -H  < job.sh 

    Job <1155> is submitted to default queue <normal>.

    [alinegds@i05n45 ~]$ bsub -J testjob2 -H  < job.sh 

    Job <1156> is submitted to default queue <normal>.

    [alinegds@i05n45 ~]$ bsub -J testjob3 -H  < job.sh 

    Job <1157> is submitted to default queue <normal>.

    [alinegds@i05n45 ~]$ bjobs

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1155    alinegd PSUSP normal     i05n45.pbm.             testjob1   Aug  9 15:41

    1156    alinegd PSUSP normal     i05n45.pbm.             testjob2   Aug  9 15:41

    1157    alinegd PSUSP normal     i05n45.pbm.             testjob3   Aug  9 15:41

    [alinegds@i05n45 ~]$ btop 1157

    Job <1157> has been moved to position 1 from top.

    [alinegds@i05n45 ~]$ bjobs -a

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1157    alinegd PSUSP normal     i05n45.pbm.             testjob3   Aug  9 15:41

    1155    alinegd PSUSP normal     i05n45.pbm.             testjob1   Aug  9 15:41

    1156    alinegd PSUSP normal     i05n45.pbm.             testjob2   Aug  9 15:41
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    Example C-12 shows how to move jobs to other queues and resume jobs. The jobs are submitted in the status PSUSP (a job is suspended by its owner or the LSF administrator while it is in the pending state) with the -H option.

    Example C-12   IBM Platform LSF - Moving jobs to other queues and resuming jobs

    [image: ]

    [alinegds@i05n49 ~]$ bsub -J testjob1 -H < job.sh 

    Job <1327> is submitted to default queue <normal>.

    [alinegds@i05n49 ~]$ bsub -J testjob2 -H < job.sh 

    Job <1328> is submitted to default queue <normal>.

    [alinegds@i05n49 ~]$ bsub -J testjob3 -H < job.sh 

    Job <1329> is submitted to default queue <normal>.

    [alinegds@i05n49 ~]$ bjobs

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1327    alinegd PSUSP normal     i05n49.pbm.             testjob1   Aug 10 11:25

    1328    alinegd PSUSP normal     i05n49.pbm.             testjob2   Aug 10 11:25

    1329    alinegd PSUSP normal     i05n49.pbm.             testjob3   Aug 10 11:25

    [alinegds@i05n49 ~]$ bswitch priority 1329

    Job <1329> is switched to queue <priority>

    [alinegds@i05n49 ~]$ bjobs

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1329    alinegd PSUSP priority   i05n49.pbm.             testjob3   Aug 10 11:25

    1327    alinegd PSUSP normal     i05n49.pbm.             testjob1   Aug 10 11:25

    1328    alinegd PSUSP normal     i05n49.pbm.             testjob2   Aug 10 11:25

    [alinegds@i05n49 ~]$ bresume -q normal 0

    Job <1327> is being resumed

    Job <1328> is being resumed

    [alinegds@i05n49 ~]$ bjobs

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1327    alinegd RUN   normal     i05n49.pbm. i05n49.pbm. testjob1   Aug 10 11:25

    1328    alinegd RUN   normal     i05n49.pbm. i05n49.pbm. testjob2   Aug 10 11:25

    1329    alinegd PSUSP priority   i05n49.pbm.             testjob3   Aug 10 11:25

    [alinegds@i05n49 ~]$ bresume 1329

    Job <1329> is being resumed

    [alinegds@i05n49 ~]$ bjobs

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1329    alinegd RUN   priority   i05n49.pbm. i05n49.pbm. testjob3   Aug 10 11:25

    1327    alinegd RUN   normal     i05n49.pbm. i05n49.pbm. testjob1   Aug 10 11:25

    1328    alinegd RUN   normal     i05n49.pbm. i05n49.pbm. testjob2   Aug 10 11:25
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    Example C-13 shows how to submit jobs with dependencies. The testjob2 job does not run until testjob1 finishes with status 1.

    Example C-13   IBM Platform LSF - Submitting jobs with dependencies
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    [alinegds@i05n45 ~]$ bsub -J testjob "sleep 100; exit 1"

    Job <1171> is submitted to default queue <normal>.

    [alinegds@i05n45 ~]$ bjobs 

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1171    alinegd RUN   normal     i05n45.pbm. i05n49.pbm. testjob    Aug  9 16:05

    [alinegds@i05n45 ~]$ bsub -w "exit(1171)" -J testjob2 < job.sh 

    Job <1172> is submitted to default queue <normal>.

    [alinegds@i05n45 ~]$ bjobs 

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1171    alinegd RUN   normal     i05n45.pbm. i05n49.pbm. testjob    Aug  9 16:05

    1172    alinegd PEND  normal     i05n45.pbm.             testjob2   Aug  9 16:05

    [alinegds@i05n45 ~]$ 

    [alinegds@i05n45 ~]$ bjobs 

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1172    alinegd RUN   normal     i05n45.pbm. i05n49.pbm. testjob2   Aug  9 16:05
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    Example C-14 shows what happens when a job is submitted with a dependency that is not met. The job stays in the pending (PEND) status and does not execute.

    Example C-14   IBM Platform LSF - Jobs with unmet dependencies
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    [alinegds@i05n45 ~]$ bsub -J testjob "sleep 100"

    Job <1173> is submitted to default queue <normal>.

    [alinegds@i05n45 ~]$ bjobs

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1173    alinegd RUN   normal     i05n45.pbm. i05n49.pbm. testjob    Aug  9 16:08

    [alinegds@i05n45 ~]$ bsub -w "exit(1173)" -J testjob2 < job.sh 

    Job <1174> is submitted to default queue <normal>.

    [alinegds@i05n45 ~]$ bjobs

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1173    alinegd RUN   normal     i05n45.pbm. i05n49.pbm. testjob    Aug  9 16:08

    1174    alinegd PEND  normal     i05n45.pbm.             testjob2   Aug  9 16:09

    [alinegds@i05n45 ~]$ bjdepinfo 1174

    JOBID          PARENT         PARENT_STATUS  PARENT_NAME  LEVEL

    1174           1173           DONE           testjob      1

    [alinegds@i05n45 ~]$ bjobs

    JOBID   USER    STAT  QUEUE      FROM_HOST   EXEC_HOST   JOB_NAME   SUBMIT_TIME

    1174    alinegd PEND  normal     i05n45.pbm.             testjob2   Aug  9 16:09

    Job never runs
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    Adding and removing nodes from an LSF cluster

    Example C-15 shows how to remove a host from the LSF cluster. Host i05n49 is being removed from the LSF cluster in this example. There are two parts for removing hosts. The first part consists of closing the host that is being removed and shutting down the daemons. The second part consists of changing the LSF configuration files, reconfiguring load information manager (LIM), and restarting mbatchd on the master hosts.

    Example C-15   IBM Platform LSF - Removing a host from the LSF cluster (Part 1 of 2)

    [image: ]

    [root@i05n49 ~]# bhosts -l i05n49

    HOST  i05n49.pbm.ihost.com

    STATUS           CPUF  JL/U    MAX  NJOBS    RUN  SSUSP  USUSP    RSV DISPATCH_WINDOW

    ok              60.00     -     12      0      0      0      0      0      -

     

     CURRENT LOAD USED FOR SCHEDULING:

                    r15s   r1m  r15m    ut    pg    io   ls    it   tmp   swp   mem

     Total           0.0   0.0   0.0    0%   0.0     6    1     0 3690M    4G   46G

     Reserved        0.0   0.0   0.0    0%   0.0     0    0     0    0M    0M    0M

     

     

     LOAD THRESHOLD USED FOR SCHEDULING:

               r15s   r1m  r15m   ut      pg    io   ls    it    tmp    swp    mem

     loadSched   -     -     -     -       -     -    -     -     -      -      -  

     loadStop    -     -     -     -       -     -    -     -     -      -      -  

     

     

    [root@i05n49 ~]# badmin hclose

    Close <i05n49.pbm.ihost.com> ...... done

    [root@i05n49 ~]# bhosts -l i05n49

    HOST  i05n49.pbm.ihost.com

    STATUS           CPUF  JL/U    MAX  NJOBS    RUN  SSUSP  USUSP    RSV DISPATCH_WINDOW

    closed_Adm      60.00     -     12      0      0      0      0      0      -

     

     CURRENT LOAD USED FOR SCHEDULING:

                    r15s   r1m  r15m    ut    pg    io   ls    it   tmp   swp   mem

     Total           0.0   0.0   0.0    0%   0.0     6    1     0 3690M    4G   46G

     Reserved        0.0   0.0   0.0    0%   0.0     0    0     0    0M    0M    0M

     

     

     LOAD THRESHOLD USED FOR SCHEDULING:

               r15s   r1m  r15m   ut      pg    io   ls    it    tmp    swp    mem

     loadSched   -     -     -     -       -     -    -     -     -      -      -  

     loadStop    -     -     -     -       -     -    -     -     -      -      -  

     

     

    [root@i05n49 ~]# badmin hshutdown 

    Shut down slave batch daemon on <i05n49.pbm.ihost.com> ...... done

    [root@i05n49 ~]# lsadmin resshutdown

    Shut down RES on <i05n49.pbm.ihost.com> ...... done

    [root@i05n49 ~]# lsadmin limshutdown

    Shut down LIM on <i05n49.pbm.ihost.com> ...... done
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    Before we reconfigure LIM and restart mbatchd in Example C-16, we edit the configuration file lsf.cluster.<clustername> and remove any entries regarding host i05n49. In your environment, you might need to change additional files, depending on your cluster configuration (see the section “Remove a host” in Administering IBM Platform LSF, SC22-5346-00, for details about other configuration files that you might need to change).

    Example C-16   IBM Platform LSF - Removing a host from the LSF cluster (Part 2 of 2)
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    [root@i05n45 ~]# lsadmin reconfig

     

    Checking configuration files ...

    No errors found.

     

    Restart only the master candidate hosts? [y/n] y

    Restart LIM on <i05n45.pbm.ihost.com> ...... done

    Restart LIM on <i05n46.pbm.ihost.com> ...... done

    [root@i05n45 ~]# bhosts

    HOST_NAME          STATUS       JL/U    MAX  NJOBS    RUN  SSUSP  USUSP    RSV 

    i05n45.pbm.ihost.c ok              -     12      0      0      0      0      0

    i05n46.pbm.ihost.c closed          -     12      0      0      0      0      0

    i05n47.pbm.ihost.c closed          -     12      0      0      0      0      0

    i05n48.pbm.ihost.c closed          -     12      0      0      0      0      0

     

    [lsfadmin@i05n45 ~]$ badmin mbdrestart	

     

    Checking configuration files ...

     

    No errors found.

     

    MBD restart initiated

    [lsfadmin@i05n45 ~]$ bhosts

    HOST_NAME          STATUS       JL/U    MAX  NJOBS    RUN  SSUSP  USUSP    RSV 

    i05n45.pbm.ihost.c ok              -     12      0      0      0      0      0

    i05n46.pbm.ihost.c ok              -     12      0      0      0      0      0

    i05n47.pbm.ihost.c ok              -     12      0      0      0      0      0

    i05n48.pbm.ihost.c ok              -     12      0      0      0      0      0
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    Example C-18 on page 336 shows how to add hosts to the LSF cluster. This task consists of changing the configuration of the LSF cluster, reconfiguring LIM, restarting mbatchd, and then activating the new host.

    Before we reconfigure LIM and restart mbatchd in Example C-18 on page 336, we edit the configuration file lsf.cluster.<clustername> and add the entry that is shown in bold in Example C-17 for host i05n49. 

    Example C-17   IBM Platform LSF - Adding the host to the configuration file
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    Begin   Host

    HOSTNAME  model    type        server r1m  mem  swp  RESOURCES    #Keywords

    i05n45   !   !   1   3.5   ()   ()   (mg)   

    i05n46   !   !   1   3.5   ()   ()   (mg)   

    i05n47  !       !       1       3.5 ()   ()   ()   

    i05n48  !       !       1       3.5 ()   ()   ()   

    i05n49  !       !       1       3.5 ()   ()   ()   

    End     Host
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    After changing the configuration file in Example C-17 on page 335, continue by adding the node as shown in Example C-18.

    Example C-18   IBM Platform LSF - Adding new host to LSF cluster (Part 1 of 2)
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    [lsfadmin@i05n45 conf]$ lsadmin reconfig

     

    Checking configuration files ...

    No errors found.

     

    Restart only the master candidate hosts? [y/n] y

    Restart LIM on <i05n45.pbm.ihost.com> ...... done

    Restart LIM on <i05n46.pbm.ihost.com> ...... done

    [lsfadmin@i05n45 conf]$ badmin mbdrestart

     

    Checking configuration files ...

     

    No errors found.

     

    MBD restart initiated
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    The second part consists of enabling the LSF daemons on the new host as shown in Example C-19.

    Example C-19   IBM Platform LSF - Adding new host to the IBM Platform LSF cluster (Part 2 of 2)
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    [root@i05n49 lsf8.3_lsfinstall]# ./hostsetup --top="/gpfs/fs1/lsf" 

    Logging installation sequence in /gpfs/fs1/lsf/log/Install.log

     

    ------------------------------------------------------------

        L S F    H O S T S E T U P    U T I L I T Y

    ------------------------------------------------------------

    This script sets up local host (LSF server, client or slave) environment.

     

    Setting up LSF server host "i05n49" ...

    Checking LSF installation for host "i05n49" ... Done

    LSF service ports are defined in /gpfs/fs1/lsf/conf/lsf.conf.

    Checking LSF service ports definition on host "i05n49" ... Done

    You are installing IBM Platform LSF - 8.3 Standard Edition.

     

    ... Setting up LSF server host "i05n49" is done

    ... LSF host setup is done.

     

    [root@i05n49 lsf8.3_lsfinstall]# lsadmin limstartup

    Starting up LIM on <i05n49.pbm.ihost.com> ...... done

    [root@i05n49 lsf8.3_lsfinstall]# lsadmin resstartup

    Starting up RES on <i05n49.pbm.ihost.com> ...... done

    [root@i05n49 lsf8.3_lsfinstall]# badmin hstartup

    Starting up slave batch daemon on <i05n49.pbm.ihost.com> ...... done

    [root@i05n49 lsf8.3_lsfinstall]# bhosts

    Failed in an LSF library call: Slave LIM configuration is not ready yet

    [root@i05n49 lsf8.3_lsfinstall]# bhosts

    HOST_NAME          STATUS       JL/U    MAX  NJOBS    RUN  SSUSP  USUSP    RSV 

    i05n45.pbm.ihost.c ok              -     12      0      0      0      0      0

    i05n46.pbm.ihost.c ok              -     12      0      0      0      0      0

    i05n47.pbm.ihost.c ok              -     12      0      0      0      0      0

    i05n48.pbm.ihost.c ok              -     12      0      0      0      0      0

    i05n49.pbm.ihost.c ok              -     12      0      0      0      0      0

    [root@i05n49 lsf8.3_lsfinstall]# chkconfig --add lsf

    [root@i05n49 lsf8.3_lsfinstall]# chkconfig --list | grep lsf

    lsf            	0:off	1:off	2:off	3:on	4:off	5:on	6:off
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    The documentation suggests that you can use the command ./hostsetup --top="/gpfs/fs1/lsf" --boot=y to enable IBM Platform LSF daemons to start on system boot-up. In Example C-19 on page 336, we enable IBM Platform LSF daemons manually (by using chkconfig --add lsf) because the option --boot=y was not accepted by the script hostsetup. Also, the script hostsetup is not on LSF_HOME. You can find it in the directory from which you installed IBM Platform LSF.

    Creating a threshold on IBM Platform RTM

    To create a threshold, click Add in the upper-right area of the Threshold Management section as shown in Figure C-1.
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    Figure C-1   IBM Platform RTM - Creating threshold (Step 1 of 6)

    Select whether you want to create the threshold from a Graph Template or Host. In Figure C-2, we select the Graph Template option. 

     

    
      
        	
          Types of graphs: Different types of graphs are available, depending on the option that you choose. Also, the graph options that you see when you select the option Host depend on the types of graphs that you have already generated. All graph templates are not available to choose from, only the templates that you have already used to generate graphs from the Graphs tab of IBM Platform RTM.
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    Figure C-2   IBM Platform RTM - Creating the threshold (Step 2 of 2)

    After you select the type of threshold that you want to create, select the graph template that you want to use and click Create. In this example, we are creating a threshold to indicate when there are more than 20 jobs pending for more than 300 seconds in the normal queue, so we select the template Alert: Jobs Pending for X Seconds as shown in Figure C-3.
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    Figure C-3   IBM Platform RTM - Creating the threshold (Step 3 of 3)

    After you select the graph template, enter any custom data that is required as shown in Figure C-4 and click Create.
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    Figure C-4   IBM Platform RTM - Creating the threshold (Step 4 of 4)

    After you click Create, you see a page with several customizable options for this threshold. In this example, we configured the threshold to trigger an alarm when there are more than 20 jobs in pending status for more than 300 seconds (see option High Threshold in Figure C-5) and configured the alarm message to be sent to syslog (see the Syslogging check box in Figure C-6 on page 340). You can also configure emails to be sent to administrators when the alarm is triggered, among several other options.
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    Figure C-5   IBM Platform RTM - Creating the threshold (Step 5 of 5)

    Figure C-6 shows how to configure alarms to send messages to the syslog.
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    Figure C-6   IBM Platform RTM - Creating the threshold (Step 6 of 6)
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Getting started with KVM provisioning

    This appendix describes the steps to use the graphical tool KVM Virtual Machine Manager (virt-manager command) to start the virtual machines for IBM Platform Cluster Manager Advanced Edition KVM provisioning (assuming that you are not familiar with KVM virtualization). 

    KVM provisioning

    The Red Hat Enterprise Linux (RHEL) 6.2 Virtualization package is installed on the hypervisor host that is deployed with IBM Platform Cluster Manager Advanced Edition KVM provisioning as described in Chapter 7, “IBM Platform Cluster Manager Advanced Edition” on page 211. The virtualization package includes the virtualization tools to help with create and manage virtual machines. Virtual Machine Manager is the light-weight graphical tool. virsh is the command-line tool. 

    To start Virtual Machine Manager on the hypervisor host i05q54, from the management server, run ssh -X i05q54 and run virt-manager. All the running guests and resources that are used by the guests are displayed on the Virtual machine manager main window. 

    The following sections illustrate the steps to create the storage pool kvm1_vol (size 8000 MB) in the logical volume /dev/VolGroup00/kvmVM (size 15 GB) that is used to create a new virtual machine.

    Creating the storage pool

    To convert a VM that is created in IBM Platform Cluster Manager Advanced Edition to a template, the VM needs to be created in a Logical Volume Manager (LVM)-based storage pool in the logical volume /dev/VolGroup00/kvmVM. You can create the storage pool by using virt-manager or the command-line interface virsh.

    Follow these steps: 

    1.	From the menu of the main window, select Edit → Connection Details and click the Storage tab. The only active storage pool that is displayed in Figure D-1 is the file system directory-based storage pool default.
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    Figure D-1   Storage tab

    2.	To add a storage pool, press the + icon in the lower-left corner to display the Add a New Storage Pool window (Figure D-2). 
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    Figure D-2   Specify the name and type of storage device (Step 1 of 2)

    We enter guest_images for the name of the storage pool and choose logical: LVM Volume Group for the Type of the storage pool to be added.

    3.	Click Forward to display step 2 of 2 of the Add a New Storage Pool window (Figure D-3).
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    Figure D-3   Specify the storage location (Step 2 of 2) 

    For Target Path, which is the location of the existing LVM volume group, we choose a name (/dev/guest_images) that is associated with the name of the storage pool. 

    The Source Path is the name of the LVM, which is /dev/VolGroup00/kvmVM, which is created with the command lvcreate. 

    Click Build Pool to create a logical volume group from the LVM source device.

    4.	Click Finish to build the logical volume-based storage pool. The LVM volume group guest_images is displayed in the Storage panel when the build completes, as shown in Figure D-4.
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    Figure D-4   New storage pool created

    The LVM volume group guest_images is displayed in the Storage panel when the build completes, as shown in Figure D-4. 

    5.	The next step is to build the disk volume in the storage pool guest_images. Select guest_images and click New volume to display the Add a Storage Volume wizard (Figure D-5).
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    Figure D-5   Specify the name and size of storage volume

    Enter the name of the volume (kvm1_vol) and the capacity of the volume (8000 MB) to be created as shown in Figure D-5. Click Finish to create the volume. 

    6.	The volume kvm1_vol of size 7.81 GB is displayed in the Volumes panel on completion of the build as shown in Figure D-6. A new virtual machine can be created by using this new volume. 
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    Figure D-6   New storage volume created

    7.	We can now use the new storage volume to create a virtual machine. Start by clicking the Create a new virtual machine icon in the upper-left corner of the Virtual Machine Manager main window panel (Figure D-7). 
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    Figure D-7   Install media to build the new VMn

    8.	For IBM Platform Cluster Manager Advanced Edition to create a VM by using the template that we converted from building this VM, the install media that is entered in Figure D-7 must be accessible on the hypervisor host. We enter the RHEL 6.2 ISO image that is on a local file system on the hypervisor host. Click Forward.
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    Figure D-8   Defining a storage volume to create a new virtual machine

    Select the storage volume that is defined on the logical volume-based storage pool to build the VM. In Figure D-8, we select /dev/guest_images/kvm1_vol that was created in Figure D-6 on page 347. Click Forward to continue with the step-by-step customization to start installation of the guest operating system on the VM.
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