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    Preface

    This IBM® Redbooks® publication is a quickstart guide for implementing an IBM Virtual Disk System. We use the term IBM Virtual Disk System to collectively refer to IBM SAN Volume Controller (SVC), System Storage™ Productivity Center (SSPC), IBM mid range storage (DS3400 in this case), and IBM/Brocade SAN Switches.

    IBM System Storage SAN Volume Controller (SVC) is a virtualization appliance solution that maps virtualized volumes visible to hosts and applications to physical volumes on storage devices. The IBM virtualization technology improves management of information at the “block” level in a network, enabling applications and servers to share storage devices on a network.

    Hiding the undesirable differences between underlying disk systems, SVC virtually consolidates disk systems so that they work and are managed like one large disk system. Replication, nondisruptive data movement among attached disk systems, ease of planning, and administration are among the major benefits of SVC implementation.

    SVC provides sophisticated network-based replication functions, and these same functions can be used regardless of the disk system. SVC also has sophisticated storage functions that are superior to those offered with certain disk systems, such as thin provisioning, snapshots, and local replication (FlashCopy®), including copies of copies, incremental copies, synchronous remote mirroring, and asynchronous remote mirroring. 

    With IBM System Storage Productivity Center (SSPC), administrators can manage storage along with the other devices in the storage environment. These devices include SAN switches, servers, and virtual machines. This context greatly simplifies management of even the most basic storage environments, and the awareness of environment helps to reduce accidental errors that can cause downtime. SSPC comes preloaded with IBM Tivoli® Storage Productivity Center products, enables end-to-end disk management on single screen, and supports management of heterogeneous systems and devices.

    The team who wrote this book

    This book was produced by a team of specialists from around the world working at the International Technical Support Organization, San Jose Center.
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Introduction to the IBM Virtual Disk System

    In this chapter we provide a quick introduction and an overview of the IBM Virtual Disk System and its positioning in the marketplace. As we discuss further, in this Redbooks publication we use the term IBM Virtual Disk System to collectively define IBM SVC, IBM mid range storage, and IBM System Storage Productivity Center (SSPC) together.

    1.1  IBM SVC integration with IBM mid range disk systems

    With emerging applications that are powerful and content-rich, today’s IT enterprises need the ability to scale storage vertically with the number of controllers exposed to infrastructure hosts and horizontally with the number of hard drives that constitute the overall capacity. Traditionally, storage hardware platforms do allow for a certain amount of growth; however, if storage capacity and performance need to escalate, single large storage arrays quickly run out of bandwidth and physical space. The IBM SAN Volume Controller (SVC) allows for both vertical growth, by adding SVC node pairs; and horizontal growth, by adding a large variety of storage subsystems.

    The IBM SVC scales beyond any single large storage subsystem, so an overall storage methodology has to be employed to manage the storage at the virtual layer. A virtual storage strategy is unique to each install and is developed and deployed by understanding the IBM SAN Volume Controllers virtual layer of management, the storage hardware connected together, and finally, the internal storage architecture. At the end, a virtual storage environment will be optimized for high reliability, availability, scalability, (RAS) and performance, as well as providing a very generic and repeatable building block.

    1.1.1  Configurations

    The building block is one of many configurations that are possible with back-end devices on the SVC. This methodology takes into consideration cost, performance, RAS, repeatability, and simplicity. For first time installs and added new capacity behind the SVC, this methodology will save time in deployment, troubleshooting, and problem determination. 
The use of smaller, generically configured modular storage subsystem provides known quantities of usable storage, linear block scalability, and granular performance tuning. Overall, this approach to SVC storage gives users the ability to add what is needed, when it is needed—without the worry of extensive performance tuning and the need for detailed analysis.

    The DS3000, DS4000, and DS5000 are the most cost effective IBM System Storage arrays to use in SVC environments. The complementary functionality attributes of the two systems combine in such a way as to provide the maximum performance, greatest operational efficiencies, and ease of use, as well as providing advanced enterprise class storage services and data protection. Whereas SVC can be deployed in very large environments exceeding the capacity of any one array, the scalability of the DS3000, DS4000, and DS5000 series match well with the scalability of SVC in more typical small, medium, and large deployments respectively.

    For larger deployments needing high speed and large capacity, the DS5300 is a good match with SVC advanced data protection services providing enterprise functionality and performance.   The DS5300 scales to almost half a petabyte in capacity and is able to keep up with the high performance of the SVC system layer. 

    The DS5100 and DS5020, in combination with SVC, are good medium range systems for applications that are not as performance sensitive and smaller in scope. With a quarter and an eighth of a petabyte in capacity, respectively, they are well suited for mid range applications and environments that require advanced storage services.

    The DS3000 series, when coupled with SVC, provides a good solution for small deployments in cost centric environments where one wants to start off small and expand later. The DS3000 series scales up to 60 TB in capacity, and with SVC brings advanced storage services to cost sensitive environments.

    The DS3000, DS4000, and DS5000 series in combination with SVC support many advanced storage features. These enterprise features can be deployed across multiple DS3000, DS4000, and DS5000 storage systems in large scale environments as well. In addition to the standard copy services, such as FlashCopy, VolumeCopy and Remote Mirroring, the Space Efficient Volumes (SEV) feature is also offered, SEV is an advanced form of thin provisioning that automatically allocates space only as it is needed, so that only the amount of space actually being used is consumed. This approach greatly increases the utilization of the system, lowering operating costs as well as deferring capital expenditures.

    The DS3000, DS4000, and DS5000 System Storage and SVC are also cost effective complements in operational protection because data can be moved and migrated between systems for optimal tiering with no impact to applications. In fact, applications can continue to use the overall storage system while migration is occurring. Adding additional storage resources is seamless, as is migrating from non-IBM storage systems.

    The SVC solution coupled with the DS3000, DS4000, and DS5000 adds an additional level of functionality—creating a unified storage infrastructure with advanced storage features. By combining all storage resources under one management paradigm in this additional layer, this advanced functionality can span multiple storage systems. 

    To simplify the explanation of examples given in the following topics, the authors of this book used a DS3400 (FC model) as an implementation platform. Although other higher end storage arrays use different setup procedures, the majority of the tasks and operations outlined in the later chapters are the same.

    1.1.2  Benefits of IBM Virtual Disk Systems

    Whether in the competitive IT infrastructure of Enterprise Class data centers or the computing platforms of small to medium businesses, we need our infrastructure to propel us forward, not hold us back. Most of the times, the infrastructure is instrumented, interconnected and brings business and IT together to create new possibilities.

    At a time when many disk systems look very much alike, proposing a virtual disk system offers a distinctive solution with clear value that surpasses what competition has today.

    Up to now, we have thought of physical and IT infrastructure as separate—on the one hand, airports, roadways, buildings, power plants, and oil wells; and on the other hand, data centers, PCs, cell phones, routers, and broadband. The first scenario was the stuff of concrete, wires, and steel; the second, of bits, chips, and bandwidth.

    Transition Line: Now, the infrastructure of atoms and the infrastructure of bits are merging, into an intelligent global infrastructure—A Dynamic Infrastructure®. What if a storage system was able to follow the same rationale and by doing so: 

    •Scale without disruption up to large enterprise requirements yet priced to appeal to SMBs

    •Transparently migrate data from your existing storage

    •Integrate new storage with your existing storage, reducing the need for more investment

    •Include sophisticated replication and thin provisioning functions with no need for extra hardware or server software

    •Simplify management and double productivity

    •Improve storage utilization by as much as 30%

    •Support IBM Interoperability and Solution Testing and Certification

    •Provide extended feature compatibility with storage subsystems

    •Leverage features where they belong

    •Support Multi-tiered Storage

    •Move data without disruption for high availability load balancing or tiered storage purposes; mirror application data between two separate disk enclosures for ultra-high availability applications

    •Utilize high throughput and low latency drive access on DS3000, DS4000, and DS5000 storage arrays

    •Start small and grow as you go with multiple units

    1.2  Hardware introduction

    Next we provide an overview of all the hardware components that constitute an IBM Virtual Disk System. We also describe the major concepts behind the IBM System Storage SAN Volume Controller to provide the framework for our discussion in the remainder of this book.

    1.2.1  SVC node hardware

    SVC hardware consists of the following components:

    •SVC nodes (also known as SVC Storage Engine)

    •Uninterruptible Power Supply (UPS) along with power cables

    •Serial communication cables (for SVC node to communicate with its UPS)

    An SVC node is identified by its machine type, which is 2145 and various model types, such as 8A2, 8A4, and 8G4. Because the IBM Virtual Disk System solution offering consists of SVC nodes of type 8A4, here we describe the front and back panels, UPS, and power cabling connectivity for the 8A4 model.

    SVC node 2145-8A4 front panel

    The SVC node front panel consists of controls and indicators. The controls and indicators are used for power and navigation and to indicate information, such as system activity, service and configuration options, service controller failures, and node identification.

    [image: ]

    Figure 1-1   SVC 2145-8A4 front panel assembly

    SVC node 2145-8A4 operator panel 

    The operator information panel contains buttons and indicators, such as the power control button, and LEDs that indicate information, such as system board errors, hard drive activity, and power status, as shown in Figure 1-2.
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    Figure 1-2   SVC 2145 8A4 operator panel

    System-error LED

    When the system error LED is lit, it indicates that a system board error has occurred. This amber LED lights up if the SAN Volume Controller hardware detects a fatal error that requires a new field replaceable unit (FRU).

    Location LED 

    The SAN Volume Controller does not use the location LED. 

    Hard-disk drive activity LED 

    When it is lit, the green hard-disk drive activity LED indicates that the hard disk drive is in use.

    Reset button

    A reset button is available on the SAN Volume Controller 2145-8A4 node, but do not use it. 
If you use the reset button, the node restarts immediately without the SAN Volume Controller control data being written to disk. Service actions are then required to make the node operational again.

    Power control button 

    The power control button turns on or turns off the main power to the SAN Volume Controller. To turn on the power, press and release the power control button. You must have a pointed device, such as a pen, to press the button. To turn off the power, press and release the power control button. For more information about how to turn off the SAN Volume Controller node, see “MAP 5350: Powering off a SAN Volume Controller node” in the IBM System Storage SAN Volume Controller Troubleshooting Guide, GC27-2227, which is available at:

    http://publib.boulder.ibm.com/infocenter/svcic/v3r1m0/index.jsp?topic=/com.ibm.storage.svc.console.doc/mlt_relatedinfo_224agr.html

    This guide describes the features of each SAN Volume Controller model, explains how to use the front panel, and provides maintenance analysis procedures to help you diagnose and solve problems with the SAN Volume Controller.

     

    
      
        	
          Note1: When the node is operational and you press and immediately release the power control button, the SAN Volume Controller indicates on its front panel that it is turning off and writes its control data to its internal disk. This can take up to five minutes. If you press the power control button but do not release it, the node turns off immediately without the SAN Volume Controller control data being written to disk. Service actions are then required to make the SAN Volume Controller operational again. Therefore, during a power-off operation, do not press and hold the power control button for more than two seconds. 

          Note 2: The 2145 UPS-1U does not turn off when the SAN Volume Controller is shut down from the power control button.

        
      

    

    Power LED 

    The green power LED indicates the power status of the SAN Volume Controller. 

    The power LED has the following properties: 

    •Off: One or more of the following conditions are true: 

     –	No power is present at the power supply input. 

     –	The power supply has failed. 

     –	The LED has failed.

    •On: The SAN Volume Controller node is turned on. 

    •Flashing: The SAN Volume Controller node is turned off, but is still connected to a power source.

    Cache LED 

    The cache LED provides the following system activity indicators: 

    •Off: The node is not operating as a member of a cluster. 

    •On: The node is operating as a member of a cluster. 

    •Flashing: The node is dumping cache and state data to the local disk in anticipation of a system reboot (from a pending power-off action or other controlled restart sequence). 
Do not remove the power cable or force a power-off action while this LED is flashing.

    Front-panel display 

    The front panel display shows service, configuration, and navigation information. 

    You can select the language that is displayed on the front panel. The display can show both alphanumeric information and graphical information (progress bars). 

    The front panel display shows configuration and service information about the SAN Volume Controller node and the SAN Volume Controller cluster, including the following items: 

    •Boot progress indicator 

    •Boot failed 

    •Charging

    •Hardware boot

    •Node rescue request

    •Power failure

    •Powering off 

    •Recovering

    •Restarting

    •Shutting down

    •Error codes

    •Validate WWNN

    Navigation buttons 

    You can use the navigation buttons to move through menus. There are four navigational buttons that you can use to move throughout a menu: up, down, right, and left. 

    Each button corresponds to the direction that you can move in a menu. For example, to move right in a menu, press the navigation button that is located on the right side. If you want to move down in a menu, press the navigation button that is located on the bottom.

     

    
      
        	
          Note: The select button is used in tandem with the navigation buttons.

        
      

    

    Product serial number 

    The node contains a SAN Volume Controller product serial number that is written to the system board hardware. The product serial number is also printed on the serial number label on the right side of the front panel. 

    This number is used for warranty and service entitlement checking and is included in the data sent with error reports. It is essential that this number is not changed during the life of the product. If the system board is replaced, you must follow the system board replacement instructions carefully and rewrite the serial number on the system board.

    Select button

    You can use the select button to select an item from a menu. The select button and navigation buttons help you to navigate and select menu and boot options, and start a service panel test. 

    The select button is located on the front panel of the SAN Volume Controller, near the navigation buttons.

    Node identification label 

    The node identification label on the front panel displays a six-digit node identification number. Sometimes this number is called the panel name or front panel ID. 

    The six-digit number on the node identification label is used in the svctask addnode command. It is readable by system software and is used by configuration and service software as a node identifier. The node identification number can also be displayed on the front panel display when the node is selected from the menu.

    If the service controller assembly front panel is replaced, the configuration and service software displays the number that is printed on the front of the replacement panel. Future error reports contain the new number. No cluster reconfiguration is necessary when the front panel is replaced.

    Error LED 

    Critical faults on the service controller are indicated through the amber error LED. 

    The error LED has the following two states: 

    •OFF: The service controller is functioning correctly. 

    •ON: Critical service controller failure was detected and you must replace the service controller.

    SVC 2145-8A4 rear panel indicators

    The rear panel indicators consist of LEDs that indicate the status of the Fibre Channel ports, Ethernet connection and activity, power, electrical current, and system board errors.

    Figure 1-3 shows the rear panel indicators on the SAN Volume Controller 2145-8A4 back-panel assembly.
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    Figure 1-3   SVC 2145-8A4 rear panel indicators

    Fibre Channel LEDs

    The Fibre Channel LEDs indicate the status of the Fibre Channel ports on the SAN Volume Controller 2145-8A4 node. 

    The SAN Volume Controller 2145-8A4 uses two Fibre Channel LEDs per Fibre Channel port, which are arranged one above the other. 

    The LEDs are arranged in the same order as the ports. The Fibre Channel LEDs indicate the following link status.

    Table 1-1   LED link status

    
      
        	
          Top row (link speed)

        
        	
          Bottom row (link activity)

        
        	
          Link status

        
      

      
        	
          Off

        
        	
          Off

        
        	
           

        
      

      
        	
          Off

        
        	
          On / Blinking

        
        	
          Active 1 Gbps

        
      

      
        	
          Blinking

        
        	
          On / Blinking

        
        	
          Active 2 Gbps

        
      

      
        	
          On

        
        	
          On / Blinking

        
        	
          Active 4 Gbps

        
      

    

     

    
      
        	
          Note: Blinking indicates I/O activity.

        
      

    

    Ethernet activity LED 

    The Ethernet activity LED indicates that the SAN Volume Controller 2145-8A4 is communicating with the Ethernet network that is connected to the Ethernet port.

    Although the Ethernet activity LED is located on both Ethernet ports, Ethernet port 2 is used only during Ethernet troubleshooting. 

    Ethernet link LED 

    The Ethernet link LED indicates that there is an active connection on the Ethernet port. The Ethernet link LED is located on both the ports.

    SVC 2145-8A4 connectors

    Figure 1-4 shows the external connectors on the SAN Volume Controller 2145-8A4 back-panel assembly. The external connectors consist of the following ports:

    •Four Fibre Channel ports

    •Serial Port

    •Ethernet ports 

    •Power supply
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    Figure 1-4   SVC 2145-8A4 connectors

    1.2.2  UPS

    To provide the fault-tolerance in a power failure scenario, each SVC node must be connected to its own UPS as shown in Figure 1-5.

    [image: ]

    Figure 1-5   SVC node to uninterruptible power supply connectivity

    The connectors and ports in Figure 1-5 are as follows: 

    1.	Power connector 

    2.	Serial connector 

    3.	Main power connector 

    4.	Communication port 

    5.	Load segment 2 receptacle

    The IBM Virtual Disk System solution offering ships with 2145UPS-1U type of UPS.

    Observe the following rules with respect to the connectivity between the SVC node and its corresponding UPS:

    •Each SVC node must be connected to its own UPS.

    •Each UPS shipped supports one SVC node only.

    •Each UPS pair that supports a pair of nodes from the same I/O group must be connected to a different power domain (if possible) to reduce the chances of input power loss.

    •The UPSs must be installed in the lowest available position in the rack. If necessary, move lighter units toward the top.

    •A cluster can contain up to eight SVC nodes.

    •The power and serial connection from an SVC node must be connected to the same UPS, otherwise the node will not boot.

    1.2.3  SAN Volume Controller Entry Edition

    IBM announced availability of SAN Volume Controller Entry Edition (SVC EE) for small and medium size businesses (SMBs). SVC EE can simplify management of storage as well as improving storage utilization, and it can grow with your business by converting easily to the full SAN Volume Controller offering.

    Here we list highlights of SVC EE:

    •Enterprise-class storage virtualization in a more affordable package for mid-sized businesses

    •Designed to help reduce costs and improve data center energy efficiency

    •Designed to simplify the IT infrastructure and simplify administration

    •Designed to complement server virtualization and increase the value of server virtualization strategies

    •Designed to ease and speed storage provisioning

    •Designed to deliver consistent replication functions regardless of the type of storage being managed

    •Software pre-installed on Storage Engines for rapid deployments

    •Supports a wide range of operating system environments including Microsoft Windows, UNIX®, Linux, and VMware

    It is important to understand that the SVC EE is running the same software base that is provided with the standard SVC nodes. This means that mid-sized businesses can now benefit from the same feature rich functionality provided by the SVC software, packaged in a more affordable solution. SVC was designed to help simplify management of storage, as well as improving storage utilization, which helps to improve an IT department’s return on investment. SVC EE also helps improve administrator productivity, thus allowing more efficient management of storage both today and tomorrow as a business grows. SVC EE is an affordable way to increase the flexibility of existing infrastructures and respond to constant demands for more storage while remaining in control of investments and improving efficiency.

    SVC EE hardware overview

    The SVC EE hardware consists of two 2145-8A4 type of SVC nodes (one I/O group) as shown in Figure 1-6.
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    Figure 1-6   SVC Entry Edition hardware

    Each SVC EE node consists of:

    •Single socket Intel Xeon® processor

    •8 GB of cache memory

    •Four 4 Gbit Fibre Channel HBA ports

    SVC EE Licensing overview

    Along with SVC EE hardware, a new license model has been added specifically for SVC EE software users. This licensing model is designed to meet the needs of mid-sized businesses. The licensing model for SVC EE clusters is based on the number of physical drives being virtualized, rather than the total capacity. This makes the licensing itself more affordable, and needless to say, it also makes the case for large capacity HDD. The SVC EE license is per cluster, which differs from standard SVC licensing, which is based on the storage capacity.

    SVC EE can grow with your business and can easily be converted to the full SVC offering for growth up to large-enterprise-scale environments. This is a license conversion only; the SVC EE hardware runs the same SVC software as existing SVC hardware. The conversion from an EE to normal SVC changes the license to a capacity model and allows for future growth and extension of your SVC cluster, again improving your return on investment by expanding the SVC cluster itself.

    If your business needs grow, then you can convert the SVC EE license model to a capacity based license and you can intermix the SVC EE (8A4) node models with existing SVC node models (8F2, 8F4, and 8G4).

    To learn more about the IBM System Storage SAN Volume Controller Entry Edition, contact your IBM marketing representative or IBM Business Partner, or visit:

    http://www.ibm.com/systems/storage/software/virtualization/svc/ee/

    Additional SVC references

    Here are additional references that explore the SVC in more detail:

    •Implementing the IBM System Storage SAN Volume Controller V4.3, SG24-6423

    •SAN Volume Controller V4.3.0 Advanced Copy Services, SG24-7574

    •SAN Volume Controller Best Practices and Performance Guidelines, SG24-7521

    •IBM SAN Volume Controller InfoCenter:

    http://publib.boulder.ibm.com/infocenter/svcic/v3r1m0/index.jsp?topic=/com.ibm.storage.svc.console.doc/svc_whatsnewinsvcic_22iihc.html

    1.2.4  IBM System Storage Productivity Center (SSPC)

    The IBM System Storage Productivity Center (SSPC) is an integrated hardware and software solution that can help you improve and centralize the management of your storage environment through the integration of products. It provides a single point from which to manage your storage systems.

    The System Storage Productivity Center simplifies storage management by:

    •Centralizing the management of storage network resources with IBM storage management software

    •Providing greater synergy between storage management software and IBM storage devices

    •Reducing the number of servers that are required to manage your software infrastructure

    •Providing a simple migration path from basic device management to using storage management applications that provide higher-level functions

    The IBM SSPC solution includes three components:	

    •SSPC hardware

    •IBM Tivoli Storage Productivity Center v4.1 Basic Edition

    •IBM SVC 4.3.1 Master Console and CIMOM

    IBM Tivoli Storage Productivity Center Basic Edition enables device configuration and management of SAN-attached devices from a single console. Basic Edition simplifies the complexity of managing multiple SAN-attached storage devices. It enables you to manage SANs and heterogeneous storage from a single console.

    Basic Edition enables you to manage network storage components based on SMI-S, such as:

    •IBM System Storage SAN Volume Controller

    •Tivoli Storage Enterprise Storage Server® (ESS)

    •IBM System Storage disk systems (DS3000, DS4000, DS5000, DS6000™, and 
DS8000® series)

    •Other storage systems that support SMI-S standards

    For further information about SSPC, refer to the IBM System Storage Productivity Center Deployment Guide, SG24-7560.

    1.2.5  IBM mid range disk subsystem

    In this section, we introduce the IBM System Storage DS3400 disk subsystem, which is used as the back-end storage in the IBM Virtual Disk System bundle. The DS3400 disk subsystem is a member of the IBM System Storage DS3000 product line. Other DS3000 products include DS3200 and DS3300. The three DS3000 product line members differ in regard to the host server attachment support: 

    •DS3200 utilizes SAS connectivity for host servers attachment. 

    •DS3300 supports iSCSI host server connections. 

    •DS3400 connects to the host servers through the FC SAN. 

    You can install up to 12 SAS or SATA hotswap disk drives inside each DS3000 product. Additional disk drives can be installed in the EXP3000 storage enclosures. Each EXP3000 enclosure supports up to 12 SAS or SATA disk drives. You can attach up to three EXP3000 enclosures behind a DS3000, therefore the maximum number of disk drives is 48. 

    DS3400 storage subsystem 

    DS3400 storage subsystem is a 2U rack mountable enclosure, containing one or two RAID controllers, two power supply units, and up to 12 SAS or SATA disk drives. The disk drives are installed at the front, as shown in Figure 1-7. 

    Drives of 10000 and 15000 rpm and capacities of up to 450 GB (SAS) and 1 TB (SATA) are supported. When using SATA drives, make sure to use only the P/Ns that are specifically supported inside the DS3000. The SATA drives must be dual-ported for use in the DS3000. Do not use single-ported hotswap SATA disk drives for System x servers. The DS3000 interoperability matrix lists the supported SAS and SATA disk drives and is available at the following URL: 

    http://www.ibm.com/systems/storage/disk/ds3000/pdf/interop.pdf

    For larger disk configurations, you can attach up to three EXP3000 SAS/SATA expansion enclosures for a maximum of 48 disk drives. 
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    Figure 1-7   DS3400 front view 

    RAID controllers and power supply units are installed in the rear, as shown in Figure 1-8. 
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    Figure 1-8   DS3400 rear view 

    DS3400 host and drive side connectivity 

    The DS3400 utilizes FC connectivity for host servers attachment, and SAS cabling for EXP3000 storage enclosure attachment. 

    The FC ports on the host side support transfer rates up to 4 Gbps, depending on the SFP module installed in each port. Each FC port has a unique identifier, World Wide Port Name (WWPN). You use WWPNs when setting up the zoning on SAN switches to configure the storage zones. 

    The SAS ports on the drive side support link speeds up to 3 Gbps. DS3000 products use four-lane SAS ports and cables. They have the capability to reach 12 Gbps by utilizing four SAS lanes, if the workload demands that much throughput. When the first 3 Gbps connection is full, the next 3 Gbps connection is used, and so on, up to four connections. 

    DS3400 RAID controller 

    DS3400 RAID controllers support RAID levels 0, 1, 3, 5, 6, and 10. The controllers are based on the Intel X-Scale 80331 (667 MHz) processor. Each controller has 512 MB of cache (upgradeable to 1 GB) and a cache battery. The battery can maintain the data in cache for up to three days in the event of a power outage. 

    Besides the basic RAID functionality, the RAID controllers provide numerous advanced functions, such as: 

    •Hot adding of disk drives 

    •Dynamic logical drive expansion 

    •RAID level migration 

    •Flashcopy 

    •Volumecopy 

     

    
      
        	
          Note: RAID 6 is supported with DS3000 controller firmware level 07.xx.xx.xx or higher. Firmware versions 06.xx.xx.xx did not support RAID 6. 

        
      

    

    In dual controller configurations, the left controller is A and the right is B, when seen from the rear view of the subsystem. 

    Although the DS3400 can have one or two RAID controllers, we recommend to use two controllers whenever possible. Dual-controller configuration provides redundant host connections and can also tolerate a RAID controller failure. In case of controller or I/O path failure, the other controller will continue to provide access to disk drives. 

    DS3400 RAID controllers have connectors for the following ports: 

    •Two FC ports:

    We use these ports for attachment to the host servers. 

    •One SAS expansion port:

    This port is used to connect the DS3400 with EXP3000 enclosures. 

    •Gigabit Ethernet management port:

    Through this port, the management workstation running DS Storage Manager can access the controller for out-of-band manageability. 

    •Diagnostics port:

    This is a serial port reserved for advanced troubleshooting activities by trained IBM system service representatives. It is not meant for general use and must never be used by customers. Physically, the port has a PS/2 shaped serial connector and requires the use of a special serial cable. 

    Figure 1-9 shows the DS3400 RAID controller. You can identify all the ports mentioned previously. One additional SAS port is visible in Figure 1-9; this port is disabled on DS3400 and is normally covered to prevent accessing it. 
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    Figure 1-9   DS3400 RAID controller 

    On the DS3400, each RAID controller contains two 4 Gbps FC ports for host servers attachment. You need to install an SFP module in each FC port. The FC ports can operate at 2 Gbps or 4 Gbps, depending on the SFP module installed. You can attach up to two host servers directly, but a SAN switch infrastructure is required for more than two servers. In an IBM Virtual Disk System bundle, two SAN24B-4 switches are supplied to provide FC connectivity between the SVC nodes and the DS3400. 

    The SAS back-end interface (used for EXP3000 attachment) uses the LSI1068 SAS IOC. 

    DS3400 power supply 

    Each power supply unit contains two fans. Power and cooling are both redundant; in case of a power supply or fan failure, the DS3400 will remain operational and you can replace the failed component without downtime. However, to ensure sufficient cooling airflow, do not remove the failed component until you are ready to replace it with a new one. If you operate the DS3400 subsystem with certain components removed, the opening will disturb the airflow and decrease cooling efficiency. 

    1.2.6  IBM System Storage EXP3000 

    The EXP3000 is a 2U rack-mountable SAS/SATA disk drive enclosure. Just like the DS3400, EXP3000 supports up to 12 hotswap SAS or SATA 3.5-inch disk drives. You can attach up to three EXP3000 enclosures to a DS3400 storage subsystem for a maximum of 48 disk drives. 

    The EXP3000 enclosures connect to the SAS expansion port on the DS3400 through a 3 Gbps SAS interface. 
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    Figure 1-10   EXP3000 rear view 

    The main components of an EXP3000 are one or two Environmental Services Modules (ESM), two power supply modules, and up to 12 SAS/SATA disk drives. The ESMs and power supply modules are in the rear of the enclosure (as shown in Figure 1-10 on page 15), whereas the disk drives are installed in the front. Mechanically, the EXP3000 is very similar to the DS3400—an obvious difference is the use of ESM modules instead of RAID controllers. 

    Let us now describe these components: 

    •Environmental Services Module (ESM):

    An ESM contains two SAS ports labeled In and Out. Use the SAS In port to attach the EXP3000 to the DS3000 subsystem or to the SAS Out port of another EXP3000. The SAS Out port must be connected to a SAS In port of another EXP3000. 

    We show an example of the drive-side SAS cabling in Figure 1-11. 
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    Figure 1-11   SAS connections between the ESMs and the DS3000 

    It is mandatory to follow these attachment rules, otherwise there will be a miswire. Miswire conditions are reported in the DS Storage Manager (Recovery Guru and Major Event Log) to allow for easy troubleshooting. 

    The EXP3000 comes with one ESM in the standard configuration. You can optionally install another ESM. Both ESMs must be installed in order to connect the EXP3000 to a dual-controller DS3400 storage subsystem. An EXP3000 with a single ESM behind a dual-controller DS3400 is not supported. 

    •Power supply module:

    Each EXP3000 is equipped with two hot-swappable and redundant power supply modules. Each power supply module contains two fans for cooling redundancy. If a power supply or a fan fails, you can replace it while the EXP3000 remains fully operational. But remember not to operate the EXP3000 with a power supply unit removed for long periods of time, because doing this will affect cooling efficiency. You have to replace the failed power supply module within 10 minutes of removal. 

    •SAS/SATA disk drives:

    The EXP3000 can house up to 12 hot-swappable SAS or SATA disk drives, installed at the front of the enclosure. Drives of 10000 rpm and 15000 rpm and capacities of up to 450 GB (SAS) and 1 TB (SATA) are supported. When using SATA drives, make sure that you use the dual-ported drives.

    Premium features considerations for DS3400 behind SVC 

    When the DS3400 storage subsystem is attached to the SVC nodes, SVC software provides the premium functionality, so there is no need to have these features enabled at the DS3400 level. This means that customers can effectively use the DS3400 in its basic form and thus avoid the additional cost of purchasing the DS3000 premium features.

     

    
      
        	
          Note: When using the DS3400 behind SVC, as is the case with the IBM Virtual Disk System bundle, you only need one storage partition. By default, four storage partitions are enabled on DS3400 products. Therefore, you do not need to purchase any storage partition upgrade licenses. 

        
      

    

    1.2.7  Arrays and logical drives 

    Before the SVC nodes can start using storage space on the DS3400, you have to create arrays and logical drives. An array is simply a set of physical disk drives. Each array has to be carved into one or more logical drives. The logical drives defined on the DS3400 will be presented as managed disks (MDisks) to the SVC. In order to achieve that, you will need to set up storage partitioning and assign the DS3400 logical drives to SVC nodes. 

    The RAID level is defined per array. This means that all logical drives inside an array will use the same RAID level. 

    Figure 1-12 illustrates the concept of arrays and logical drives. As an example, the diagram shows nine physical disk drives, labeled Drive 1 through Drive 9. Disk drives 1 to 4 are grouped into Array 1 and set to operate as RAID level 10. Drives 5 to 9 operate as RAID 5 and are members of Array 2. 

    Array 1 is carved into two logical drives (1 and 2) and there is still free space left. Array 2 is then split into logical drives 3, 4, 5, and 6, which take up the entire array space. 

    Logical drives 1 through 6 are now ready to be assigned to the SVC nodes. 
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    Figure 1-12   Physical drives, arrays, and logical drives 

    SVC nodes operate in a cluster, and all the nodes in the cluster need to have access to the same set of logical drives. To assign the logical drives to the SVC nodes, we need to create a host group containing all the nodes, and then assign the logical drives to that group. It is also very important to select correct host type—for SVC, you need to set the host type to 
IBM TS SAN VCE. 

    Segment size 

    Segment size is the maximum amount of contiguous data that is placed on one drive before striping to the next drive.The segment size can be 8, 16, 32, 64, 128, 256, or 512 KB.

     

    
      
        	
          Tips: The possible segment sizes available are 8 KB, 16 KB, 32 KB, 64 KB, 128 KB, 256 KB, and 512 KB. The following considerations apply:

          •Storage Manager sets a default block size of 64 KB.

          •For database applications, block sizes between 32–128 KB have shown to be more effective.

          •In a large file environment, such as on media streaming or CAD, we recommend a segment size of 128 KB and bigger.

          •For a Web server or file and print server, the range has to be between 16–64 KB.

        
      

    

    Enclosure loss protection 

    When each physical drive belonging to an array is in a different enclosure, the array is protected against enclosure loss. If an EXP3000 enclosure fails, only one drive in the array will be lost, so the array will remain operational. The maximum number of EXP3000s supported behind the DS3000 subsystem is three. This means that only arrays with up to four disk drives can be protected against enclosure loss. 

    Figure 1-13 shows an example of an array protected against enclosure loss. The array consists of four physical drives, marked Drive1, Drive2, Drive3, and Drive4. As you can see, each drive is in a different enclosure. 
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    Figure 1-13   Enclosure loss protection 

    1.2.8  Hot spares 

    Even though disk drives are becoming increasingly more reliable, disk failures can occur. To protect your data in case of a drive failure, we recommend that you primarily use a redundant RAID level, for example, RAID 1, 5, 6, or 10. This way, your data will remain intact if a hard drive fails. However, the array will then operate in a degraded state until the failed disk drive is replaced and data reconstruction completes on the new disk drive. 

    To ensure as high availability as possible, we strongly recommend that you use hot spare drives. Under normal circumstances, the hot spare drives do not participate in any array. When one of the disk drives fails, the host spare will automatically be used as a replacement drive. Data reconstruction onto the hot spare will take place immediately. When reconstruction finishes, the array will again be in a fully operational status and the hot spare will become a member of the array. Depending on your configuration, it might be wise to use more than just one hot spare. In small DS3400 configurations with a relatively low number of disk drives, one hot spare might suffice. But for larger configurations, we recommend that you use more.

    1.2.9  DS Storage Manager 

    The DS Storage Manager is used to manage the DS3400 storage subsystems. The DS Storage Manager software is shipped with the DS3400 products, and you can also download the latest package version from the IBM support Web site. Using the DS Storage Manager software, you can perform tasks such as creating arrays and logical drives, assigning logical drives to the host servers, enabling premium features, capturing logs for troubleshooting, and so on. 

    When discussing the DS Storage Manager, it is important to differentiate between the terms, host server and management station: 

    •Host server:

    This is a server attached to the DS3400 storage subsystem through the I/O path (SAS, iSCSI, or Fibre Channel). The host server has access to certain logical drives defined on the DS3400. 

    In IBM Virtual Disk System bundle, the SVC nodes appear as host servers to the DS3400. 

    •Management station:

    The management station is a system used for DS3400 management. The DS Storage Manager GUI runs on the management station. You need to establish a management connection between the management station and the DS3400 storage subsystem. This can be done in two ways: 

     –	Out-of-band:

    When using out-of-band management, the management station is connected to the Ethernet management port in each DS3400 RAID controller. All management communication flows across the TCP/IP connections between the management station and the DS3400 controllers. We also call this method direct-attached management. The management station in this case only requires an Ethernet connection to the DS3400 controllers. 

     –	In-band:

    This method utilizes the I/O path between a host server and the DS3400. In this case, the management station does not have direct TCP/IP connection to the DS3400, but rather communicates with the DS3400 through an HBA inside the host server, which acts as a gateway to the DS3400 storage subsystem. Communication between the management station and the host server is across the TCP/IP network. 

    We also call this method host-attached management. 

    In an IBM Virtual Disk System, we recommend to use out-of-band management. The DS Storage Manager is typically installed on the SSPC system. Although it might also be installed on another management system, we do not recommend this. For more information about the out-of-band and in-band management, refer to IBM System Storage DS3000: Introduction and Implementation Guide, SG24-7065.

     

    
      
        	
          Note: In an IBM Virtual Disk System bundle, the DS Storage Manager is typically only used in the initial setup. After the logical drives are created and storage partition for SVC nodes set up, the logical drives appear to SVC cluster as managed disks. We continue storage configuration on SVC using SSPC management system. However, when we need to add more physical disk drives to DS3400 and EXP3000 enclosures, we go back to DS Storage Manager to perform their initial configuration. Another example when the DS Storage Manager comes into play are maintenance and troubleshooting tasks on the DS3400. 

        
      

    

    1.2.10  SAN24B-4 fabric switch

    In this section we introduce the SAN24B-4 fabric switch and its key features. The switch is designed specifically to focus on small and medium size SAN environment with high performance and flexible platform which can operate as 8, 16, or 24 ports at 8 Gbps. The switch ports are auto-sensing with link speeds at 1, 2, 4, and 8 Gbps. The SAN24B-4 has a 1U form factor and is a single FRU with no field replaceable parts. The switch has one integrated power supply with no power switch and three integrated fans. 

    Next we discuss the following topics:

    •Quick overview of the SAN24B-4 front panel

    •Initial configuration (EZSwitchSetup or Terminal Emulator)

    •Ports on Demand (POD)

    •Advanced Web Tools

    •Advanced Zoning

    •Advanced Performance Monitoring

    Quick overview of the SAN24B-4 front panel

    Figure 1-14 shows the general layout of the SAN24B-4 front panel. 
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    Figure 1-14   SAN24B-4 front panel

    Here we describe each component mentioned:

    1.	There are two LEDs lining up to the left side of the serial port. The upper LED shows the power status and the lower LED shows the system status:

    a.	Power status LED:

     •	No Light: Indicates that the system is off or there is an internal power supply unit failure.

     •	Steady green: Indicates that the system is on and the power supply unit is normal.

    b.	System status LED:

     •	No light: Indicates that the system is off, system boot is in progress, or system boot failed.

     •	Steady green: Indicates that the system is on.

     •	Steady amber: Indicates that the system is faulty. It can be a cause of boot failure.

     •	Flashing amber/green: Indicates that attention is required. The system might have parts failure or the environmental setting range has exceeded.

    2.	The System RS232 serial port (RJ-45) provides console access to the system for initial setup or troubleshooting. It is designed to connect to a DTE port. The setting parameters for the serial port are 9600 baud, 8 data bits, no parity, 1 stop bit, and no flow control. 

    3.	The 10/100 Ethernet (RJ-45) provides out-of-band connection for switch management. There are two LED indicators located on either side of the port. The one on the left is the link status and the one on the right side shows the link speed:

    a.	Link status LED:

     •	No light: Indicates that there is no link.

     •	Steady amber: Indicates that there is a link detected.

     •	Flickering amber: Indicates that there is activity (traffic) on the link.

    b.	Link speed LED:

     •	No light: Indicates that the port speed is 10 Mbps.

     •	Steady green: Indicates that the port speed is 100 Mbps.

    4.	The USB port provides storage for firmware, switch configuration, and system debug log. You can use a Brocade branded USB memory key for providing an alternative way to upload or download files without setting an FTP/TFTP server. 

    5.	Fibre Channel ports provide connection of the FL_Port, F_Port, E_Port, or M_Port (Mirror Port). These ports can be scaled nondisruptively as a group of 8, 16, or 24 ports with Ports on Demand license.

    There is a port status LED located next to the port number label. Its statuses include:

     –	No light: Indicates that there is no signal detected.

     –	Flickering green: Indicates that the port is online and frames are flowing through the port.

     –	Fast flashing amber: Indicates that the port is faulty.

     –	Steady amber: Indicates that there is signal detected at 4 Gbps; but is not yet online.

    6.	The AC power receptacle accepts an input voltage of 85 - 264 VAC with line frequency of 47 to 63 Hz. The SAN24B-4 does not have an on/off button, so the power supply is turned on as soon as it is connected to a power source.

    For further detailed information about the switch hardware, refer to the IBM System Storage SAN24B-4 Installation, Service, and User’s Guide, GA32-0580. 

    Initial setup and configuration

    Before the SAN24B-4 can be managed effectively, an IP address must be assigned to the switch. The initial setup can be performed in one of two ways: EZSwitchSetup or from a terminal emulator application, for example, HyperTerminal on Windows, or TERM, TIP, or Kermit in a UNIX or Linux environment. Refer to 3.2, “SAN Switch: Initial configuration” on page 43 for the complete procedure.

    EZSwitchSetup 

    EZSwitchSetup is an intuitive application to help configure an out-of-box SAN24B-4. The application has three components: 

    •EZSwitchSetup wizard 

    •EZSwitchSetup switch configuration wizard 

    •EZSwitchSetup switch manager 

    The EZSwitchSetup wizard can assist a user to configure IP address of the switch either through serial or Ethernet connection. For more details, refer to Implementing an IBM/Brocade SAN with 8 Gbps Directors and Switches, SG24-6116 or 3.2, “SAN Switch: Initial configuration” on page 43. The switch configuration wizard and switch manager can be replaced by Web Tools, a topic that we cover under the Switch Zoning section later in the document. 

    Terminal emulator

    Another way to configure an initial IP address for the SAN24B-4 is to use the terminal emulator application to open a console connection using serial cable. The setting for the serial connection is 9600 baud, 8 data bits, no parity, 1 stop bit, and no flow control. From this, one can issue CLI commands to configure an IP address for a switch.

    Figure 1-15 shows an example of using hyper terminal from a Windows system to access the switch console and using CLI to set an IP address for it.
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    Figure 1-15   HyperTerminal

    Ports on Demand (POD)

    For the small and medium size business to scale with future growth, SAN24B-4 offers a flexible option to provision additional usable ports through license key upgrade. This feature is Ports on Demand (POD). SAN24B-4 models can be purchased with a minimum of eight ports and can activate unlicensed ports in 8-port increments up to 24 ports by purchasing and installing the Brocade Ports on Demand optional licensed product. The feature activation keys Web page is available at the following URL: 

    http://www.ibm.com/storage/key

    Each Ports on Demand license activates the next group of eight ports in numerical order. The first eight purchased ports will be port numbers 0 - 7. With POD1 or POD2 licenses, usable port will be 0 - 15 and with both PODs licensed, all 24 ports are operational. The activation process will be transparent to traffic flow to the existing operational ports with no interruption; however, the newly activated ports must be equipped with an SFP transceiver and manually enabled.

    In an IBM Virtual Disk System bundle, the two SAN24B-4 switches are delivered with 16 enabled ports on each. 

    Advanced Web Tools

    Web Tools is an intuitive graphical user interface (GUI) that enables administrators to monitor and manage single or multiple SAN24B-4 switches from a Web browser. A limited set of features is accessible using Web Tools without a license, and is available free of charge. Additional switch management features are accessible using Web Tools with the EGM license.

    Overview of the Web Tools user interface

    In this section, we provide a brief overview of the Web Tools GUI. To open the interface, start the Web browser if it is not already active and enter the switch host name or IP address in the Location/Address field. Enter login credentials when prompted (see Figure 1-16).
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    Figure 1-16   Web Tools user interface

    As highlighted in Figure 1-16, the Web Tools window includes the following panels: 

    •Tasks panel: Includes shortcuts to the tasks that are available in the Web Tools interface. These tasks are also accessible through pull-down menu bar options. 

    •Fabric Tree panel: Lists the switches in the fabric. In our examples, we have two switches in the fabric. You can launch Web Tools for another switch by selecting its icon. 

    •Switch View panel: Displays a picture of the switch. You can click any of the switch ports to launch the Port Administration window. 

    •Switch Events, Information panel: Contains two tabs: 

     –	Switch Information tab, which displays basic information about the switch.

     –	Switch Events tab, which shows the event log.

    Web Tools buttons

    Web Tools buttons display above the Switch View panel and provide quick access to hardware status and environmental information. The buttons use the following color coding: 

    •A green mark indicates an optimal state of components or parameters. 

    •A yellow mark is a sign of degraded state. 

    •A red mark means that the monitored component is down.

    Status button

    Clicking the Status button opens the Switch Health Report window. From here, you can navigate to obtain information about the health of different ports on the switch. Under Port Detail, you can view the ports in HEALTHY, MARGINAL, and FAULTY status.

    Zone Admin

    Selecting this task launches the Zone Administration window. We describe zone administration in detail in the section “Advanced Zoning” on page 26. For SAN zone planning information, refer to Chapter 2, “Planning and installation of the IBM Virtual Disk System” on page 29.

    Switch Admin

    The Switch Admin task on the Tasks panel (see Figure 1-16 on page 24) is used to launch the Switch Administration window.

    The Switch Administration on a SAN24B-4 window opens. It is composed of five areas (labeled A, B, C, D, and E), as shown in Figure 1-17. 

     

    
      
        	
          Tip: If you hover the mouse over buttons and other areas of the window, information displays about their function.
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    Figure 1-17   Switch Administration

    The five areas of the window include:

    •Area A: Displays summary information, switch name, domain ID, date, and time. You can use the button on the right side to switch between basic and advanced mode display. 

    •Area B: Allows navigation through the different management panels (by clicking the desired tab). The content of this area depends on the licenses installed on the switch. In addition, content also depends on switch administration mode: 

     –	In basic mode, you see only the seven most commonly used tabs (Switch, Network, Firmware Download, License, User, and Trunking). 

     –	Advanced mode displays all available tabs. 

    •Area C: Contains parameters to be set in the current panel. 

    •Area D: Contains the button bar. 

    •Area E: Contains the report window that allows viewing of the switch report upon operation completion. 

    Advanced Zoning

    Zoning is a feature to logically group a number of devices so they can communicate only to each other. Devices outside of a zone cannot access any members of that zone. If a device is not part of any zone, it will be inaccessible to others when zoning is active.

     

    
      
        	
          Note: License is no longer required for zoning. The latest SAN24B-4 firmware automatically provides zoning capability. 

        
      

    

    This section only describes the general zoning features. The step-by-step procedure is given in 3.1, “SAN introduction” on page 42.

    Zoning approaches

    There are many ways to zone devices in a fabric. Recommended approaches include:

    •Single HBA:

    This is a zone of a single HBA (initiator) with more than one storage target devices. If the same HBA also needs to access tape devices, it will be created under another zone. In a cluster environment, it is appropriate to include one member of each cluster in a zone simulating a shared SCSI bus among them assuming that cluster can manage shared devices.

    The benefit of this type of zone is to minimize the affect of zone changes to a small group of devices; however, in a large environment, the number of zones can be huge.

    •Application:

    This is a zone of a group of servers and storage belonging to a set of application. It might include servers running different operating systems, which can be incompatible. Zone changes from a less critical server can affect the major application servers.

    •Operating system:

    This is grouping of servers with the same operating system. This method has similar problem as in zoning by application. If the environment with a large set of servers, it can be complex to maintain.

    Zone aliases

    Aliases can be created in several ways: 

    •Device Alias:

    A device alias is a way to assign an easily recognized name to a device WWPN address which is a long hexadecimal format. Device alias is an option in creating a zone configuration.

    •Zone alias:

    A zone alias is a name of collection of aliases or a group of devices which can be in one of the approaches as mentioned in the earlier section. A zone name has to be created to be included in a zone configuration.

    •Zone configuration name:

    A zone configuration name is a collection of zone aliases and it must be created to become an effective one. For example, one zone configuration can represent a set of devices for production and another name can represent a test configuration. We provide more details in the next section. 

    Zone configurations

    A zone configuration is a group of one or more zones. Many zone configurations can be created to serve different purpose, but only one can be active at one time in a fabric. A zone member can exist in more than one zone configuration. 

    There are a number of different zone configurations: 

    •Defined configuration:

    A complete collection of zone members for a particular purpose. Many different defined zone configurations can be created in a fabric. 

    •Effective configuration:

    A currently active configuration which is done by enabling a defined configuration. There is only one configuration that can be effective at a time. All zone members in this configuration are in effect. 

    •Saved configuration:

    The defined configuration will only become a saved configuration when executing with a save command. It is saved in the flash memory. The defined configuration, which is not saved, will be lost if the switch is rebooted. The effective configuration is automatically saved when enabled. 

    •Disabled configuration:

    The effective configuration will be removed from flash memory when executing with a disable command. When the configuration is disabled, all devices in the fabric are open to communicate to each other unless the default configuration is set to no access. 

    Zoning enforcement

    When zone or Fabric Assist (FA) zone members are specified by fabric location only (domain or area), or by device name only (node name or port WWN), zone boundaries are enforced at the hardware level, and the zone is referred to as a hard zone.

    When zone members are specified by fabric location (domain or area) and other members of the same zone are specified by device name (node name or port WWN), zone enforcement depends on Name Server lookups, and the zone is referred to as a soft zone.
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Planning and installation of the IBM Virtual Disk System 

    In this chapter, we describe the steps required when planning the installation of an IBM Virtual Disk System. We discuss the physical planning (power, racking, and cabling) and the SAN planning process, and provide you appropriate links to additional material when available.

    To achieve the most benefit from an IBM Virtual Disk System, pre-installation planning has to include several important steps. These steps ensure that the system will provide the best possible performance, reliability, and ease of management for your application needs. Proper configuration also helps minimize downtime by avoiding changes to the SVC, DS3400, and the storage area network (SAN) environment to meet future growth needs. 

     

    
      
        	
          Tip: The IBM System Storage SAN Volume Controller: Planning Guide, GA32-0551, contains comprehensive information that goes into greater depth regarding the topics we discuss here.

        
      

    

    2.1  Physical planning

    There are several main factors to take into account when carrying out the physical planning of the IBM Virtual Disk System. The physical site must have the following characteristics: 

    •Power, cooling, and location requirements are present for the SVC nodes, uninterruptible power supplies, SAN switches, the DS3400 subsystems, and the SSPC machine. Uninterruptible power supplies must be in the same rack as its associated SVC node.

    •Plan for two different power sources if you have ordered a redundant AC power switch (available as an optional feature).

    •An SVC node is one EIA unit high.

    •Each of the uninterruptible power supplies (UPS) that comes with the IBM Virtual Disk System bundle is one EIA unit high. 

    •Allocate two EIA units for the system running SSPC—one for the server and one for the keyboard and monitor. 

    •Consider the maximum power rating of the rack; this must not be exceeded.

    2.1.1  Physical rules

    The SVC nodes must be installed in pairs to provide high availability, and each node in an I/O group must be connected to a different UPS. We show the SVC node to UPS connectivity in Figure 2-1. 
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    Figure 2-1   SVC node 2145-8A4 and 2145 UPS-1U 

    The connectors and ports, numbered as shown in Figure 2-1, are as follows: 

    1.	Power connector 

    2.	Serial connector 

    3.	Main power connector 

    4.	Communication port 

    5.	Load segment 2 receptacle 

    2.1.2  Recommendations

    When installing the UPS modules in the rack, follow these recommendations: 

    •Each SVC node of an I/O group must be connected to a different UPS.

    •Each UPS 2145 UPS-1U shipped with the IBM Virtual Disk System supports one node only.

     

    
      
        	
          Note: Older UPSs delivered with earlier versions of SVC supported up to two SVC nodes each (in distinct I/O groups). If you have older UPSs in your rack, and want to install an IBM Virtual Disk System in the same rack, make sure that you do not connect the 2145-8A4 nodes to old UPSs. These nodes must be connected to 2145 UPS-1U and will not boot if connected to an older UPS.

        
      

    

    •Each UPS pair that supports a pair of nodes must be connected to a different power domain (if possible) to reduce the chances of input power loss.

    •The UPSs must be installed in the lowest available position in the rack. If necessary, move lighter units toward the top.

    •A cluster can contain up to eight SVC nodes (arranged in four pairs of nodes - I/O groups).

    •The power and serial connection from a node must be connected to the same UPS, otherwise the node will not boot.

     

    
      
        	
          Important: Do not share the SVC UPS with any other devices.

        
      

    

    You can find the cable connection table on the following Web page: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S7002607

    2.2  SAN planning and configuration

    SAN storage systems using the SVC and DS3400 can be configured with two, four, six, or eight SVC nodes, arranged in an SVC cluster. These nodes are attached to the SAN fabric, along with the DS3400 disk subsystems and host servers. The SAN fabric is zoned to allow the SVC nodes to “see” all other nodes and the disk subsystems, and for the host servers to “see” the SVC nodes. The hosts are not able to directly “see” or operate LUNs on the DS3400 disk subsystems that are assigned to the SVC cluster. The SVC nodes within an SVC cluster must be able to see each other and all the storage assigned to the SVC cluster. The zoning capabilities of the SAN switches are used to create the distinct zones listed previously. 

    We recommend connecting the SVC and the disk subsystem to the switch operating at the highest speed, in an environment where you have a fabric with multiple speed switches. The IBM Virtual Disk System bundle includes two IBM SAN24B-4 switches capable of 8 Gbps transfer speeds.

    All SVC nodes in the SVC cluster are connected to the same SANs, and present virtual disks to the hosts. These virtual disks are created from managed disks presented to the SVC by the disk subsystems. There are two distinct zones in the fabric: 

    •Host zones, to allow the host server ports to see and address the SVC nodes. Normally, there will be multiple host zones. See 2.2.1, “General design considerations with the SVC” on page 32 for more information.

    •Disk storage zones in which the SVC nodes can see and access the LUNs presented by the disk subsystems. 

    In addition to these zones, we recommend to create a zone containing all SVC nodes. This zone partially overlaps with disk storage zone, and plays a role of a fail-safe zone in case of an error in the disk storage zone. 

    Hosts are not permitted to operate on the disk subsystem LUNs directly if the LUNs are assigned to the SVC. All data transfer happens through the SVC nodes. However, under certain circumstances, a disk subsystem can present LUNs to both the SVC (as managed disks, which it then virtualizes to hosts) and to other hosts in the SAN. The two zones (host zone and disk zone) can be thought of as two separate logical SANs.

    Figure 2-2 shows the data flow across the physical topology.
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    Figure 2-2   Data flows on an SVC physical topology

    2.2.1  General design considerations with the SVC

     

    
      
        	
          Note: The SVC system in and of itself does not support disk redundancy, so to maintain access in the case of a disk failure requires redundancy within the disk subsystem behind the SVC. The DS3400 offers a number of redundant features, such as fault-tolerant arrays (RAID 1, 5, 6, and 10), dual controller configurations, dual ESM EXP3000 enclosures, redundant SAS cabling between the DS3400 and the EXP3000s, redundant power and cooling, and so on.

        
      

    

    To ensure high availability in SVC installations, keep the following considerations in mind when designing a SAN with the SVC. 

    For any SVC cluster

    The following general guidelines apply:

    •The SVC node 2145-8A4 contains one Fibre Channel host bus adapter (FC HBA), with four Fibre Channel (FC) ports. The maximum link speed on these ports is 4 Gbps. The port link speed is automatically negotiated with the SAN switch in order to determine maximum reliable transfer rate. The IBM Virtual Disk System bundle contains two SAN24B-4 switches, capable of link speeds up to 8 Gbps. The actual link speed will therefore be auto-negotiated to 4 Gbps, as this is the maximum supported by the FC HBA. 

    •All nodes in a cluster must be in the same LAN segment. This is because the nodes in the cluster must be able to assume the same cluster, or service IP address. Make sure that the network configuration will allow any of the nodes to use these IP addresses.

    •To maintain application uptime in the unlikely event of an individual SVC node failing, SVC nodes are always deployed in pairs (I/O groups). If a node fails or is removed from the configuration, the remaining node operates in a degraded mode, but is still a valid configuration. The remaining node operates in write through mode, meaning that the data is written directly to the disk subsystem (the write cache is disabled). 

    •The UPS must be in the same rack as the node it supplies, and each UPS can only have one node connected. 

     

    
      
        	
          Note: SVC nodes shipped pre-SVC V2.1, with the 2145 UPS (Powerware 5125), can have two nodes connected per UPS, but this is no longer the case with current nodes. The 2145-8A4 nodes are shipped with 2145 UPS-1U, and it is mandatory to follow the foregoing rule. 

        
      

    

    •SVC node ports must be connected to the Fibre Channel fabric (SAN switches) only. Direct connections between SVC nodes and hosts, or disk subsystem, are unsupported.

    •We recommend that the two nodes within an I/O group be co-located, and co-location is a recommendation even for an SVC cluster (all nodes in a cluster ought to be located close to one another (within the same set of racks), and within the same room or adjacent rooms for ease of service and maintenance). An SVC cluster can be connected (through the SAN switches) to the host servers, disk subsystems, or other SVC clusters, through short wave only optical FC connections (long wave connections are no longer supported). There can be distances of up to 150 m (short wave 4 Gbps), 300 m (short wave 2 Gbps), or 500 m (short wave 1 Gbps) between the cluster and the host, and between the cluster and the disk subsystem. Longer distances are supported between SVC clusters when using intercluster Metro or Global Mirror. IBM has tested up to 10km SFP long wave links, but we actually support whatever the manufacturer of that fabric supports in terms of long distance links.

    •A cluster can be regarded as a single entity for disaster recovery purposes. This includes the disk subsystem that is providing the quorum disks for that cluster. This means that the cluster and the quorum disks must be co-located. We do not recommend locating the components of a single cluster in different physical locations for the purpose of disaster recovery, because this might lead to issues over maintenance, service, and quorum disk management.

    For the SAN fabric

    The following guidelines apply:

    •The Fibre Channel switch must be zoned to permit the hosts to see the SVC nodes, and the SVC nodes to see the disk subsystems. The SVC nodes within a cluster must be able to see each other, the disk subsystems, and the front-end host HBAs. We recommend that you have a zone for the SVC nodes within a cluster, another zone between the SVC nodes and the disk subsystems, and a zone between each front-end host HBA and the SVC.

    •Mixed speeds are permitted within the fabric, but not for intracluster communication. You can use lower speeds to extend the distance.

    •Each of the local or remote fabrics must not contain more than three ISL hops within each fabric. An operation with more ISLs is unsupported. When a local and a remote fabric are connected together for remote copy purposes, there must only be one ISL hop between the two SVC clusters. This means that certain ISLs can be used in a cascaded switch link between local and remote clusters, provided that the local and remote cluster internal ISL count is less than three. This gives a maximum of seven ISL hops in an SVC environment with both local and remote fabrics.

    •The switch configuration in an SVC fabric must comply with the switch manufacturer’s configuration rules. This can impose restrictions on the switch configuration. For example, a switch manufacturer might limit the number of supported switches in a SAN. Operation outside the switch manufacturer’s rules is not supported.

    •The SAN must contain only supported switches as listed on the Web at: 

    http://www.ibm.com/storage/support/2145 

    Operation with other switches is unsupported.

    •Host HBAs in dissimilar hosts or dissimilar HBAs in the same host need to be in separate zones. For example, if you have AIX and Microsoft Windows hosts, they need to be in separate zones. Here dissimilar means that the hosts are running different operating systems or use different hardware platforms. Therefore, different levels of the same operating system are regarded as similar. This is a SAN interoperability issue rather than an SVC requirement.

    •We recommend that the host zones contain only one initiator (HBA) each, and as many SVC node ports as you need, depending on the high availability and performance that you want to have from your configuration. 

     

    
      
        	
          Note: In SVC Version 3.1 and later, the command svcinfo lsfabric generates a report that displays the connectivity between SVC nodes and other controllers and hosts. This is particularly helpful in diagnosing SAN problems.

        
      

    

    For the DS3400 disk subsystem

    The following guidelines apply:

    •In the SVC environment, disk subsystems are always connected to SAN switches and nothing else. Operation with direct connections between host and controller is unsupported. 

    •Multiple connections are allowed from the redundant controllers in the disk subsystem to improve data bandwidth performance. It is not mandatory to have a connection from each redundant controller in the disk subsystem to each counterpart SAN, but redundancy will be better if you do so. 

    Figure 2-3 shows a recommended storage zoning configuration for an IBM Virtual Disk System. Red FC links connect the ports in storage zone on SAN switch 1, and blue links contain the ports in storage zone on SAN switch 2. 

    Configure the storage zones as follows:

     –	For Zone 1 (SVC1_STG_ZONE1) on SAN switch 1 (SW1), put the following ports in the storage zone:

     •	DS3400 controller port A0 (DS3400_A_P0)

     •	FC ports from all SVC nodes belonging to that SVC cluster and communicating through switch 1. In our example, these ports are SVC_N1_P1, SVC_N1_P3, SVC_N2_P1, and SVC_N2_P3 

     –	For Zone 2 (SVC1_STG_ZONE2) on SAN switch 1 (SW1), put the following ports in the storage zone:

     •	DS3400 controller port B0 (DS3400_B_P0)

     •	FC ports from all SVC nodes belonging to that SVC cluster and communicating through switch 1. In our example, these ports are SVC_N1_P1, SVC_N1_P3, SVC_N2_P1, and SVC_N2_P3.

     –	For Zone 3 (SVC1_STG_ZONE3) on SAN switch 2 (SW2), put the following ports in the storage zone:

     •	DS3400 controller port A1 (DS3400_A_P1)

     •	FC ports from all SVC nodes belonging to that SVC cluster and communicating through switch 2. In our example, these ports are SVC_N1_P2, SVC_N1_P4, SVC_N2_P2, and SVC_N2_P4.

     –	For Zone 4 (SVC1_STG_ZONE4) on SAN switch 2 (SW2), put the following ports in the storage zone:

     •	DS3400 controller port B1 (DS3400_B_P1)

     •	FC ports from all SVC nodes belonging to that SVC cluster and communicating through switch 2. In our example, these ports are SVC_N1_P2, SVC_N1_P4, SVC_N2_P2, and SVC_N2_P4.
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    Figure 2-3   Recommended storage zones 

    For the host servers 

    The following guidelines apply:

    •Each SVC node presents a virtual disk (VDisk) to the SAN through four paths. Because in normal operation two nodes are used to provide redundant paths to the same storage, this means that a host with two HBAs can see eight paths to each LUN presented by the SVC. With SAN switch zoning, you can limit the number of paths from a minimum of two paths to the maximum of eight available paths, depending on the kind of high availability and performance you want to have in your configuration. 

    We recommend using zoning to limit the pathing to four paths. The hosts must run a multipathing device driver to resolve this back to a single device. The multipathing driver supported and delivered by SVC is the IBM Subsystem Device Driver (SDD). Native multipath I/O (MPIO) drivers on selected hosts are supported. For example, on a Windows Server 2008, you need to install the IBM SDDDSM (IBM Subsystem Device Driver Device Specific Module), which works in conjunction with Microsoft MPIO (Multipath I/O). In addition, you have to use the STORport Miniport drivers for the FC HBAs. 

    This information, and also information about other host operating systems considerations, is available in the IBM System Storage SAN Volume Controller Host Attachment User’s Guide, SC26-7905. You can find this document at the following URL: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S7002606

    As stated before, to restrict the number of paths from a host server to a VDisk, the fabrics must be zoned. We recommend that each host Fibre Channel port is zoned with one port from each SVC node in the I/O group that owns the VDisk. The SDD multipath driver actually supports a much higher number of paths (up to 32), but the SVC supports up to eight paths. 

     

    
      
        	
          Note: The recommended number of VDisk paths is 4.

        
      

    

    •If a host has multiple HBA ports, then each port must be zoned to a different set of SVC ports to maximize high availability and performance.

    •In order to configure greater than 256 hosts, you will need to configure the host to iogrp mappings on the SVC. Each iogrp can contain a maximum of 256 hosts, so it is possible to create 1024 host objects on an eight node SVC cluster. The mappings can be configured using the svctask mkhost, svctask addhostiogrp, and svctask rmhostiogrp commands. The mappings can be viewed using the svcinfo lshostiogrp and svcinfo lsiogrphost commands. VDisks can only be mapped to a host that is associated with the I/O Group to which the VDisk belongs.

    2.2.2  Naming conventions 

    Naming conventions in the open systems environment have always been a challenge. The challenges come from finding naming conventions that will continue to be steady as changes occur to the environment. Everyone has their own way of naming equipment in an IT infrastructure. When working in a SAN environment where an SVC cluster is installed, we recommend assigning names that help in locating and identifying equipment, and that provide information about connections so that any changes and troubleshooting are easier.

    One way to do this is to include site name, equipment name, and adapter information in the naming convention. As an example, in a two-site solution, site A and site B, all equipment in site A is identified by odd numbers, whereas all equipment at site B is identified by even numbers. Such an example might look like this: SVC1_N1_P1, where SVC1 is the name of the equipment, number 1 indicates that it is located in site A, N1 is the node name for the SVC cluster, and the P1 is the SVC FC port number. On site B, the name becomes SVC2_N1_P1. 

    Note that names stemming from popular culture can be amusing, but they do not always give meaningful enough information about what the equipment is or where it is located, which has several disadvantages. 

    Let us use Figure 4-1 on page 100 as an example to discuss the recommended naming convention. 

    SVC naming convention examples:

    •SVC1_N1 = SVC cluster 1, node 1

    •SVC2_N1 = SVC cluster 2, node 1

    •SVC2_N2_P3 = SVC cluster 2, node 2, FC port 3

    Disk subsystem name convention examples:

    •DS3400_A = DS3400 subsystem, controller A 

    •DS3400_B = DS3400 subsystem, controller B 

    •DS3400_A0 = DS3400 subsystem, controller A, FC port 0 

    Host server Fibre Channel ports FC0 and FC1 can be named as follows: 

    •HOSTNAME_FC0

    •HOSTNAME_FC1

    For example, AIX_FC0 and AIX_FC1 give you the type of server and the operating system it runs. 

    SAN switch names:

    •SW11, where SW indicates a switch, the first number gives a fabric ID, and the last is the location, and even combining the last two numbers together is also useful as the domain ID of the switch.

    •SW12 is then SAN switch 2 in fabric 1, located at site B, domain id 12.

    •SW21 is then SAN switch 1 in fabric 2, located at site A, domain id 21.

    When using these kinds of names, we have a limit of 10 switches in a fabric, so if we need more switches, we will use two digits for the switch number (for example, SW101). 

    SVC zone names: 

    •SVC1, which includes SVC1_N1_P1, SVC1_N1_P2, SVC1_N1_P3, SVC1_N1_P4, SVC1_N2_P1, and so on for all SVC1 nodes.

    •SVC2, which includes all SVC2 node ports.

    Storage zone names:

    •SVC1_DS3400

    •SVC2_DS3400

    Host zone names:

    •HOSTNAME_FC0_SVC1

    •HOSTNAME_FC1_SVC1

    Changing the domain IDs can affect your zoning configuration and the existing setup. Therefore, you must change them first before you change your zoning information.

     

    
      
        	
          Note: A change of the domain ID or core PID disrupts certain UNIX operating systems. Make sure that you check first before you attempt this change when storage is already defined and in use. 

        
      

    

    2.3  Installation and planning information for the SSPC

    The IBM System Storage Productivity Center (SSPC) is an integrated offering that provides a consolidated focal point for managing IBM storage products as well as managing mixed-vendor storage environments. SSPC provides enhancements to daily storage administration by making available a broader set of configuration functions.

    2.3.1  SSPC software

    The IBM System Storage Productivity Center (machine type 2805) includes the following pre-installed software:

    •Microsoft Windows 2008 Server (32 bit)

    •DB2® Enterprise Server Edition V9.5 with Fix Pack 3

    •IBM Tivoli Storage Productivity Center Basic Edition V4.1

    •IBM System Storage SAN Volume Controller (SVC) Console and CIMOM Agent V4.3.1

    With SSPC, you can manage the storage network, hosts, and physical disks in context rather than by device. SSPC offers: 

    •IBM System Storage GUI integration 

    •SVC Console and CIMOM Agent

    •Automated device discovery

    •Asset and capacity reporting

    •Device configuration

    •Basic storage provisioning

    •Advanced Topology Viewer

    •Event management

    •Status dashboard

    For information about upgrading applications on the SSPC server, see the section about upgrading in the Information Center at:

    http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp 

     

     

    
      
        	
          Note: IBM Tivoli Storage Productivity Center V4.1 has been renamed from IBM TotalStorage® Productivity Center. Because most of the testing for this Redbooks publication was done on the pre-release version, IBM Tivoli Storage Productivity Center V4.1, certain screen captures and instructions might still refer to the old name. The final release of the software will reflect the name change appropriately (in user interfaces, documentation, online help, and messages).

          Refer to the following link for more information about this topic:

          http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp?topic=/com.ibm.tpc_V41.doc/fqz0_r_whats_new_release_4.1.html

        
      

    

    2.3.2  SSPC planning

    The SSPC server is installed by an IBM service representative. Before the IBM service representative can set up your IBM System Storage Productivity Center hardware, you must verify that the prerequisite conditions for installation are met:

    1.	Ensure that your physical site meets the environmental requirements for the SSPC. 

    2.	Verify that you have adequate rack space for the hardware. The SSPC server requires at least 1 Electrical Industries Association (EIA) unit (1 U) of available rack space.

     

    
      
        	
          Note: Select a rack location that allows for future expansion of existing hardware components.

        
      

    

    3.	Keep the following networking details for the SPC machine ready:

     –	SSPC Machine IP address

     –	Subnet mask

     –	Gateway IP address

     –	IP address for Preferred Domain Name Resolution (DNS)

     –	IP address for alternate DNS

     –	DNS suffix

    4.	If you plan to use the SSPC to manage SAN Volume Controller nodes, ensure that the SSPC server is near the SAN Volume Controller nodes. The SSPC server must be located no more than 50 feet away from the SAN Volume Controller nodes.

    5.	SSPC requires a USB keyboard and mouse, and a video display. You can provide these, or you can order the keyboard, video, and mouse (KVM) package along with SSPC.

    For detailed planning and installation guidance, see the following references:

    •IBM System Storage Productivity Center: Introduction and Planning Guide, SC23-8824, at:

    https://www-304.ibm.com/systems/support/supportsite.wss/supportresources?brandind=5000033&familyind=5356448

    •IBM System Storage Volume Controller: Software Installation and Configuration Guide, SC23-6628, at:

    http://www.ibm.com/storage/support/2145

    •IBM System Storage Productivity Center: Introduction and Planning Guide, at:

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S7002597&aid=1
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Configuration and administration

    In this chapter, we discuss configuration and administration tasks that you need to perform when setting up and administering the IBM Virtual Disk System. We describe the tools used to manage the IBM System Storage SAN Volume Controller (SVC) clusters and nodes, SAN24B-4 switches, and DS3400 storage. These are pre-installed on the IBM System Storage Productivity Center (SSPC) system and include IBM Tivoli Storage Productivity Center (TPC) Basic Edition, SVC console, and DS Storage Manager. 

    3.1  SAN introduction 

    Figure 3-1 shows the basic IBM Virtual Disk System components and SAN connectivity between them. This is a basic setup, containing two SVC nodes, two SAN24B-4 switches, and one DS3400. You can have up to eight SVC nodes in an SVC cluster, up to three DS3400 storage systems, and up to three EXP3000 enclosures behind each DS3400. 
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    Figure 3-1   IBM Virtual Disk System - SAN connectivity 

    Each SVC node has four Fibre Channel ports, and hence two ports from each node must be connected to the redundant half of the independent fabric as shown in Figure 3-1. The DS3400 provided with the IBM virtual disk subsystem offering has two controllers and each controller has two FC ports for host connectivity. So one FC port from each of those controllers must be connected to the redundant half of the independent fabric.

    In the following sections, we discuss the configuration and administration steps for each of the IBM Virtual Disk System components: 

    •SAN24B-4 switches

    •DS3400 storage system 

    •SVC cluster 

    3.2  SAN Switch: Initial configuration

    This section shows the step-by-step procedure for the initial configuration of the SAN24B-4 switch. After being configured, the switch can be zoned for the SVC cluster. 

    3.2.1  Initial hardware configuration

    Prior to configuring the SAN24B-4 switch, it must be physically mounted and connected to the appropriate electrical outlets. We recommend that you refer to the IBM System Storage SAN24B-4 Installation, Service, and User’s Guide, GA32-0580, available at the following URL: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S7002303&aid=1

    This guide highlights the key aspects to consider when installing and configuring the SAN24B-4. You must arrange for your IBM service representative to install the chassis or rack physically in the location that you have planned. 

    After the switch is installed and turned on, it requires certain initial configuration parameters to be set. These configurations can be done using the serial port of the switch or using the EZ Switch setup.

    •Set up an IP address and the other network parameters.

    •Connect the switch to the network.

    •Change the name of the switch.

    •Set up the Domain ID of the switch.

    •Set up the date and time on the switch.

    The detailed procedures for all these steps and also for the firmware upgrade can be found in Implementing an IBM/Brocade SAN with 8 Gbps Directors and Switches, SG24-6116. 

    3.2.2  Switch configuration using Web Tools

    In this section, we discuss the basic features of Web Tools for advanced switch configuration. Although the Web Tools display has changed over time, the tools still have the same basic look and feel to them as they had in previous versions. 

    To launch the Web Tools GUI interface, start the Web browser and enter the switch name or IP address in the Location/Address field. Enter login credentials when prompted. This will launch the Web Tools user interface as shown in Figure 3-2.
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    Figure 3-2   Web Tools user interface

    Launch Switch Admin from the Tasks panel of the main Web Tools window in Figure 3-2 on page 44. This will launch the Switch Administration window as shown in Figure 3-3.
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    Figure 3-3   Switch Administration window

    License tab

    From the Switch Administration window shown in Figure 3-3, click the License tab. Use the License tab to install the additional license keys that you might have purchased. With license keys, you can enable additional features on a switch. You can also use this License tab to remove a listed license from the switch if the licensed feature is no longer needed.

     

    
      
        	
          Note: For complete details about license activation, refer to Implementing an IBM/Brocade SAN with 8 Gbps Directors and Switches, SG24-6116.

        
      

    

    User tab

    The User tab allows you to perform user administration tasks, such as adding new users, changing properties of existing users, and deleting user accounts that are no longer needed. 

    Port Admin

    To access the detailed port information, you can select the appropriate port on the switch 
(in the Switch View panel) or the Port Admin task (in the Tasks panel). Here you can see the information related to the selected port. You can also edit the port configuration to set the allowed port types and set the speed to Auto, 1G, 2G, 4G, and 8G.

    3.3  SAN Switch Zoning

    Zoning enables you to partition a storage area network (SAN) into logical groups of devices that can access each other and to ensure that the access between them is controlled. Zoning is not primarily designed to provide security, but is often used to achieve it, along with performance. We recommend that you implement a dual HBA approach at the host to access the SVC.

    For a two node cluster, a host zone consists of one port of the server, and one port of each SVC node, as shown in Figure 3-4. Zone on SAN switch 1 is represented by blue lines, and zone on switch 2 by the green lines. Even if there are 16 possible paths (two server ports x eight SVC node ports), we use the SAN switch zoning to only allow four paths. Although the SVC can use up to eight paths, the recommendation is to use four.
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    Figure 3-4   SVC zoning two nodes

    We provide you with the zoning basics in this section, but for the complete procedures, refer to IBM System Storage DS3000: Introduction and Implementation Guide, SG24-7065.

    3.3.1  Creating a device alias

    As a best practice, the first step to proper zoning is to create device aliases, then assign devices to alias names by selecting the appropriate WWN.

    Switch 1 will have the aliases: 

    •SVC1_N1_P1 = SVC cluster 1, node 1, port 1

    •SVC1_N1_P3 = SVC cluster 1, node 1, port 3

    •SVC1_N2_P1 = SVC cluster 1, node 2, port 1

    •SVC1_N2_P3 = SVC cluster 1, node 2, port 3

    Switch 2 will have the aliases: 

    •SVC1_N1_P2 = SVC cluster 1, node 1, port 2

    •SVC1_N1_P4 = SVC cluster 1, node 1, port 4

    •SVC1_N2_P2 = SVC cluster 1, node 2, port 2

    •SVC1_N2_P4 = SVC cluster 1, node 2, port 4

    We also create aliases for DS3400 ports (DS3400_A_P0, DS3400_A_P1, DS3400_B_P0, and DS3400_B_P1) and the hosts (as required) and assign devices appropriately. 

    3.3.2  Creating a zone

    After all device aliases for SVC cluster nodes, DS3400 controller FC ports, and Hosts have been assigned, create a zone and put all appropriate devices in the same zone. Generally, there will be three zone types, as described in the following topics.

    SVC storage zone

    The SVC storage zone is where the SVC cluster is accessing DS3400 storage. Under the Zone tab of the Zone Administration window, click New ∅ New Zone. Type in the zone name in the resulting window. Here we choose SVC1_STG_ZONE1 as the zone name. After the zone is created, select members of that zone, then click Add Member. Here we choose SVC_N1_P1, SVC_N1_P3, SVC_N2_P1, SVC_N2_P3 (FC ports from all SVC nodes belonging to that SVC cluster and communicating through switch 1), and DS3400_A_P0 as the members of this zone.

    Repeat the foregoing step to create the other storage zones, and the final zone configuration will be as shown here:

    •Zone 1 (SVC1_STG_ZONE1) on SAN switch 1 (SW1): SVC_N1_P1, SVC_N1_P3, SVC_N2_P1, SVC_N2_P3, and DS3400_A_P0.

    •Zone 2 (SVC1_STG_ZONE2) on SAN switch 1 (SW1): SVC_N1_P1, SVC_N1_P3, SVC_N2_P1, SVC_N2_P3, and DS3400_B_P0

    •Zone 3 (SVC1_STG_ZONE3) on SAN switch 2 (SW2): SVC_N1_P2, SVC_N1_P4, SVC_N2_P2, SVC_N2_P4, and DS3400_A_P1

    •Zone 4 (SVC1_STG_ZONE4) on SAN switch 2 (SW2): SVC_N1_P2, SVC_N1_P4, SVC_N2_P2, SVC_N2_P4, and DS3400_B_P1

    Host zone

    The host zone is where hosts are communicating with SVC cluster nodes. Zones for the hosts are created with a similar procedure. As per the recommendation earlier in the section, typically for each HBA of a host, it is zoned with one SVC port of each node in a cluster.

    For example, one HBA port (Win2k8_P0) of a Windows 2008 host is zoned with one port (SVC1_N1_P4) of node 1 and one port (SVC1_N2_P4) of node 2 from the SVC cluster 1. 

    Cluster zone

    The cluster zone is where SVC ports are communicating with each other and the members in this zone are duplicating with the SVC storage zone. As a best practice, this zone is recommended as a backup in case the storage zone is accidentally modified and consists of all the connected ports from the two nodes of the SVC cluster.

    3.3.3  Creating and activating a zone configuration

    After the zones are created, put those zones into a configuration and activate it. Only members belonging to an active configuration can access other devices in a zone. There can be only one active configuration in a SAN fabric. 

    Create a new zone config by clicking New ∅ New Zone Config. Here we chose SVC_CFG as the new zone config name. After creating the zone config, we add the members and then enable the zone configuration. Enabling the zone config also saves it automatically. 

    3.4  IBM DS3400 setup 

    The following section describes initial steps for configuring IBM DS3400 storage array in preparation for IBM SVC connectivity and integration. This information outlines the tasks that you must complete to create a necessary setup enabling the DS3400 to publish storage volumes to respected SVC Nodes. Functions such as RAID arrays, logical drive creations, and LUN mappings are described using general best practices approach.

    For detailed information about the DS3000 series hardware installation, initial setup tasks, and configuration steps, refer to the IBM System Storage DS3000: Introduction and Implementation Guide, SG24-7065.

    3.4.1  DS Storage Manager installation 

    The DS Storage Manager package contains several components, and the installation process consists of installing the appropriate set of Storage Manager components on the SSPC server. SSPC will also be used to administer SVC Cluster. We only need to install the components (Management Station option) required for managing DS3400 when configured with SVC. When the installation completes, the host server will have all the components necessary for creating the RAID groups and logical drives on the DS3400 storage array.

    Additional compatibility information can be found in the System Storage Interoperation Center, located at:

    http://www-01.ibm.com/systems/support/storage/config/ssic/index.jsp

    The Storage Manager installation package is available for download from the IBM Support Web site:

    http://www.ibm.com/systems/support

    3.4.2  Enterprise Management: Storage configuration

    The first window that you get after launching the Storage Manager Client is the Enterprise Management window. To launch the Storage manager application on your Windows Server, click Start ∅ DS StorageManager 10 Client ∅ Storage Manager 10 Client. The Enterprise Management window is the entry point to manage each DS3400 storage subsystem. After storage arrays have been added, they will be presented every time you start the Storage Manager application. 

    Adding a storage array to the Storage Manager

    Follow these steps to add the storage array:

    1.	From the Enterprise Management window, right-click the Discovered Storage Subsystems icon and select Add Storage Subsystem.... 

    2.	On the Add New Storage Subsystem window, enter the IP addresses of Controller A and Controller B units and click Add.

    3.	On the next window, click No to view the newly added storage subsystem in the Enterprise Manager window (Figure 3-5). 
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    Figure 3-5   Newly added storage array

    If you highlight the subsystem in the left part of the window, you also see a short summary about this system in the right window pane. If the subsystem is shown as red in this view, this means that it requires attention.

    Working with a selected storage array 

    After completing the steps outlined in the preceding section, double-click newly added array to perform system specific tasks that will be needed in order to set up SVC VDisks. Figure 3-6 represents an initial view panel of the DS3400 that is used as SVC disk back-end in our configuration.
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    Figure 3-6   Selected storage array 

    In Figure 3-6, you will also see the overall system configuration and any alerts that might have occurred during the initial setup. Before proceeding any further, confirm that there are no pending issues. You can use the Recovery Guru to review and fix any errors to bring the system to an optimal state.

    3.4.3  Creating a Host Group

    Now we are ready to create new Host Group, create the Hosts, set the Host Type, add the Host Ports to the hosts created, and add the Hosts to the Host Groups. 

    To get detailed instructions for the following steps, refer to the IBM System Storage DS3000: Introduction and Implementation Guide, SG24-7065.

    Here is a summary of the steps which can be done from the Configure tab of the Storage Manager window:

    1.	Create the Host Group as SVC1.

    2.	Create Hosts with names SVC1_N1 and SVC1_N2.

    3.	While creating the hosts, select IBM TS SAN VCE as the host type.

    4.	Add the four appropriate HBA WWNs belonging to each SVC Cluster Nodes to their respective hosts, SVC1_N1 and SVC1_N2.

    5.	Edit the alias values of each HBA WWN and give them appropriate names using the naming convention, SVC-Cluster-#_Node#_Port#.

    6.	Now specify the Host Group (SVC1) for both the hosts(SVC1_N1 and SVC1_N2).

    To view the summary of the configured hosts, on the Summary tab of the Subsystems Management window, click Configured Hosts and you will be presented with a summary of all the hosts as shown in Figure 3-7.
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    Figure 3-7   Configured Hosts summary

    3.4.4  Assigning Hot Spare drives to the RAID group

    Here we summarize the steps to assign a Hot Spare drive to the RAID group. As a best practice, assign at least one hot spare drive per tray:

    1.	On the Configure tab of the DS Storage Manager window, click Configure Hot Spares.

    2.	Click the Configure Hot Spares (Manual) icon.

    3.	On the Configure Host Spares (Manual) window, click the Assign button.

    4.	In the next window, select the drive(s) and click OK. In our case, we have used Slot 10 disk from the Expansion tray and Slot 10 disk from the Controller Unit tray.

    After clicking OK on the Assign Hot Spares window, a summary window as in Figure 3-8 shows the disks that have been selected as Hot Spares. 
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    Figure 3-8   Hot Spare Drives summary

    3.4.5  Creating arrays and logical drives

    Creating arrays is one of the most basic operations. It is required before you can start using the physical disk space, that is, you divide your disk drives into arrays and create one or more logical drives inside each array. Here we summarize the steps to set up the arrays and logical drives on your storage subsystem:

    1.	On the Configure tab of the DS Storage Manager window, click Create Arrays and Logical Drives. 

    2.	On the configuration menu window, select Unconfigured Capacity: Create a new array and logical drive and click Next.

    3.	Select Manual (Advanced) option for Drive Selection choices and click Next.

    4.	On the Drive Selection window, select the drives. For our setup, we have selected three drives to build our Logical Drive set. As a best practice for SVC, select five drives (RAID4+1) as a minimum recommended option. Select five drives from the left pane 
(pick from different trays for best performance) and click the Add button. Click the Calculate Capacity button. Click Next to continue.

    5.	We now continue with the logical drive creation. Although the capacity of the disk can be selected based on the application and other system requirements, we have selected a 16 GB logical drive size for this demonstration. 

     

    
      
        	
          Note: Refer to SAN Volume Controller Best Practices and Performance Guidelines, SG24-7521 for more information about creating the LUNs / arrays and number of LUNs per array.

        
      

    

    6.	Name the logical disk in SVC_Cluster#_MDISK# format. In our example it is: 
SVC1_MDISK0 (for the first disk).

    7.	Select Logical Drive I/O characteristics based on the application requirements or leave it as File system for general purpose. and click Next.

    8.	On the Map Logical Drive to Host section of the next window, select the previously created Host Group (in our case it is SVC1) and click Finish.

    Follow these instructions to create additional logical drives using the free capacity of an existing array. For the purpose of this book and our implementation requirements, we have created ten 16 GB logical drives with the same Host Group mapping. To view this summary, you can click the Host-To-Logical Drive Mappings link on the Summary tab of the DS Storage Manager window. See Figure 3-9 for a summary example. 
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    Figure 3-9   Host-to-logical drive mappings

    The ten logical drives on the DS3400 are now ready to be provisioned to SVC. SVC will see them as managed disks (MDisks). After defining managed disk groups and virtual disks (VDisks) on the SVC, and assigning the VDisks to host servers, the host servers will be able to access the storage space. 

    3.5  SVC initial cluster setup

    In this section, we take you through the creation of SVC cluster. The SVC cluster creation process consists of two parts: 

    •Initial creation of SVC cluster using the service panel on the front of SVC node

    •Completing the creation process using the SSPC

    Before creating the SVC cluster, it is a good idea to generate the SSH key pair so we can use the SSPC machine to manage the SVC cluster. 

    SSH keys are generated by the SSH client software. This includes a public key, which is uploaded and maintained by the cluster, and a private key that is kept private to the workstation that is running the SSH client. These keys authorize specific users to access the administration and service functions on the cluster. Each key pair is associated with a user-defined ID string that can consist of up to 40 characters. Up to 100 keys can be stored on the cluster. New IDs and keys can be added and unwanted IDs and keys can be deleted.

    To use the CLI or SVC graphical user interface (GUI), an SSH client must be installed on that system, the SSH key pair must be generated on the client system, and the client’s SSH public key must be stored on the SVC cluster or clusters.

    3.5.1  Generating public and private SSH key pairs using PuTTY

    Perform the following steps to generate SSH keys on the SSH client system. We use the same SSPC machine as the SSH client system for our setup.

     

    
      
        	
          Note: You can obtain the latest version of PuTTY by going to the following Web site and downloading the Windows installer in the Binaries section: 

          http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html

        
      

    

    1.	Start the PuTTY Key Generator to generate public and private SSH keys. From the client desktop, select Start ∅ Programs ∅ PuTTY ∅ PuTTYgen.

    2.	On the PuTTY Key Generator GUI window (Figure 3-10), generate the keys:

    a.	Select the SSH2 RSA radio button.

    b.	Leave the number of bits in a generated key value at 1024.

    c.	Click Generate.
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    Figure 3-10   PuTTY key generator GUI

    3.	The message in the Key section of the window changes. Figure 3-11 shows this message.
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    Figure 3-11   PuTTY random key generation

     

    
      
        	
          Note: The blank area indicated by the message is the large blank rectangle on the GUI inside the section of the GUI labelled Key. Continue to move the mouse pointer over the blank area until the progress bar reaches the far right. This generates random characters to create a unique key pair.

        
      

    

    4.	After the keys are generated, save them for later use as follows:

    a.	Click Save public key, as shown in Figure 3-12.
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    Figure 3-12   Saving the public key

    i.	You are prompted for a name (for example, pubkey) and a location for the public key (for example, C:\Support Utils\PuTTY). Click Save. 

    If another name or location is chosen, be sure to keep a record of them, because the name and location of this SSH public key must be specified in the steps documented in 3.6.2, “Uploading the SSH public key to the SVC cluster” on page 68.

     

    
      
        	
          Note: The PuTTY Key Generator saves the public key with no extension by default. We recommend that you use the string “pub” in naming the public key, for example, “pubkey”, to easily differentiate the SSH public key from the SSH private key.

        
      

    

    b.	You also need to save the generated private key. In the PuTTY Key Generator window, click Save private key. 

    c.	You are prompted with a warning message, as shown in Figure 3-13. Click Yes to save the private key without a passphrase.
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    Figure 3-13   Saving the private key without passphrase 

    d.	When prompted, enter a name (for example, icat) and location for the private key (for example, C:\Support Utils\PuTTY). Click Save. 

    If you choose another name or location, ensure that you keep a record of it, because the name and location of the SSH private key must be specified when the PuTTY session is configured.

     

    
      
        	
          Note: The PuTTY Key Generator saves the private key with the PPK extension.

        
      

    

    5.	Close the PuTTY Key Generator GUI.

    6.	Using Windows Explorer on the SVC Console, navigate to the directory where the private key was saved (for example, C:\Support Utils\PuTTY).

    7.	Copy the private key file (for example, icat.ppk) to the directory, C:\Program Files\IBM\svcconsole\cimom.

     

    
      
        	
          Important: If the private key was named something other than icat.ppk, make sure that you rename it to icat.ppk in the C:\Program Files\IBM\svcconsole\cimom folder. The GUI (which will be used later) expects the file to be called icat.ppk and expects it to be in this location.

        
      

    

    3.5.2  Creating the cluster (first time) using the service panel

    In this section we provide the step-by-step instructions needed to create the cluster for the first time using the service panel. Use Figure 3-14 as a reference for the SVC Node 8A4 model and location of the buttons to be pushed in the steps that follow. 
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    Figure 3-14   SVC 8A4 Node front and operator panel

    Prerequisites

    Ensure that the SVC nodes are physically installed. Prior to configuring the cluster, ensure that the following information is available:

    •License: The license indicates whether the customer is permitted to use FlashCopy, MetroMirror, or both. It also indicates how much capacity the customer is licensed to virtualize.

     

    
      
        	
          Note: The licensing model for SVC EE clusters is based on the number of physical drives being virtualized, rather than the total capacity.

        
      

    

    •For IPv4 addressing: Cluster IPv4 addresses (one for the cluster and another for the service address), IPv4 Subnet mask, and Gateway IPv4 Address. 

    •For IPv6 addressing: Cluster IPv6 addresses (one for the cluster and another for the service address), IPv6 prefix, and Gateway IPv6 address. 

    After the hardware is physically installed into racks and all the prerequisites are met, complete the following steps to initially configure the cluster through the service panel:

    1.	Choose the node that is to become a member of the cluster being created. 

    2.	At the service panel of that node, click and release the Up or Down navigation button continuously until Node: is displayed.

     

    
      
        	
          Important: If a timeout occurs when entering the input for the fields during these steps, you must begin again from step 2. All the changes are lost, so be sure to have all the information on hand before beginning.

        
      

    

    3.	Click and release the Left or Right navigation button continuously until Create Cluster? is displayed. Click the Select button. 

    4.	If IPv4 Address: is displayed on line 1 of the service display, go to step 5. If Delete Cluster? is displayed in line 1 of the service display, this node is already a member of a cluster. Either the wrong node was selected, or this node was already used in a previous cluster. The ID of this existing cluster is displayed in line 2 of the service display.

    a.	If the wrong node was selected, this procedure can be exited by clicking the Left, Right, Up, or Down button (it cancels automatically after 60 seconds).

    b.	If it is certain that the existing cluster is not required, follow these steps:

    i.	Click and hold the Up button.

    ii.	Click and release the Select button. Then release the Up button. This deletes the cluster information from the node. Go back to step 1 and start again.

     

    
      
        	
          Important: When a cluster is deleted, all client data contained in that cluster is lost.

        
      

    

    5.	If you are creating the cluster with IPv4, then click the Select button, otherwise for IPv6 press the down arrow to display IPv6 Address: and click the Select button.

    6.	Use the Up or Down navigation button to change the value of the first field of the IP address to the value that has been chosen.

     

    
      
        	
          Note: For IPv4, pressing and holding the Up or Down buttons will increment or decrease the IP address field by units of 10. The field value rotates from 0 to 255 with the Down button, and from 255 to 0 with the Up button.

          For IPv6, you do the same except that it is a 4 digit hexadecimal field and the individual characters will increment.

        
      

    

    7.	Use the Right navigation button to move to the next field. Use the Up or Down navigation buttons to change the value of this field.

    8.	Repeat step 7 for each of the remaining fields of the IP address.

    9.	When the last field of the IP address has been changed, click the Select button.

    10.	Click the Right button. 

    a.	For IPv4, IPv4 Subnet: is displayed.

    b.	For IPv6, IPv6 Prefix: is displayed.

    11.	Click the Select button.

    12.	Change the fields for IPv4 Subnet in the same way that the IPv4 IP address fields were changed. There is only a single field for IPv6 Prefix.

    13.	When the last field of IPv4 Subnet/IPv6 Mask has been changed, click the Select button.

    14.	Click the Right navigation button. 

    a.	For IPv4, IPv4 Gateway: is displayed.

    b.	For IPv6, IPv6 Gateway: is displayed.

    15.	Click the Select button.

    16.	Change the fields for the appropriate Gateway in the same way that the IPv4/IPv6 address fields were changed.

    17.	When changes to all Gateway fields have been made, click the Select button.

    18.	Click the Right navigation button. 

    a.	For IPv4, IPv4 Create Now? is displayed.

    b.	For IPv6, IPv6 Create Now? is displayed.

    19.	When the settings have all been verified as accurate, click the Select navigation button.

    To review the settings before creating the cluster, use the Right and Left buttons. Make any necessary changes, return to Create Now?, and click the Select button.

    If the cluster is created successfully, Password: is displayed in line 1 of the service display panel. Line 2 contains a randomly generated password, which is used to complete the cluster configuration in the next section. 

     

    
      
        	
          Important: Make a note of this password now. It is case sensitive. The password is displayed only for approximately 60 seconds. If the password is not recorded, the cluster configuration procedure must be started again from the beginning.

        
      

    

    20.	When Cluster: is displayed in line 1 of the service display and the Password: display timed out, then the cluster was created successfully. Also, the cluster IP address is displayed on line 2 when the initial creation of the cluster is completed.

    If the cluster is not created, Create Failed: is displayed in line 1 of the service display. Line 2 contains an error code. Refer to the error codes that are documented in the IBM System Storage SAN Volume Controller: Service Guide, GC26-7901, to find the reason why the cluster creation failed and what corrective action to take.

     

    
      
        	
          Important: At this time, do not repeat this procedure to add other nodes to the cluster. Adding nodes to the cluster is accomplished in 3.7, “Adding a second SVC node through SSPC” on page 69.

        
      

    

    3.6  Completing the initial cluster setup using the SSPC GUI

    After you have performed the activities in 3.5, “SVC initial cluster setup” on page 53, you need to complete the cluster setup using the SSPC.

     

    
      
        	
          Note: Make sure that the SVC Cluster IP address (svcclusterip) can be reached successfully with a ping command from the SSPC machine. 

        
      

    

    3.6.1  Cluster setup procedure

    Next we describe a procedure for completing the cluster setup.

    If this is the first time that the SSPC GUI is being used, you must configure it as follows:

    1.	Open the GUI using one of the following methods:

     –	Double-click the icon marked SAN Volume Controller Console on the desktop of SSPC machine.

     –	Open a Web browser on the SSPC machine and point to this address:

    http://localhost:9080/ica 

     –	Open a Web browser on a separate workstation and point to the SSPC machine IP address (in our example, we accessed the SVC Console using this method): 
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    Figure 3-15   SAN Volume Controller Console Signon window through SSPC 

    2.	The first time you sign on as the superuser, you will be prompted to change the password for the superuser. The Change Password window, enter the new password in the field labelled New Password and re-enter the same password in the field labelled Re-Enter New Password. Click OK.

    3.	On the GUI Welcome window (Figure 3-16), click the Add SAN Volume Controller Cluster button in the center of the window. If you changed the GUI default password in step 2, this button might not be displayed. If so, click Clusters in the My Work window, then select Add Cluster from the drop-down menu.
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    Figure 3-16   Adding the SVC cluster for management

    4.	On the Adding Clusters window (Figure 3-17), type the IP address of the SVC cluster and select Create (Initialize) Cluster, and then click OK. 
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    Figure 3-17   Adding Clusters window

    5.	A Security Alert pop-up window is displayed. Click Yes to continue. 

    6.	A pop-up window is displayed and prompts for the user ID and password of the SVC cluster, as shown in Figure 3-18. Enter the user ID admin and the cluster admin password that was set earlier in 3.5.2, “Creating the cluster (first time) using the service panel” on page 57 and click OK. 
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    Figure 3-18   SVC cluster user ID and password sign-on window

    7.	The browser accesses the SVC and displays the Create New Cluster wizard window, as shown in Figure 3-19. Click Continue. 
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    Figure 3-19   Create New Cluster wizard

    8.	The Create New Cluster page (Figure 3-20) opens. Fill in the following details: 

     –	A new admin password to replace the random one that the cluster generated. 

     –	A service password to access the cluster for service operation. 

     –	A cluster name.

     –	A service IP address to access the cluster for service operations.

     

    
      
        	
          Note: The service IP address is different from the cluster IP address. However, because the service IP address is configured for the cluster, it must be on the same IP subnet.

        
      

    

     –	The fabric speed of the Fibre Channel network. The SVC model types 8A4 will autonegotiate their speed independently of another, which can run at 1 Gbps, 2 Gbps, or 4 Gbps.

     –	The optional check box for Administrator Password Policy. 

     

    
      
        	
          Note: The SVC ought to be in a secure room if this function is enabled, because anyone who knows the correct key sequence can reset the admin password. 

          •The key sequence is as follows:

          a.	From the Cluster: menu item displayed on the service panel, click the Left or Right button until Recover Cluster? is displayed.

          b.	Click the Select button. Service Access? ought to be displayed.

          c.	Click and hold the Up button and then click and release the Select button. This generates a new random password. Write it down.

          •Important: Be careful, because clicking and holding the Down button, and clicking and releasing the Select button, places the node in service mode.

        
      

    

    Click the Create New Cluster button (see Figure 3-20).
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    Figure 3-20   Cluster details

     

    
      
        	
          Note: Make sure that you confirm and retain the Administrator and Service password for future use.

        
      

    

    9.	A number of progress windows are displayed. Click Continue each time when prompted and finally you will see a Cluster Created window, as shown in Figure 3-21. 
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    Figure 3-21   Cluster created window

    10.	A new window with the confirmation that the password has been modified is displayed in Figure 3-22. To set up the Error Notification Settings, click Continue. 
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    Figure 3-22   Password change confirmation window

     

    
      
        	
          Note: By this time, the service panel display on the front of the configured node ought to display the cluster name entered previously (for example, ITSO_SVC1).

        
      

    

    11.	The Error Notification Settings window is shown in Figure 3-23. Click Update Settings and then go to the next window, and click Continue when prompted.
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    Figure 3-23   Error Notification Settings configuration window

    12.	The Error Notification confirmation window is displayed, as in Figure 3-24. To set up Licensing, click Continue. 
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    Figure 3-24   Error Notification setup confirmation

    13.	The License Settings window (Figure 3-25) is displayed. To continue, at a minimum the Virtualization Limit (Gigabytes) field must be filled out. If you are licensed for FlashCopy and MetroMirror (the window reflects Remote Copy in this example), the Enabled radio buttons can also be selected here. Click the Set Features button. Click Continue when prompted. 
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    Figure 3-25   License Settings Configuration window 

    14.	A confirmation window stating that the license settings have been set is shown in Figure 3-26. Click Continue to upload an SSH Key to the cluster. 
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    Figure 3-26   License Settings Confirmation window 

    15.	When the changes are accepted, the cluster displays the Enter Network Password window again. Type the User Name admin and the new admin password you created under step 8.

    16.	Log back in.

     

    
      
        	
          Note: The SVC uses the standard of 1 GB = 1024 MB. Therefore, typing 10 GB in the Featurization Settings window provides you with 10240 MB rather than 10000 MB as with certain other disk subsystems. This window uses the previous term “Remote Copy” to refer to Metro Mirror. 

        
      

    

    3.6.2  Uploading the SSH public key to the SVC cluster

    After updating the license settings, the SSH Public Key Maintenance page (Figure 3-27) opens. Follow these steps:

    1.	Browse or type the fully qualified directory path and file name of the public key created and saved in 3.5.1, “Generating public and private SSH key pairs using PuTTY” on page 54. Then type the name of the user ID to be associated with this admin key pair 
(in our example, we selected admin) and click Add Key. 
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    Figure 3-27   Add SSH public key

    2.	On the next window (Figure 3-28), a message is displayed indicating that a new SSH administrator key associated with the ID admin was added. Click Continue. 
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    Figure 3-28   Adding the SSH admin key successfully 

    3.	The basic setup requirements for the SVC cluster using the SVC cluster Web interface have now been completed. Close the window as shown in Figure 3-29. 
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    Figure 3-29   Closing the window after successful cluster creation

    3.7  Adding a second SVC node through SSPC

    After completing the initial SVC cluster creation process and uploading of the public SSH key for the SVC administrator as described previously, only one node (the configuration node) is set up. To set up a fully functional SVC cluster, at least a second node must be added to the configuration. 

    Perform the following steps to add nodes to the cluster: 

    1.	Open the GUI using one of the following methods:

     –	Double-click the SAN Volume Controller Console icon on your SSPC desktop.

     –	Open a Web browser on the SSPC console and point to this address:

    http://localhost:9080/ica

     –	Open a Web browser on a separate workstation and point to this address: http://sspcconsoleipaddress:9080/ica

    On the Signon window (Figure 3-30), type the user ID superuser and the password passw0rd. These are the default user ID and password. Click OK. 

    [image: ]

    Figure 3-30   SAN Volume Controller Signon window through SSPC 

    2.	The GUI Welcome window is displayed, as shown in Figure 3-31. This window has several links: My Work (top left), a Recent Tasks list (bottom left), the GUI version and build level information (right, under the main graphic), and a hypertext link to the SVC download page:

    http://www.ibm.com/storage/support/2145

    Under My Work on the left, click the Clusters link (Figure 3-31). 
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    Figure 3-31   GUI Welcome window

    3.	On the Viewing Clusters window (Example 3-32), select the radio button next to the cluster on which you want to perform actions (in our case, ITSO_SVC1). In the Master Console, Launch the SAN Volume Controller application is automatically highlighted, so click Go. 
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    Figure 3-32   Launch the SAN Volume Controller application

    4.	The SAN Volume Controller Console Application launches in a separate browser window (Figure 3-33). In this window, as with the Welcome window, you can see several links under My Work (top left), a Recent Tasks list (bottom left), the SVC Console version and build level information (right, under main graphic), and a hypertext link that will bring you to the SVC download page:

    http://www.ibm.com/storage/support/2145

    Under My Work, click the Work with Nodes option and then the Nodes link. 

    5.	The Viewing Nodes window (Figure 3-33) opens. Note the input/output (I/O) group name (for example, io_grp0). Select the node you want to add. Ensure that Add a node is selected from the drop-down list and click Go. 
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    Figure 3-33   Viewing Nodes window

    6.	The next window (Figure 3-34) displays the available nodes. Select the node from the Available Candidate Nodes drop-down list. Associate it with an I/O group and provide a name (for example, SVCNode2). Click OK. 
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    Figure 3-34   Adding a Node to a Cluster window

     

    
      
        	
          Note: If you do not provide a name, the SVC automatically generates the name nodeX, where X is the ID sequence number assigned by the SVC internally. If you want to provide a name, you can use letters A to Z, a to z, numbers 0 to 9, and the underscore. It can be between one and 15 characters in length, but cannot start with a number or the word node, because this prefix is reserved for SVC assignment only.

        
      

    

    In our case, we only have enough nodes to complete the formation of one I/O group. Therefore, we added our new node to the I/O group that node1 was already using, namely io_grp0 (you can rename from the default of iogrp0 using your own naming convention standards).

    If this window does not display any available nodes (indicated by the message “CMMVC1100I There are no candidate nodes available”), check if your second node is powered on and that zones are appropriately configured in your switches. It is also possible that a pre-existing cluster’s configuration data is stored on it. If you are sure that this node is not part of another active SVC cluster, use the service window to delete the existing cluster information. When this is complete, return to this window and you can see the node listed.

    7.	Return to the Viewing Nodes window (Figure 3-35). It shows the status change of the node from Adding to Online. 
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    Figure 3-35   Node added successfully

    
      
        	
          Note: This window does not automatically refresh. Therefore, you continue to see the Adding status until you click the Refresh button.

        
      

    

    You have now completed the cluster configuration and you have a fully redundant SVC environment. 

    3.8  Setting the cluster time zone and time

    Perform the following steps to set the cluster time zone and time:

    1.	Select Manage Clusters ∅ Set Cluster Time in the portfolio. The Cluster Date and Time Settings panel is displayed.

    2.	To use NTP to manage the cluster date and time, enter an IPv4 or IPv6 address of an NTP system and select Update.

    3.	To set the cluster date and time manually, continue with the following steps. Type your changes into the Date, Month, Year, Hours, and Minutes fields and select a new time zone from the Time Zone list and select Update cluster time, Update time zone, or both.

    3.9  Checking the license status

    Perform the following steps to check the status of the license you have bought along with the SVC:

    1.	From the SVC Welcome window (Figure 3-36), select Service and Maintenance and then the License Settings link.
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    Figure 3-36   License Settings

    2.	To view the Capacity Licensing, click Go next to the drop box and you see the currently installed licenses as shown in Figure 3-37. Verify the licensing information and click the Close button.
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    Figure 3-37   Checking the license settings 

    3.10  SVC administration through CLI and GUI

    Although it is possible to administer SVC using CLI and the SVC GUI, we mainly focus on the SVC administration using SSPC. You can find basic information about creating hosts, VDisks, and Mapping VDisks in 4.2, “Host system configuration on SVC” on page 106

    For information about SVC CLI and GUI, see the following references:

    •Implementing the IBM System Storage SAN Volume Controller V4.3, SG24-6423.

    •Accessing the SAN Volume Controller CLI at:

    http://publib.boulder.ibm.com/infocenter/svcic/v3r1m0/index.jsp?topic=/com.ibm.storage.svc.console.doc/svc_useclimastcon_180rp7.html

    •IBM System Storage SAN Volume Controller Command-Line Interface User's Guide, SC26-7903.

    3.11  SVC administration from SSPC

    In this section we describe the basic administrative activities that can be carried out with the help of the IBM Tivoli Storage Productivity Center (TPC) GUI, which is part of the IBM System Storage Productivity Center solution.

    IBM Tivoli Storage Productivity Center provides a set of policy-driven automated tools for managing storage capacity, availability, events, performance, and assets in your enterprise environment, including NetWare, NAS, SSA, Tivoli Storage Enterprise Storage Server, and Microsoft Cluster Server technologies, as well as RDBMSs such as Oracle, Sybase SQL Server, Microsoft SQL Server, and DB2 UDB. Tivoli Storage Productivity Center provides storage management from the host and application to the target storage device. It provides disk and tape subsystem configuration and management, performance management, SAN fabric management and configuration, and usage reporting and monitoring.

    Tivoli Storage Productivity Center can help you identify, evaluate, control, and predict your enterprise storage management assets. Because it is policy-based, it can detect potential problems and automatically make adjustments based on the policies and actions that you define. For example, it can notify you when your system is running out of disk space or warn you of impending storage hardware failure. By alerting you to these and other issues related to your stored data, it enables you to prevent unnecessary system and application downtime.

    Additional SSPC references

    Here are additional SSPC references:

    IBM System Storage Productivity Center Deployment Guide, SG24-7560

    IBM System Storage Productivity Center documentation, at:

    http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp

    IBM Tivoli Storage Productivity Center documentation, at:

    http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp

    IBM System Storage Productivity Center (SSPC), at:

    http://www-03.ibm.com/systems/storage/software/sspc/

     

     

    
      
        	
          Note: IBM Tivoli Storage Productivity Center V4.1 has been renamed from IBM TotalStorage Productivity Center. Because most of the testing for this Redbooks publication was done on the pre-release version, IBM Tivoli Storage Productivity Center V4.1, certain screen captures and instructions might still refer to the old name. The final release of the software will reflect the name change appropriately (in user interfaces, documentation, online help, and messages).

          Refer to the following link for more information about this topic:

          http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp?topic=/com.ibm.tpc_V41.doc/fqz0_r_whats_new_release_4.1.html

        
      

    

     

    3.11.1  Accessing the TPC GUI

    To access the Tivoli Storage Productivity Center (TPC) GUI from the SSPC machine, perform the following steps:

    1.	Access the desktop of the SSPC machine and double-click the icon with the title Productivity Center as shown in Figure 3-38.
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    Figure 3-38   Accessing TPC GUI from SSPC machine

    2.	A window with the TPC GUI opens as shown in Figure 3-39.

    [image: ]

    Figure 3-39   The TPC GUI

    3.11.2  Managing SVC from the TPC GUI

    To manage the SVC from the TPC GUI, you have to perform the following actions:

    1.	Add SVC CIMOM to the TPC GUI.

    2.	Do a discovery of the SVC subsystem using that CIMOM.

    3.	Probe the discovered SVC for the storage configuration.

    Adding SVC CIMOM to TPC GUI

    To add an SVC CIMOM to the TPC GUI, perform the following steps:

    1.	From the TPC GUI, in the left pane under the Navigation Tree, click CIMOM Agents 
as shown in Figure 3-40.
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    Figure 3-40   CIMOM Agents window

    2.	In the right-hand pane, click Add CIMOM as shown in Figure 3-41.
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    Figure 3-41   Clicking the Add CIMOM button

    3.	A pop-up window is displayed, asking for CIMOM details as shown in Figure 3-42. Provide the details such as IP address of CIMOM, appropriate credentials, such as username, password. We recommend that you check the box to Test CIMOM connectivity before adding and then click Save.
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    Figure 3-42   ADD CIMOM window

    4.	The CIMOM agent gets added successfully as shown in Figure 3-43.
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    Figure 3-43   SVC CIMOM Added

    Discovery of the SVC subsystem using the CIMOM

    Now that you have added the SVC CIMOM successfully, the next step is to discover the SVC subsystem through that CIMOM. Perform the following steps to do the discovery:

    1.	Access the TPC GUI as described in 3.11.1, “Accessing the TPC GUI” on page 76. On the TPC GUI, under the Administrative Services in the left pane, expand Discovery and click CIMOM, which brings you to the Edit CIMOM window as shown in Figure 3-44.
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    Figure 3-44   Edit CIMOM window

    2.	In the Edit CIMOM window, enter appropriate schedule information such as when to run the discovery. In this example, we chose the option of Run Now. You can also click the Options tab and enter the IP address for the SLP directory agents. For our example, we did not have any SLP directory agents and we also chose not to Scan local subnet, as shown in Figure 3-45, which can be a time consuming exercise, because the discovery spans the local subnet.
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    Figure 3-45   Entering optional information for discovery through CIMOM

    3.	Click File and Save the job as shown in Figure 3-46.
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    Figure 3-46   Saving the CIMOM discovery job

    4.	Because we chose “Run Now” for discovery in step 2, the discovery job gets submitted immediately as shown in Figure 3-47.
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    Figure 3-47   CIMOM discovery job submitted

    5.	You can monitor the status the discovery job of CIMOM by expanding Admistrative Services on the left pane, then expand Discovery, then select CIMOM, and then click the job listed. The status of the selected job is displayed on the right-hand pane as shown in Figure 3-48. 

    [image: ]

    Figure 3-48   Monitoring the status of the CIMOM discovery job

    Probing the discovered SVC for the storage configuration

    After the CIMOM has discovered the desired SVC subsystem as described in “Discovery of the SVC subsystem using the CIMOM” on page 78, we have to probe the SVC subsystem to obtain its configuration information to enable its management from within TPC.

    To probe the SVC subsystem, perform following steps:

    1.	Access the TPC GUI as described in 3.11.1, “Accessing the TPC GUI” on page 76. 
From the TPC GUI, expand IBM TotalStorage Productivity Center option, then expand Monitoring and then right-click Probe and select Create Probe option as shown in Figure 3-49.
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    Figure 3-49   Selecting Create Probe option

    2.	In the Create Probe window, expand the Storage Subsystems in the What to probe tab. Then select the desired SVC subsystem as shown in Figure 3-50 and click the >> button.
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    Figure 3-50   Create Probe window

    3.	The selected SVC subsystem is displayed in the Current Selections box as shown in Figure 3-51.
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    Figure 3-51   Selected SVC subsystem in Current Selections box

    4.	Enter the appropriate description for the probe as shown in Figure 3-52.
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    Figure 3-52   Entering description for the new probe

    5.	In the Create Probe window, you can enter the schedule when you want to run this job. In this example, we selected to Run Now as shown in Figure 3-53.
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    Figure 3-53   Enter schedule for the probe

    6.	You can also enter alert information as shown in for certain conditions, such as a failed probe, as shown in Figure 3-54. 
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    Figure 3-54   Entering alert information for the probe

    7.	Save the probe by clicking File and then selecting Save as shown in Figure 3-55.
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    Figure 3-55   Saving the probe

    8.	After you click Save, a window is displayed asking for the name for the probe. Enter the name for the probe as shown in Figure 3-56 and click OK. You then get a notification window saying that the probe has been submitted.
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    Figure 3-56   Entering a name for the new probe

    9.	You can monitor the status of the probe by expanding IBM TotalStorage Productivity Center, and expanding Monitor. Then select the Probes, and under Probes, select the job to monitor as shown in Figure 3-57. 

     

    
      
        	
          Note: For the probe status, the blue circle next to the entry for the job indicates that the job is running.The red circle indicates that a job run has completed with errors. If there is a yellow triangle, it indicates that a job run has completed with warnings. We can examine the logs in the Content pane to find the reasons for the errors or warnings. A green square indicates that the job has run successfully.
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    Figure 3-57   Monitoring the status of the probe

    10.	You can refresh the job status by right-clicking Probes and then selecting the Refresh option as shown in Figure 3-58.
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    Figure 3-58   Refreshing the status of running job

    11.	The successful job status can be observed with a green square next to the job under Probes as shown in Figure 3-59.
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    Figure 3-59   Successful completion of the probe job

    After having discovered the configuration of the SVC subsystem as described in this section, you can now execute administrative tasks for SVC, such as creating a VDisk, deleting a VDisk, and creating a host mapping, as described in the following sections.

    3.11.3  Creating a VDisk

    To create a VDisk from the TPC GUI, perform the following steps:

    1.	Access the TPC GUI as described in 3.11.1, “Accessing the TPC GUI” on page 76. Expand the Disk Manager option and select Storage Subsystems and in the right-hand pane, select the desired SVC subsystem as shown in Figure 3-60.
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    Figure 3-60   Selecting the SVC subsystem

    2.	Click the Create Virtual Disk option as shown in Figure 3-61.
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    Figure 3-61   Selecting Create Virtual Disk option

    3.	The Create Virtual Disk Wizard window is displayed, where VDisk details can be provided as shown in Figure 3-62. Click Next after providing the VDisk details, such as number of VDisks to be created, name for the VDisk, size for the VDisk, the desired MDisk group from which the VDisk needs to be created, and whether the VDisk needs to be formatted.
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    Figure 3-62   Create Virtual Disk wizard: VDisk attributes window

    4.	A window is displayed with the host wwpns, where you can choose the desired host wwpns to which this new VDisk can be assigned. In this example, we chose not to assign it any host as yet, as shown in Figure 3-63. Click Next.

     

    
      
        	
          Note: If you want to assign the VDisk to any host wwpn at this time, just select the desired wwpns from Available ports to Assigned ports.
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    Figure 3-63   Create Virtual Disk window: assigning the new VDisk to the host

    5.	A notification window is displayed saying that no host ports were selected. and you can close this message window by clicking OK.

    6.	A summary window is displayed describing the values for various parameters for VDisk creation for verification as shown in Example 3-64. Click Finish.
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    Figure 3-64   Create Virtual Disk wizard: VDisk summary window

    7.	A window is displayed indicating to check the status of the job for VDisk creation. You can close the window by clicking OK.

    8.	You can check the jobs status under Disk Manager ∅ Monitoring ∅ Jobs and selecting the corresponding job as shown in Figure 3-65. Success in the Status field indicates that the VDisk was created successfully.
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    Figure 3-65   VDisk creation job status

    3.11.4  Mapping a VDisk to host

    To map an a VDisk to host, perform the following steps:

    1.	Access the TPC GUI as described in 3.11.1, “Accessing the TPC GUI” on page 76. Expand the Disk Manager option and select Storage Subsystems. In the right-hand pane, select the desired SVC subsystem as shown in Figure 3-66 and click Virtual Disks.
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    Figure 3-66   Selecting the SVC subsytem

    2.	Select the MDisk group name from the drop-down box for Filter by MDisk group as shown in Figure 3-67.
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    Figure 3-67   Selecting the MDisk group for the desired VDisk

    3.	The selected MDisk group is displayed in Filter by MDisk group field as shown in Figure 3-68. Click Go.

    [image: ]

    Figure 3-68   Selected MDisk group for the desired VDisk

    4.	A list of VDisks belonging to the selected MDisk group is shown in Figure 3-69.
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    Figure 3-69   List of VDisks belonging to the desired MDisk group

    5.	Select the desired VDisk and click Assign Host Ports as shown in Figure 3-70.
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    Figure 3-70   Selecting the desired VDisk

    6.	The Assigning Host Ports wizard window is displayed, which lists the available host port wwpns that can be mapped to the selected VDisk. You can select the desired host wwpns as shown Figure 3-71.
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    Figure 3-71   Assign Host Ports wizard: selecting the desired host wwpns

    7.	Select the desired host wwpns so that they are listed under Assigned Ports as shown in Figure 3-72. Click Next.
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    Figure 3-72   Assign Host Ports wizard: Selected host wwpns in Assigned Ports

    8.	A summary window is displayed asking you to verify the port assignment parameters as shown in Figure 3-73. After verifying, click Finish.

    [image: ]

    Figure 3-73   Assign Host Port wizard: Summary window for verification

    9.	A window is displayed indicating that job of the assigning of host wwpns to the desired VDisk has been completed and you can close the window by clicking OK.

    10.	To view the status of the assignment job, expand Disk Manager, Monitoring and then Jobs. Select the job and the status is shown in the right-hand pane as in Figure 3-74.
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    Figure 3-74   VDisk to host assignment job status.

    3.11.5  Unmapping a VDisk from a host

    To unmap a VDisk from a host, perform the following steps:

    1.	Access the TPC GUI as described in 3.11.1, “Accessing the TPC GUI” on page 76. Expand the Disk Manager option and select Storage Subsystems and in the right-hand pane, select the desired SVC subsystem as shown in Figure 3-75 on page 92 and click Virtual Disks.
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    Figure 3-75   Selecting the SVC subsytem

    2.	Select the MDisk group name from the drop-down box for Filter by MDisk group as shown in Figure 3-76.
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    Figure 3-76   Selecting the MDisk group for the desired VDisk

    3.	The selected MDisk group is displayed in the Filter by MDisk group field as shown in Figure 3-77. Click Go.
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    Figure 3-77   Selected MDisk group for the desired VDisk

    4.	A list of VDisks belonging to the selected MDisk group is shown in Figure 3-78.
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    Figure 3-78   List of VDisks belonging to the desired MDisk group

    5.	Select the desired VDisk and click Assign Host Ports as shown in Figure 3-79.
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    Figure 3-79   Selecting the desired VDisk

    6.	The Assigning Host Ports wizard window is displayed, which lists the Assigned Ports wwpns that are mapped to the selected VDisk. You can select the desired host wwpns to be unmapped from the Assigned Ports window as shown Figure 3-80.
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    Figure 3-80   Assign Host Ports wizard: selecting the desired host wwpns to be unmapped

    7.	The selected wwpns move from Assigned ports to Available ports. Click Next as shown in Figure 3-81.
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    Figure 3-81   The selected wwpns move from Assigned ports to Available ports

    8.	A notice window is displayed indicating that the VDisks will be unmapped from the host ports as shown in Figure 3-82. Click OK.
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    Figure 3-82   VDisks are being unassigned from host ports

    9.	A summary window is displayed asking you to verify the port assignment parameters as shown in Figure 3-83. After verifying, click Finish.
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    Figure 3-83   Summary window for verification

    10.	The VDisk mapping to host is deleted.

    3.11.6  Deleting a VDisk

    To delete a VDisk, perform the following steps:

    1.	Before deleting a VDisk from SVC, unmap the VDisk from any host to which it might be mapped as described in 3.11.5, “Unmapping a VDisk from a host” on page 92.

    2.	Select the desired SVC subsystem by expanding the Disk Manager and then selecting the Storage Subsystem and then selecting the SVC subsystem of interest from the right-hand pane as shown in Example 3-84. Click Virtual Disks.
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    Figure 3-84   Selecting the desired SVC subsystem

    3.	Select the MDisk group from the drop-down box to which the VDisk belongs as shown in Figure 3-85. Click Go.
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    Figure 3-85   Selecting the desired MDisk group

    4.	A VDisk list shows in the right-hand pane belonging to the selected MDisk group. Select the desired VDisk to be deleted and click Delete as shown in Figure 3-86.
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    Figure 3-86   Selecting the desired VDisk for deletion

    5.	When you click Yes at the Delete Virtual Disk confirmation window, the selected VDisk gets deleted.

    3.11.7  Launching SVC Console GUI from TPC GUI

    To launch the SVC Console GUI from within the TPC GUI, perform the following steps:

    1.	Access the TPC GUI as described in 3.11.1, “Accessing the TPC GUI” on page 76. Expand the Disk Manager option and select Storage Subsystems and in the right-hand pane, select the desired SVC subsystem, and click Launch Element Manager as shown in Figure 3-87.
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    Figure 3-87   Launching SVC Console GUI through Element Manager from TPC

    2.	The SVC Console GUI is displayed as shown in Figure 3-88.
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    Figure 3-88   SVC Console GUI
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Sample configurations

    In this chapter, we provide many sample configurations that show how to configure SVC and the host servers running various operating systems. We describe SVC attachment procedures and considerations in the following scenarios: 

    •Windows Server 2008 

    •Red Hat Enterprise Linux 5 Update 3 

    •VMware ESX 

    •IBM AIX 

    Here, we first explain the basics of the SAN, SAN switch zoning, and Host Setup on SVC as a common approach for all the operating systems (OS). You can simply follow the same instructions and modify the names according to the type of OS you will see in the later sections of this chapter. We use the naming conventions explained in 2.2.2, “Naming conventions” on page 36.

    4.1  SAN setup and zoning recommendations

    Figure 4-1 shows a basic configuration with multiple heterogeneous hosts connected to a two node SVC cluster through two switches. Even if there are 16 possible paths, only four paths ought to be available per VDisk to the host. Four paths per VDisk to the host are the recommended balance between performance and redundancy. For more information about performance and capacity planning, refer to Implementing the IBM System Storage SAN Volume Controller V4.3, SG24-6423. To accomplish this task, you can either use SAN Switch Zoning or Port Masking. The number of available paths for the host must not exceed eight. 

    Even though Figure 4-1 shows 16 possible paths (two server ports x eight SVC node ports), only four paths exist because of the switch zoning. For a two node cluster, a zone consists of one port of the server, and one port of each SVC node. This is shown in Figure 4-1 with Zone 1 representing the blue lines and Zone 2 representing the green lines. 
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    Figure 4-1   SVC zoning with two nodes

    If you are using a four node cluster, then Figure 4-2 shows you the recommended zoning configuration. The host now has four paths to IO Group 1 (blue lines) and also four paths to IO Group 2 (green lines). So this zoning also fulfills the four paths according to the VDisk recommendation. This scenario can be increased up to eight nodes. 
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    Figure 4-2   SVC zoning four nodes

    4.1.1  SAN Switch Zoning

    In order to enable FC connectivity between the host server and the SVC nodes, on each SAN switch, we must set up a host zone containing the host server's FC port and the SVC nodes' FC ports. First, we need to know the WWPN of each FC HBA port on the host server. There are several ways to find this out on QLA2340 HBAs: 

    •We can use the QLogic HBA Fast!UTIL BIOS utility. 

    •We can use the QLogic SANsurfer. 

    •With Brocade Web Tools, we can identify the WWPNs by using the Port Admin task to check the SAN24B-4 switch ports where our FC HBAs are attached. 

    •We can also use Telnet to connect to SAN24B-4 switches and identify the WWPNs using Fabric OS CLI commands. 

    4.1.2  Example cases

    In our example, we use QLogic Fast!UTIL.

     

    
      
        	
          Note: When using FC HBAs of other brands, refer to their documentation for the list of supported tools.

        
      

    

    FC HBA ports WWPNs 

    We follow these steps to identify the WWPNs of the two FC HBA ports:

    1.	While the host server boots up, we are prompted to press <Ctrl-Q> to launch Fast!UTIL. 

    2.	On the Select Host Adapter window (Figure 4-3), each line corresponds to one of our two FC HBA ports. We select the first adapter port and press Enter.
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    Figure 4-3   Fast!UTIL - adapter selection

    3.	This brings us to the next window, showing the Fast!UTIL options available for the FC HBA (see Figure 4-4). We select Configuration Settings to proceed. 
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    Figure 4-4   Fast!UTIL options 

    4.	From the Configuration Settings window (Figure 4-5), we select Host Adapter Settings 
in order to see the WWPN.
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    Figure 4-5   Fast!UTIL - configuration settings

    5.	The Host Adapter Settings window is displayed, where we can identify the WWPN 
(see Figure 4-6). In our case, the WWPN is 21:00:00:E0:8B:09:20:41. 
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    Figure 4-6   Fast!UTIL host adapter settings 

    6.	It is also advisable to make sure that the connection type is set to Point-to-point. We go back to the Configuration Settings ∅ Extended Firmware Settings to set the connection type.

    7.	We show this window in Figure 4-7. Connection options field is currently set to 2, and we recommend changing this to 1. 
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    Figure 4-7   Fast!UTIL - extended firmware settings 

    8.	Figure 4-8 shows connection type settings. Point to point is the recommended selection in our case. 
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    Figure 4-8   Fast!UTIL - connection type settings 

    9.	Upon returning to the main Fast!UTIL menu, we save the changes when prompted. Now repeat the same steps on second FC HBA port to identify its WWPN and to set the connection type to point-to-point. 

    10.	After all changes are saved, the final step is to exit Fast!UTIL and reboot the host server. 

    The WWPNs of FC HBA ports on our host server are as follows: 

    •Port 0 - 21:00:00:E0:8B:09:20:41 

    •Port 1 - 21:01:00:E0:8B:29:20:41 

    We will need these values to set up the host zones, as explained in the next section.

    SAN switch zoning 

    We have two SAN24B-4 switches in our configuration: SVC_SW1 and SVC_SW2. Our host server FC HBA port 0 is connected to SVC_SW1 and HBA port 1 is connected to SVC_SW2. We must now create a host zone on each SAN switch. These two zones will contain the following members: 

    •Host server FC HBA port 

    •SVC node 1 FC HBA port 

    •SVC node 2 FC HBA port 

    Let us begin by starting Web Tools on SVC_SW1 and launching the Zone Admin applet. 
As soon as we are in Zone Admin, we follow these steps: 

    1.	First we create a new alias for the WWPN belonging to host server FC HBA port 0. Always follow the naming conventions mentioned in the 2.2.2, “Naming conventions” on page 36. In our case, we select the alias name for a Red Hat Linux server V5.3 as RHEL53_P0 (Figure 4-9). 
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    Figure 4-9   Web Tools Zone Admin - adding an alias for FC HBA port 0 

    2.	Next, we need to create a new host zone. We will name it SVC1_RHEL53 in this case and add three members, as shown in Figure 4-10. 
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    Figure 4-10   Web Tools Zone Admin - creating a host zone SVC1_RHEL53 

    3.	The last step is to add the new zone to zoning configuration. In this case we add zone SVC1_RHEL53 to the zoning configuration SVC_CFG. Confirm that all the zones are added to the zone configuration and then save the changes and enable the configuration. 

    In Figure 4-11, we see the configuration SVC_CFG with added host zone SVC1_RHEL53.
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    Figure 4-11   Web Tools Zone Admin - new host zone added to configuration 

    We need to perform the same set of steps on the other SAN switch (SVC_SW2) In this case, we create an alias named RHEL53_P1 for the WWPN of Linux server FC HBA port 1. We will put this alias in the new host zone SVC1_RHEL53, alongside SVC nodes FC HBA ports. Finally, we need to add this zone to the effective configuration SVC_CFG.

    4.2  Host system configuration on SVC 

    The next step in this process is to create a host system on SVC, create VDisks, and map VDisks to the host system. We perform all these actions on the SVC console. These instructions also apply to all operating systems with the exceptions of the names used to define the host system and the VDisks that are mapped to the host system.

    4.2.1  Creating the host system on SVC

    To create a host system in the SVC console, double-click the icon marked SAN Volume Controller Console on the desktop of SSPC machine and follow these steps: 

    1.	Launch the SVC console and log in as superuser.

    2.	A welcome window is displayed. Click Clusters, as highlighted in Figure 4-12. 
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    Figure 4-12   SVC console - welcome window 

    3.	We now need to select the SVC cluster that will provide VDisks to our host. In our example, we select ITSO_SVC1. We also need to select the task Launch the SAN Volume Controller Console and click Go. See Figure 4-13. 
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    Figure 4-13   SVC console - select SVC cluster 

    4.	The SVC console window for the selected SVC cluster is displayed. We now need to add our host server definition. We therefore select Work with hosts ∅ Hosts, as shown in Figure 4-14. In this case we are adding a Linux host.
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    Figure 4-14   SVC console - managing cluster ITSO_SVC1 

    5.	Figure 4-15 shows the three hosts that have already been defined on this SVC cluster. We will add another one to represent our RHEL server in this case. Select Create a host task and click Go. Follow the naming conventions as explained in 2.2.2, “Naming conventions” on page 36.
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    Figure 4-15   SVC console - create a host 

    6.	The Creating Hosts window is displayed, as shown in Figure 4-16. We need to type the new host name (in our case, RHEL53) and select correct values for fields Type, Port Mask and I/O Groups. In our case, the cluster consists of two nodes, which represent I/O group 0. If we have a larger number of nodes, we have to select the I/O groups that this host server will use. 

    We also need to select the WWPNs of host server FC HBA ports, and click Add to add them to selected ports. This step is vital, as the SVC nodes identify host servers by their HBA WWPNs. 
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    Figure 4-16   SVC console - creating a host 

    After all the fields are complete and the right WWPNs have been added to selected ports, we click OK to complete the host server creation. See Figure 4-17. 
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    Figure 4-17   SVC console - creating a host 

    7.	This completes the process of host server creation, and the newly defined host is displayed in the list of hosts. Our newly defined Linux host RHEL53 is displayed in the list of hosts, as shown in Figure 4-18. 
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    Figure 4-18   SVC console - new host is displayed in the list of hosts 

    4.2.2  Creating VDisks to be used by the host system 

    For the purpose of this chapter, we create two VDisks on the SVC and map them to our host server. In order to create VDisks, we will first create a managed disk group (MDisk group) named RHEL_MDG, using four managed disks from the DS3400. After the MDisk group is created, we will use it to set up VDisks. 

    MDisk group creation 

    The MDisk group creation steps are as follows: 

    1.	Under My Work, click Work with Managed Disks ∅ Managed Disk Groups.

    2.	In the Viewing Managed Disk Groups window, select and run the task, Create an MDisk Group, as shown in Figure 4-19. 
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    Figure 4-19   Creating a new managed disk group 

    3.	This launches the wizard for MDisk group creation wizard. On the Introduction window (shown in Figure 4-20), click Next to start the process. 
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    Figure 4-20   MDisk group creation - introduction 

    4.	This brings us to the next step, shown in Figure 4-21. We have to specify the new MDisk group name (in our case, this will be RHEL_MDG) and select the MDisks. Click Next to proceed when done.
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    Figure 4-21   Name the MDisk group and select MDisks 

    5.	We now need to set the extent size (see Figure 4-22). You select the value that best matches your requirements and click Next. 
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    Figure 4-22   Select extent size 

    6.	In the final step (shown in Figure 4-23), you can review the parameters that will be used when creating the new MDisk group. You now have the chance to go back and correct whatever is not right. Otherwise, click Finish to create the MDisk group. 

    [image: ]

    Figure 4-23   Verify MDisk group parameters 

    7.	Our new MDisk group named RHEL_MDG is now created. When the process finishes, you can see the group in the Viewing Managed Disk Groups window. We show this in Figure 4-24. 
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    Figure 4-24   New MDisk group RHEL_MDG 

    Creating VDisks

    We follow these steps to create VDisks using the newly created MDisk group: 

    1.	In Viewing Virtual Disks window, we run the task, Create VDisks, as shown in Figure 4-25. 
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    Figure 4-25   Create VDisks task 

    2.	This will launch the Create Virtual Disk wizard; the introduction window is shown in Figure 4-26. We continue with this process by clicking Next.
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    Figure 4-26   Create virtual disk - introduction 

    3.	The first step is to select the I/O group and preferred node. Because our cluster has two nodes, meaning just one I/O group, we select io_grp0, and let the system choose the preferred node. See Figure 4-27. 
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    Figure 4-27   Selecting the I/O group and preferred node 

    4.	Figure 4-28 shows the next step, setting the VDisk attributes. In our example, we leave all fields at the default values. 
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    Figure 4-28   Setting the VDisk attributes 

    5.	Now we need to select the MDisk group used for our new VDisk, and specify the VDisk size, as shown in Figure 4-29. We will use the MDisks in the RHEL_MDG group. 
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    Figure 4-29   Selecting the MDisk group and VDisk size 

    6.	It is now time to specify the name of our new VDisk. In our example (see Figure 4-30), 
we use the name RHEL53_VD0. 

    [image: ]

    Figure 4-30   Setting the VDisk name 

    7.	Finally, let us review the attributes that will be applied to the newly created VDisk. If we need to make corrections, we can go back; if all the attributes are correct, click Finish. This is shown in Figure 4-31. 
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    Figure 4-31   Verify VDisk attributes 

    8.	The VDisk will be created now. After this finishes, the result shown in Figure 4-32 displays. 
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    Figure 4-32   VDisk RHEL53_VD0 created 

    9.	As stated at the beginning of section 4.2.2, “Creating VDisks to be used by the host system” on page 109, we want to map two VDisks to our host. Therefore, let us follow the steps 1 to 8 again to create another VDisk, named RHEL53_VD1. 

    We show the result in Figure 4-33. 

    [image: ]

    Figure 4-33   Another VDisk created 

    The two new VDisks are now ready to be mapped to the host server. 

    4.2.3  Mapping the VDisks to the host system 

    Follow this procedure to map VDisks to the newly defined host. 

    In our example, we have already created two VDisks for use by the Linux host:

    •RHEL53_VD0 

    •RHEL53_VD1 

    The process of mapping the VDisks to the host is as follows: 

    1.	From the SVC console, we begin by selecting Work with Virtual Disks ∅ Virtual Disks. This is shown in Figure 4-34. 
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    Figure 4-34   SVC console - working with VDisks

    2.	In this case, the list of defined VDisks includes the two VDisks to be used by our RHEL host server and are highlighted in Figure 4-35.
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    Figure 4-35   SVC console - working with VDisks 

    3.	We mark the select the two VDisks using the check box and select the task Map VDisks to a Host, then click Go. This is shown in Figure 4-36. 
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    Figure 4-36   SVC console - mapping VDisks to a host 

    4.	The next step is to choose the host server to map the VDisks to. In our example, this is RHEL53. In addition, we have to set the SCSI LUN IDs that will be used when presenting the VDisks to the host server. See Figure 4-37. 

    When done, click OK to continue. 
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    Figure 4-37   SVC console - mapping VDisks to a host 

    5.	The mapping definitions will now be processed. When this completes, the confirmation window displays (as shown in Figure 4-38). Click Close to complete the process. 
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    Figure 4-38   SVC console - VDisks-to-hosts mapping complete 

    To verify mappings, from the SVC console, select Work with virtual disks ∅ Virtual Disk-to-host mappings. As we show in Figure 4-39, the newly defined VDisk-to-host mappings are listed in the window. 
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    Figure 4-39   SVC console - VDisks-to-hosts mappings 

    Now, our Linux host server ought to see the two VDisks mapped to it. On the host, we can start using these VDisks by creating partitions and file systems.

    4.3  Windows configuration

    In the following sections, we step through specific information about the connection of Windows based hosts to the SVC environment. The topics we discuss next are mainly for Windows Server 2008, but similar instructions are applicable for Windows Server 2003.

    You will also need to follow the zoning instructions as described in 4.1, “SAN setup and zoning recommendations” on page 100 and the host setup on SVC instructions as described in 4.2, “Host system configuration on SVC” on page 106. Modify them according to the host that you are about to configure.

    Here is a summary of the instructions for configuring the Windows hosts:

    •Make sure that the latest OS Hotfixes are applied to your Microsoft server.

    •Use the latest firmware and driver levels on your host system.

    •Install the HBAs on the Windows server, as explained in 4.3.2, “Host adapter installation and configuration” on page 118.

    •Connect the Windows Server 2008 FC Host adapters to the switches, as shown in Figure 4-1 on page 100.

    •Configure the switches and complete the zoning (4.1, “SAN setup and zoning recommendations” on page 100).

    •Install the FC Host adapter driver, as described in 4.3.1, “Hardware lists, device driver, HBAs and firmware levels” on page 117.

    •Configure the HBA for hosts running Windows, as described in 4.3.2, “Host adapter installation and configuration” on page 118.

    •Check the HBA driver readme for the required Windows registry settings, as described in 4.3.1, “Hardware lists, device driver, HBAs and firmware levels” on page 117.

    •Install and configure SDD/SDDDSM as described in the instructions next.

    •Restart the Windows 2008 host system.

    •Configure the host, VDisks, and host mapping in the SVC (4.2, “Host system configuration on SVC” on page 106).

    •Use Rescan disk in Computer Management of the Windows server to discover the VDisks created on the SAN Volume Controller.

    Before you attach the SVC to your windows host, make sure to check LUN limitations for your host system. Ensure that there are enough Fibre Channel adapters installed in the server to handle the total LUNs you want to attach.

     

    
      
        	
          Note: For Windows Server 2003 x64 Edition operating system, you must install the Hotfix from KB 908980. If you do not install it before operation, preferred pathing is not available. You can find the Hotfix at:

          http://support.microsoft.com/kb/908980

        
      

    

    4.3.1  Hardware lists, device driver, HBAs and firmware levels

    The latest information about supported hardware, device driver, and firmware is available at:

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003277#_Windows

    There you will also find the hardware list for supported host bus adapters and the driver levels for Windows. Check the supported firmware and driver level for your host bus adapter and follow the manufacturers instructions to upgrade the firmware and driver levels for each type of HBA. In most manufacturers’ driver readme files, you will find instructions for the Windows registry parameters that have to be set for the HBA driver.

    •For the Emulex HBA driver, SDD requires the port driver, not the miniport driver. 

    •For the QLogic HBA driver, SDDDSM requires the storport version of the miniport driver.

    •For the QLogic HBA driver, SDD requires the scsiport version of the miniport driver.

    4.3.2  Host adapter installation and configuration

    Install the host adapter(s) into your system. Refer to the manufacturer’s instructions for installation and configuration of the HBAs. 

    Configure the QLogic HBA for hosts running Windows

    After you have installed the HBA in the server, and have applied the HBA firmware and device driver, you have to configure the HBA. To do this, perform the following steps:

    1.	Restart the server.

    2.	When you see the QLogic banner, press the Ctrl-Q keys to open the Fast!UTIL menu panel.

    3.	From the Select Host Adapter menu, select the Adapter Type QLA2xxx. 

    4.	From the Fast!UTIL Options menu, select Configuration Settings. 

    5.	From the Configuration Settings menu, click Host Adapter Settings. 

    6.	From the Host Adapter Settings menu, select the following values:

     –	Host Adapter BIOS: Disabled

     –	Frame size: 2048 

     –	Loop Reset Delay: 5 (minimum) 

     –	Adapter Hard Loop ID: Disabled 

     –	Hard Loop ID: 0

     –	Spinup Delay: Disabled

     –	Connection Options: 1 - point to point only

     –	Fibre Channel Tape Support: Disabled

     –	Data Rate: 2

    7.	Press the Esc key to return to the Configuration Settings menu. 

    8.	From the Configuration Settings menu, select Advanced Adapter Settings.

    9.	From the Advanced Adapter Settings menu, set the following parameters:

     –	Execution throttle: 100

     –	Luns per Target: 0

     –	Enable LIP Reset: No

     –	Enable LIP Full Login: Yes

     –	Enable Target Reset: No 

     –	Login Retry Count: 30

     –	Port Down Retry Count: 15

     –	Link Down Timeout: 30

     –	Extended error logging: Disabled (might be enabled for debugging)

     –	RIO Operation Mode: 0

     –	Interrupt Delay Timer: 0

     

    
      
        	
          Note: If you are using subsystem device driver (SDD) lower than 1.6, set Enable Target Reset to Yes.

        
      

    

    10.	Press Esc to return to the Configuration Settings menu. 

    11.	Press Esc again to go back to the Configuration settings modified window and select Save changes. 

    12.	From the Fast!UTIL Options menu, select another Host Adapter if more than one QLogic adapter was installed in your system.

    Select the other Host Adapter and repeat all steps from 4 on page 118 to 11

    13.	You have to repeat this for all installed Qlogic adapters in your system. When you are done, press Esc to exit the Qlogic BIOS utility and restart the server.

    Installing the HBA driver in Windows

    Follow these steps to install the driver:

    1.	Extract the Qlogic driver package to your hard drive.

    2.	Select Start ∅ Run.

    3.	Enter devmgmt.msc, click OK, and the Device Manager is displayed.

    4.	Expand the Storage Controllers.

    5.	Right-click the HBA and select Update driver Software. (Figure 4-40).
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    Figure 4-40   Windows 2008 driver update

    6.	On the next window, click Browse my computer for driver software. Enter the path to the extracted QLogic driver and click Next (Figure 4-41) to continue with the driver installation.
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    Figure 4-41   Windows 2008 driver update

    7.	When the driver update is complete, click Close to exit the wizard (Figure 4-42).
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    Figure 4-42   Windows 2008 driver installation

    8.	Repeat steps 1 to 8 for all HBAs installed in the system.

     

    
      
        	
          Note: On your Windows 2003 server, change the disk I/O timeout value to 60 in the Windows registry, as follows:

          1.	In Windows, click the Start button and select Run.

          2.	In the dialog text box, type regedit and press Enter.

          3.	In the registry browsing tool, locate the HKEY_LOCAL_MACHINE\System\CurrentControlSet\Services\Disk\TimeOutValue key.

          4.	Confirm that the value for the key is 60 (decimal value) and, if necessary, change the value to 60.

          This parameter is already set to the correct value in Windows 2008 Server.

        
      

    

     

    4.3.3  Installing SDDDSM on a Windows 2008 host 

    The following sections show how to install the SDDDSM driver on Windows server 2008.

     

    
      
        	
          Note: For Windows 2003, we recommend that you use SDD only on existing systems where you do not want to change from SDD to SDDDSM. New operating systems will only be supported with SDDDSM.

          See the following Web site for the latest information about SDD for Windows: 

          http://www.ibm.com/support/docview.wss?uid=ssg1S7001350

        
      

    

    Table 4-1 shows the latest supported SDDDSM driver levels at the time of writing.

    Table 4-1   Latest supported SDDDSM driver levels 

    
      
        	
          Windows operating system

        
        	
          SDDDSM level

        
      

      
        	
          2003 SP2 (32 bit) / 2003 SP2 (x64)

        
        	
          2.4.1.1-1

        
      

      
        	
          2008 (32 bit) / 2008 (x64)

        
        	
          2.4.1.1-1

        
      

    

    To check the latest levels that are supported, go to the Web site: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S7001350#WindowsSDDDSM

    To download SDDDSM, go to the Web site: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S4000350

    Download the HBA driver and the SDDDSM Package and copy it to your host system. HBA driver details are listed in 4.3.1, “Hardware lists, device driver, HBAs and firmware levels” on page 117. As a prerequisite for this procedure, we have already performed the hardware installation, and hotfixes are applied.

    Installing SDDDSM

    To install the SDDDSM driver on your system, perform the following steps:

    1.	Extract the SDDDSM driver package to a folder on your hard drive.

    2.	Open the folder with the extracted files.

    3.	Run setup.exe and you will get a DOS command prompt.

    4.	Type Y and press Enter to install SDDDSM (Figure 4-43).
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    Figure 4-43   Installing SDDDSM

    5.	After the SDDDSM Setup is finished, type Y and press Enter to restart your system.

    After the reboot, the SDDDSM installation is complete. You can check this in Device Manager, as the SDDDSM device is displayed, and the SDDDSM tools will have been installed (Figure 4-44).
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    Figure 4-44   SDDDSM installation

    4.3.4  Discovering the assigned VDisk in Windows 2008

    In this section we describe an example configuration that shows the attachment of a Windows Server 2008 host system to the SVC.

    After the VDisks are created on the SVC and mapped to the Windows Server 2008 host, use the following instructions. Example 4-1 shows you the mapping information in CLI. Here VDisk W2K8_VD1 is mapped to Windows Server 2008 with the host name W2K8.

    Example 4-1   SVC host mapping to Windows 2008 host
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    IBM_2145:ITSO_SVC1:admin>svcinfo lshostvdiskmap W2K8

    id               name              SCSI_id        vdisk_id       vdisk_name        wwpn             vdisk_UID

    0                W2K8              0              1              W2K8_VD1          210000E08B18208B 6005076801AB013F1000000000000001
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    We can check that the WWPN is logged into the SAN Volume Controller for the host “W2K3” by entering the following command.

    svcinfo lshost W2K8

    We can also find the serial number of the VDisks by entering the following command 

    svcinfo lsvdiskhostmap W2K8_VD1

    Now we have to Rescan for this mapped disk on the Windows 2008 Server. Perform the following steps to use the devices on your Windows 2008 host:

    1.	Click Start ∅ Run.

    2.	Enter diskmgmt.msc and click OK and the Disk Management window is displayed.

    3.	Select Action ∅ Rescan Disks as shown in Figure 4-45.
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    Figure 4-45   Windows 2008 - Rescan disks

    4.	The SVC disks will now appear in the Disk Management window (Figure 4-46).
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    Figure 4-46   Windows 2008 Disk Management window

    After you have assigned the SVC disks, they are also available in Device Manager. The three assigned drives are represented by SDDDSM/MPIO as IBM-2145 Multipath disk devices in the Device Manager (Figure 4-47).
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    Figure 4-47   Windows 2008 Device Manager

    5.	To check that the disks are available, select Start ∅ All Programs ∅ Subsystem Device Driver DSM and click Subsystem Device Driver DSM. The SDDDSM Command Line Utility is presented.

    6.	Enter datapath query device and press Enter (Example 4-2). This command will display all disks and the available paths, including their state. 

    Example 4-2   Windows 2008 SDDDSM command-line utility
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    C:\Program Files\IBM\SDDDSM>datapath query device

     

    Total Devices : 1

     

     

    DEV#:   0  DEVICE NAME: Disk1 Part0  TYPE: 2145       POLICY: OPTIMIZED

    SERIAL: 6005076801AB013F1000000000000001

    ============================================================================

    Path#            Adapter/Hard Disk        State  Mode       Select     Errors

        0     Scsi Port4 Bus0/Disk1 Part0     OPEN   NORMAL         22          0

        1     Scsi Port4 Bus0/Disk1 Part0     OPEN   NORMAL          0          0

        2     Scsi Port5 Bus0/Disk1 Part0     OPEN   NORMAL         21          1

        3     Scsi Port5 Bus0/Disk1 Part0     OPEN   NORMAL          0          0

     

    C:\Program Files\IBM\SDDDSM>
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          Note: When following the SAN zoning recommendation, this gives us, using one VDisk and a host with two HBAs, (# of VDisk) x (# of paths per IO group per HBA) x (# of HBAs) = 1 x 2 x 2 = four paths.

        
      

    

    7.	Right-click the disk in Disk Management window and select Online to place the disk online (Figure 4-48). When attaching multiple drives, you need to repeat this step for all drives.
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    Figure 4-48   Windows 2008 - place disk online

    8.	Right-click one disk again and select Initialize Disk (Figure 4-49).
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    Figure 4-49   Windows 2008 - Initialize Disk

    9.	Mark all the disks you want to initialize and click OK (Example 4-50).
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    Figure 4-50   Windows 2008 - Initialize Disk

    10.	Right-click the unallocated disk space and select New Simple Volume (Figure 4-51).
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    Figure 4-51   Windows 2008 - New Simple Volume

    11.	The New Simple Volume Wizard is presented. Click Next.

    12.	Enter a disk size and click Next (Figure 4-52).
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    Figure 4-52   Windows 2008 - New Simple Volume

    13.	Assign a drive letter and click Next (Figure 4-53).
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    Figure 4-53   Windows 2008 - New Simple Volume

    14.	Enter a volume label and click Next (Figure 4-54).
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    Figure 4-54   Windows 2008 - New Simple Volume

    15.	Click Finish to see the newly configured disk as shown in Figure 4-55. Repeat these steps for every SVC disk on your host system.
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    Figure 4-55   Windows 2008 - Disk Management

    4.3.5  Removing a disk on Windows

    When we want to remove a disk from Windows, and the disk is an SVC VDisk, we need to follow the standard Windows procedure to make sure that there is no data that we want to preserve on the disk, that no applications are using the disk, and that no I/O is going to the disk. After completing this procedure, we remove the VDisk mapping on the SVC. Here we need to make sure we are removing the correct VDisk, and to check this we use SDD to find the serial number for the disk, and on the SVC we use lshostvdiskmap to find the VDisk name and number. We also check that the SDD Serial number on the host matches the UID on the SVC for the VDisk. 

    When the VDisk mapping is removed, we will do a rescan for the disk, Disk Management on the server will remove the disk, and the vpath will go into the status of CLOSE on the server. We can check this by using the SDD command datapath query device, but the vpath that is closed will first be removed after a reboot of the server.

    In the following sequence of steps, we show how we can remove an SVC VDisk from a Windows server. Figure 4-55 shows the Disk Manager before removing the disk.

    We will remove Disk 1(S:). To find the correct VDisk information, we find the Serial/UID number using SDDDSM (Example 4-3).

    Example 4-3   Removing SVC disk from Windows server
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    C:\Program Files\IBM\SDDDSM>datapath query device

     

    Total Devices : 1

     

     

    DEV#:   0  DEVICE NAME: Disk1 Part0  TYPE: 2145       POLICY: OPTIMIZED

    SERIAL: 6005076801AB013F1000000000000001

    ============================================================================

    Path#            Adapter/Hard Disk        State  Mode       Select     Errors

        0     Scsi Port4 Bus0/Disk1 Part0     OPEN   NORMAL       1269          0

        1     Scsi Port4 Bus0/Disk1 Part0     OPEN   NORMAL          0          0

        2     Scsi Port5 Bus0/Disk1 Part0     OPEN   NORMAL       1263          1

        3     Scsi Port5 Bus0/Disk1 Part0     OPEN   NORMAL          0          0
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    Knowing the Serial/UID of the VDisk and the host name W2K8, we find the VDisk mapping to remove using the lshostvdiskmap command on the SVC, and after this we remove the actual VDisk mapping (Example 4-4).

    Example 4-4   Finding and removing the VDisk mapping
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    IBM_2145:ITSO_SVC1:admin>svcinfo lshostvdiskmap W2K8

    id               name              SCSI_id        vdisk_id       vdisk_name        wwpn             vdisk_UID

    0                W2K8              0              1              W2K8_VD1          210000E08B18208B 6005076801AB013F1000000000000001

    IBM_2145:ITSO_SVC1:admin>

     

    IBM_2145:ITSO-SVC1:admin>svctask rmvdiskhostmap -host W2K8 W2K8_VD1

     

    IBM_2145:ITSO_SVC1:admin>svcinfo lshostvdiskmap W2K8

    IBM_2145:ITSO_SVC1:admin>
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    Here we can see that the VDisk is removed from the server, because there is no Info return on the CLI. On the server, we then perform a disk rescan in Disk Management, and we now see that the correct disk (Disk1) has been removed, as shown in Figure 4-56. 
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    Figure 4-56   Disk Management - Disk has been removed

    SDDDSM also shows us that the status for all paths to Disk1 has changed to CLOSE because the disk is not available (Example 4-5).

    Example 4-5   SDDDSM - closed path
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    C:\Program Files\IBM\SDDDSM>datapath query device

     

    Total Devices : 1

     

     

    DEV#:   0  DEVICE NAME: Disk1 Part0  TYPE: 2145       POLICY: OPTIMIZED

    SERIAL: 6005076801AB013F1000000000000001

    ============================================================================

    Path#            Adapter/Hard Disk        State  Mode       Select     Errors

        0     Scsi Port4 Bus0/Disk1 Part0    CLOSE   NORMAL       1271          1

        1     Scsi Port4 Bus0/Disk1 Part0    CLOSE   NORMAL          1          1

        2     Scsi Port5 Bus0/Disk1 Part0    CLOSE   NORMAL       1264          2

        3     Scsi Port5 Bus0/Disk1 Part0    CLOSE   NORMAL          1          1
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    The disk (Disk1) is now removed from the server. However, to remove the SDDDSM information of the disk, we need to reboot the server, but this can wait until a more suitable time.

    4.4  VMware configuration

    This section explains the requirements and additional information for attaching the SAN Volume Controller to VMWare ESX Server system. You will first need to follow the SAN switch zoning instructions as described in 4.1, “SAN setup and zoning recommendations” on page 100 to create the appropriate zoning for this setup.

    4.4.1  Configuring VMware hosts

    Here is a summary of the steps involved to configure the VMware hosts with SVC. 

    1.	Install the HBAs into your host system and ensure that your hosts running on VMware operating systems use the correct host bus adapters (HBAs) and firmware levels. Refer to the manufacturer’s documentation for instructions to install and configure the HBAs. The supported HBA device drivers are already included in the ESX server build.

     

    
      
        	
          Note: After installing the HBAs, load the default configuration of your FC HBAs. We recommend using the same model of HBAs with the same firmware in one server. It is not supported to have Emulex and QLogic HBAs that access the same target in one server.

        
      

    

    2.	Connect the server FC Host adapters to the switches and configure the switches (zoning) using the procedure in 4.1, “SAN setup and zoning recommendations” on page 100.

    3.	Install the VMware operating system (if not already done) and check the HBA timeouts, as described in 4.4.2, “Setting the HBA timeout for failover in VMware” on page 131.

    4.	Configure the host, VDisks, and host mapping in the SVC, as described in 4.4.6, “VDisk configuration for VMware” on page 134.

    We always recommend that you follow manufacturer’s recommendations and update the HBA firmware to the latest supported versions by SVC and VMware. In this document we are using QLogic QLA2342 with 1.54 Firmware.

    4.4.2  Setting the HBA timeout for failover in VMware

    Set the timeout for failover for ESX hosts based on the following recommendations:

    •For QLogic HBAs, the timeout depends on the PortDownRetryCount parameter in the BIOS of the controller. The timeout value is 2 * PortDownRetryCount + 5 sec. We recommend that you set the qlport_down_retry parameter to 8. 

    •For Emulex HBAs, set the lpfc_linkdown_tmo and the lpcf_nodev_tmo parameters to 30 seconds.

    To configure the QLogic host bus adapter (HBA) on VMware hosts, perform the following steps:

    1.	Restart the ESX Host server.

    2.	When you see the QLogic banner, press the Ctrl - Q keys to open the Fast!UTIL menu panel.

    3.	From the Select Host Adapter menu, select the first Adapter Type QLA2xxx.

    4.	From the Fast!UTIL Options menu, select Configuration Settings.

    5.	From the Configuration Settings menu, click Host Adapter Settings.

    6.	From the Host Adapter Settings menu, select the following values:

     –	Host Adapter BIOS: Disabled

     –	Frame size: 2048

     –	Loop Reset Delay: 5 (minimum)

     –	Adapter Hard Loop ID: Disabled

     –	Hard Loop ID: 0

     –	Spinup Delay: Disabled

     –	Connection Options: 1 - point to point only

     –	Fibre Channel Tape Support: Disabled

     –	Data Rate: 2

    7.	Press the Esc key to return to the Configuration Settings menu.

    8.	From the Configuration Settings menu, select Advanced Adapter Settings.

    9.	From the Advanced Adapter Settings menu, set the following parameters:

     –	Execution throttle: 100

     –	Luns per Target: 0

     –	Enable LIP Reset: No

     –	Enable LIP Full Login: Yes

     –	Enable Target Reset: Yes

     –	Login Retry Count: 8

     –	Port Down Retry Count: 8

     –	Link Down Timeout: 10

     –	Command Timeout: 20

     –	Extended error logging: Disabled (might be enabled for debugging)

     –	RIO Operation Mode: 0

     –	Interrupt Delay Timer: 0

    10.	Press Esc to return to the Configuration Settings menu and press Esc again.

    11.	From the Configuration Settings Modified window, select Save changes.

    12.	From the Fast!UTIL Options menu, select the second Host Adapter and repeat steps 
3 to 11.

    13.	. Save the changes and restart the server.

    14.	Connect the server FC Host adapters to the switches.

    4.4.3  VMware supported Multipath solutions 

    The ESX Server performs multipathing by itself, and you do not need to install a multipathing driver such as SDDDSM, either on the ESX server or on the guest operating systems.

    VMware multipathing software dynamic pathing 

    VMware multipathing software does not support dynamic pathing. Preferred paths set in the SAN Volume Controller are ignored. The VMware multipathing software performs static load balancing for I/O, based upon a host setting that defines the preferred path for a given volume. VMware also supports Round Robin Multipathing for SVC.

    Multipathing configuration maximums 

    When you configure, keep in mind the maximum configuration for the VMware multipathing software: 256 is the maximum number of SCSI devices supported by the VMware software, and the maximum number of paths to each VDisk is four, giving you a total number of paths, on a server, of 1024.

    For the latest information about the Multipathing configuration maximums, refer to:

    http://www.vmware.com/pdf/vsphere4/r40/vsp_40_config_max.pdf

     

    
      
        	
          Note: Each path to a VDisk equates to a single SCSI device.

        
      

    

    4.4.4  Operating system versions and maintenance levels

    For the latest information about VMware support, refer to: 

    http://www.ibm.com/systems/storage/software/virtualization/svc/interop.html

    or: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003277#_VMware

    At the time of writing this book, the vSphere (ESX4.0) server was supported.

    Also make sure that you are using supported guest operating systems. The latest information is available at:

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003278#_VMWare

    4.4.5  VMware storage and zoning recommendations

    The VMware ESX server is able to use a Virtual Machine File System (VMFS-3). This is a file system that is optimized to run multiple virtual machines as one workload to minimize disk I/O. It is also able to handle concurrent access from multiple physical machines (ESX Hosts) because it enforces the appropriate access controls and file locking mechanisms. This means that multiple ESX hosts can share the same set of LUNs (Figure 4-57).
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    Figure 4-57   VMware - SVC zoning example - Delete

    This means that theoretically you are able to run all your virtual machines on one LUN, but for performance reasons, in more complex scenarios, it is better to load balance virtual machines over separate HBAs, LUNs, or arrays. 

    If you run an ESX host, with several virtual machines, it makes sense to tier your storage. 
For example, use one “slow” array for Print and Active Directory Services guest operating systems without high I/O, and another fast array for database guest operating systems. 

    Using fewer VDisks does have the following advantages:

    •More flexibility to create virtual machines without creating new space on the SVC cluster

    •More possibilities for taking VMware snapshots

    •Fewer VDisks to manage

    Using more and smaller VDisks can have the following advantages:

    •Different I/O characteristics of the guest operating systems

    •More flexibility (the multipathing policy and disk shares are set per VDisk)

    •Microsoft Cluster Service requires its own VDisk for each cluster disk resource

    More documentation about designing your VMware infrastructure is provided at:

    http://www.vmware.com/vmtn/resources/

    or:

    http://www.vmware.com/resources/techresources/1059

     

    
      
        	
          Notes:

          •ESX Server hosts that use shared storage for virtual machine failover or load balancing must be in the same zone.

          •You can have only one VMFS volume per VDisk.

        
      

    

    4.4.6  VDisk configuration for VMware

    First, we make sure that the VMware host is logged into the SAN Volume Controller. In our examples, VMware ESX server V4.0 and the host name “MVMH1” is used.

    On the SVC command line, enter the following command to check the status of the host:

    svcinfo lshost <hostname>

    Example 4-6 shows that the host mvmh1 is logged into the SVC with two HBAs.

    Example 4-6   lshost MVMH1
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    IBM_2145:ITSO-SVC1:admin>svcinfo lshost MVMH1

    id 1

    name MVMH1

    port_count 2

    type generic

    mask 1111

    iogrp_count 4

    WWPN 210100E08B28FC3F

    node_logged_in_count 2

    state active

    WWPN 210000E08B08FC3F

    node_logged_in_count 2

    state active
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    Then we have to set the SCSI Controller Type in VMware as shown in Figure 4-58. By default, ESX Server disables the SCSI bus sharing in the virtual machines, and does not allow multiple virtual machines to access the same VMDK file at the same time.

    But in many configurations, such as those for MSCS Clustering, the virtual machines have to share the same VMDK file to share a disk.

    Log on to your vSphere Client and shut down the virtual machine. Right-click the virtual machine and select Edit settings. Highlight the SCSI Controller, and select one of the three available settings, depending on your configuration:

    •None: Disks cannot be shared by other virtual machines.

    •Virtual: Disks can be shared by virtual machines on the same server.

    •Physical: Disks can be shared by virtual machines on any server. 

    Click OK to apply the setting.
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    Figure 4-58   Changing SCSI Bus settings

    Create your VDisks on the SVC using an appropriate naming convention and map them to the ESX hosts, as described in 4.2.2, “Creating VDisks to be used by the host system” on page 109 and 4.2.3, “Mapping the VDisks to the host system” on page 115.

     

    
      
        	
          Notes:

          •If you want to use features such as VMotion, the VDisks that own the VMFS File Systems have to be visible to every ESX host that must be able to host the virtual machine (VMware supports up to 32 hosts in a cluster). In SVC, this can be achieved by selecting the check box, Allow the virtual disks to be mapped even if they are already mapped to a host. 

          •The VDisk has to have the same SCSI ID on each ESX host.

        
      

    

    For this example configuration, we have created one VDisk and have mapped it to our ESX host, as shown in Example 4-7.

    Example 4-7   Mapped VDisk to ESX host MVMH1
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    IBM_2145:ITSO_SVC1:admin>svcinfo lshostvdiskmap MVMH1

    id               name              SCSI_id        vdisk_id       vdisk_name        wwpn             vdisk_UID

    1                MVMH1             1              2              VMW_VD1           210100E08B28FC3F 6005076801AB013F1000000000000002
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    ESX Hosts do not automatically scan for SAN changes. If you have made any changes to your SVC or SAN configuration and want to see the disk configuration immediately, perform the following steps:

    1.	Open the vSphere Client.

    2.	Select ESX Host.

    3.	Select Configuration tab, In the Hardware window, choose Storage Adapters.

    4.	Click Rescan.

    To configure a storage device for use in VMware, perform the following steps:

    1.	Open your vSphere Client.

    2.	Select the host in which you want to see the assigned VDisks and open the Configuration tab. 

    3.	In the Hardware window on the left side, click Storage.

    4.	To create a new datastore, select Click here to create a datastore or Add storage if the yellow field does not display (Figure 4-59). 
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    Figure 4-59   VMWare Add Datastore

    5.	The Add Storage wizard is presented.

    6.	Select create Disk/Lun and click Next.

    7.	Select the SVC VDisk you want to use for the datastore and click Next.

    8.	Review the Disk Layout and click Next.

    9.	Enter a datastore name and click Next.

    10.	Select a Block Size and enter the size of the new partition, then click Next. (The Block size will determine or limit the max size of the VMFS filesystem.)

    11.	Review your selections and click Finish.

    Now the created VMFS datastore is displayed in the Storage window. You will see the details for the highlighted datastore. Check if all the paths are available, and that the Path Selection is set to Fixed.
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    Figure 4-60   VMWare Storage Configuration

    If not all paths are available, check your SAN and storage configuration. After fixing the problem, select Refresh to perform a path rescan. The view will be updated to the new configuration.

    The recommended Multipath Policy for SVC is Fixed. If you have to edit this policy, perform the following steps:

    1.	Highlight the datastore. 

    2.	Click Properties.

    3.	Click Managed Paths.

    4.	Click Change (see Figure 4-60).

    5.	Select Fixed

    6.	Click OK.

    7.	Click Close. 

    Now your VMFS datastore has been created and you can start using it for your guest operating systems.

    VDisk naming in VMware

    In the Virtual Infrastructure Client, a VDisk is displayed as a sequence of three or four numbers, separated by colons (Figure 4-60):

    <SCSI HBA>:<SCSI target>:<SCSi VDIsk>:<disk partition>

    Where:

     –	SCSI HBA = The number of the SCSI HBA (can change).

     –	SCSI target = The number of the SCSI target (can change).

     –	SCSI VDisk = The number of the VDisk (never changes).

     –	disk partition = The number of the disk partition (never changes). If the last number is not displayed, the name stands for the entire VDisk.

    4.4.7  Extending a VMFS volume

    With ESX4.0 and above, it is possible to expand VMFS volumes while virtual machines are running. First, you have to expand the VDisk on the SVC, and then you are able to expand the VMFS volume. Before performing these steps, we recommend having a backup of your data.

    Perform the following steps to extend a volume:

    1.	The VDisk can be expanded with the svctask expandvdisksize -size 1 -unit gb <Vdiskname> command (Example 4-8).

    Example 4-8   Expanding a VDisk in SVC
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    IBM_2145:ITSO_SVC1:admin>svcinfo lsvdisk VMW_VD1

    id 2

    name VMW_VD1

    IO_group_id 0

    IO_group_name io_grp0

    status online

    mdisk_grp_id 0

    mdisk_grp_name SVC1_MDG1

    capacity 50.0GB

    type striped

    formatted no

    mdisk_id

    mdisk_name

    FC_id

    FC_name

    RC_id

    RC_name

    vdisk_UID 6005076801AB013F1000000000000002

    throttling 0

    preferred_node_id 2

    fast_write_state empty

    cache readwrite

    udid 0

    fc_map_count 0

    sync_rate 50

    copy_count 1

     

    copy_id 0

    status online

    sync yes

    primary yes

    mdisk_grp_id 0

    mdisk_grp_name SVC1_MDG1

    type striped

    mdisk_id

    mdisk_name

    fast_write_state empty

    used_capacity 50.00GB

    real_capacity 50.00GB

    free_capacity 0.00MB

    overallocation 100

    autoexpand

    warning

    grainsize

    IBM_2145:ITSO_SVC1:admin>

    IBM_2145:ITSO_SVC1:admin>svctask expandvdisksize -size 1 -unit gb VMW_VD1

    IBM_2145:ITSO_SVC1:admin>svcinfo lsvdisk VMW_VD1

    id 2

    name VMW_VD1

    IO_group_id 0

    IO_group_name io_grp0

    status online

    mdisk_grp_id 0

    mdisk_grp_name SVC1_MDG1

    capacity 51.0GB

    type striped

    formatted no

    mdisk_id

    mdisk_name

    FC_id

    FC_name

    RC_id

    RC_name

    vdisk_UID 6005076801AB013F1000000000000002

    throttling 0

    preferred_node_id 2

    fast_write_state empty

    cache readwrite

    udid 0

    fc_map_count 0

    sync_rate 50

    copy_count 1

     

    copy_id 0

    status online

    sync yes

    primary yes

    mdisk_grp_id 0

    mdisk_grp_name SVC1_MDG1

    type striped

    mdisk_id

    mdisk_name

    fast_write_state empty

    used_capacity 51.00GB

    real_capacity 51.00GB

    free_capacity 0.00MB

    overallocation 100

    autoexpand

    warning

    grainsize

    IBM_2145:ITSO_SVC1:admin>
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    2.	Open the vSphere Client and select the host.

    3.	Select Configuration.

    4.	Select Storage Adapters.

    5.	Click Rescan.

    6.	Make sure that the Scan for new Storage Devices check box is marked and click OK. After the scan has completed, the new capacity is displayed in the Details section.

    7.	Click Storage.

    8.	Right-click the VMFS volume and click Properties.

    9.	Select the volume that you want to increase and click Increase.

    10.	Select the volume again and click Next.

    11.	Note the new Free space entry at the Partition description.

    12.	Select the capacity (Max is Default) and click Next.

    13.	Click Finish.

    14.	Click Close on the Volume Properties window.

    The VMFS volume has now been extended and the new space is ready for use.

     

    
      
        	
          Note: A formatted capacity of VMFS is smaller than the provisioned space to the LUN.

        
      

    

    4.4.8  Removing a datastore from an ESX host

    Before you remove a datastore from an ESX host, you have to migrate or delete all virtual machines that reside on this datastore.

    To remove a datastore, perform the following steps:

    1.	Back up the data.

    2.	Open the vSphere Client.

    3.	Select the host. 

    4.	Select Configuration.

    5.	Select Storage.

    6.	Right-click the datastore you want to remove.

    7.	Click Delete. 

    8.	Read the warning, and if you are sure that you want to remove the datastore and delete all data on it, click Yes.

    9.	Remove the host mapping on the SVC or delete the VDisk (as shown in Example 4-9).

    10.	In the vSphere Client, select Storage Adapters and click Rescan.

    11.	Make sure that the Scan for new Storage Devices check box is marked and click OK.

    12.	After the scan completes, the disk disappears from the view.

    Your datastore has now been successfully removed from the system.

    Example 4-9   Remove VDisk host mapping - Delete VDisk
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    IBM_2145:ITSO-SVC1:admin>svctask rmvdiskhostmap -host MVMH1 VMW_VD1

    IBM_2145:ITSO-SVC1:admin>svctask rmvdisk VMW_VD1

    [image: ]

    4.5  Linux configuration

    In this section, we discuss the requirements and steps for attaching a host server running Red Hat Enterprise Linux 5 Update 3 (RHEL 5.3) to IBM Virtual Disk System. In our example, the host server has already been installed with RHEL 5.3. We show the steps that you need to follow in order to provide access to VDisks provisioned by SVC to this host server. 

    FC HBA code levels 

    It is imperative to use supported FC HBAs when attaching host servers to the SVC. You can find the list of supported HBAs on the following Web page: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003277

    In our case, we use a pair of QLA2340 HBAs. 

    On the previous Web page, you can also find information about supported levels of HBA BIOS, firmware and driver. Make sure that you use the supported levels of code. The RHEL 5.3 driver for QLA2340 is available on the following Web page: 

    http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/default.aspx

    At the time of writing, the QLogic driver available on this Web page is the same version (v8.02.00.06.05.03-k) as the one on RHEL 5.3 installation media. So we do not need to download and upgrade the HBA driver. 

    QLA2340 driver in non-failover mode 

    The actual driver file name is qla2xxx.ko. The HBA failover functionality will be provided by Linux multipath support, therefore it is important to use the QLA2340 driver in non-failover mode. By default, the driver operates in failover mode; we can change this by setting the ql2xfailover parameter to 0 in /etc/modprobe.conf file. Edit the /etc/modprobe.conf file and add the following line: 

    options qla2xxx ql2xfailover = 0 

    Setting queue depth with QLogic HBAs 

    In a large SAN, it is important to limit the queue depth on host servers. If an SVC node reaches the maximum number of queued commands, and this condition persists for longer than 15 seconds, many operating systems will trigger error conditions. This will cause application failures on the affected host servers. To prevent this problem, set the queue depth to a limited value on the host servers. 

    A large SAN is the one with 1000 or more VDisk-to-host mappings. For example, if you have 50 servers, and each uses 20 VDisks, this is a large SAN. 

     

    
      
        	
          Note: The formula to calculate queue depth in large SANs is available in the IBM System Storage SAN Volume Controller Software Installation and Configuration Guide, SC23-6628.

        
      

    

    After you have calculated the queue depth for a particular host server, you can use the ql2xmaxqdepth parameter of QLA2340 HBA driver. Edit the /etc/modprobe.conf file and alter the following line: 

    options qla2xxx ql2xfailover = 0 ql2xmaxqdepth = new_queue_depth 

    RHEL 5.3 multipath support 

    Red Hat Enterprise Linux versions 4 and older supported IBM SDD (Subsystem Device Driver) multipath solution. RHEL 5 and higher only support native multipathing included in the operating system: Device Mapper Multipath (DMMP) module. You can verify this on the SVC recommended software levels Web page: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003278#RedHatLinux

    Follow these steps to enable DMMP support for SVC in RHEL 5.3. 

    1.	Make sure the following DMMP packages are installed on the Linux server: 

     –	device-mapper 

     –	device-mapper-multipath 

    We can verify this result with the command, rpm -qa | grep device-mapper, as shown in Example 4-10. 

    Example 4-10   Device-mapper packages 
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    [root@localhost SJ2009]# rpm -qa | grep device-mapper

    device-mapper-event-1.02.28-2.el5

    device-mapper-1.02.28-2.el5

    device-mapper-multipath-0.4.7-23.el5
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    As you can see, the required device-mapper packages are installed. 

    2.	Edit the /etc/multipath.conf file and make sure that it contains the sections listed in Example 4-11. You can also download the Device Mapper Multipath Configuration file at:

    http://www.ibm.com/support/docview.wss?uid=ssg1S4000107#RSSM

    Example 4-11   /etc/multipath.conf sections 
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    defaults {

      polling_interval    30

      failback            immediate

      no_path_retry       5

      rr_min_io           100

      path_checker        tur

      user_friendly_names yes 

    } 

    # SVC

    device {

         vendor               "IBM"

         product              "2145"

         path_grouping_policy group_by_prio

         prio_callout         "/sbin/mpath_prio_alua /dev/%n"

         prio                 "alua /dev/%a"

     }
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    3.	Enable autoload of device-mapper by issuing one of the following commands as root: 

    chkconfig multipathd on 

    chkconfig --level 345 multipathd on

    4.	Manually start DMMP by issuing the following command: 

    /etc/init.d/multipathd start 

    Discover the VDisk on Linux

    Now we can expect our Linux host server to see the two VDisks mapped to it. If the host does not see them, perform any of the following actions: 

    •Reboot the host server.

    •Unload and reload the FC HBA driver.

    •If none of these actions is possible (for example, due to no downtime allowed), you can run the following commands on the host: 

    echo “- - -” > /sys/class/scsi_host/host0/scan 

    echo “- - -” > /sys/class/scsi_host/host1/scan

    We continue the procedure with creating partitions and file systems on the two VDisks.

    Creating partitions on assigned disks / vdisks

    The multipath functionality of device-mapper represents the VDisks mapped to the Linux host as /dev/dm-0, /dev/dm-1 and so on. To verify that the multipathd service is active, use the commands listed in Example 4-12. 

    Example 4-12   Status of multipathd 
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    [root@localhost ~]# service multipathd status

    multipathd (pid 2064) is running...
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    We can now scan and view the multipath devices. Example 4-13 lists the output of two commands that we use to perform: 

    •multipath -v2 

    •multipath -ll 

    Example 4-13   Scan and view multipath devices 
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    [root@localhost ~]# multipath -v2

    [root@localhost ~]# multipath -ll

    mpath1 (36005076801ab013f1000000000000008) dm-1 IBM,2145

    [size=8.0G][features=1 queue_if_no_path][hwhandler=0][rw]

    \_ round-robin 0 [prio=100][active]

     \_ 0:0:0:1 sdb 8:16  [active][ready]

     \_ 1:0:0:1 sdf 8:80  [active][ready]

    \_ round-robin 0 [prio=20][enabled]

     \_ 0:0:1:1 sdd 8:48  [active][ready]

     \_ 1:0:1:1 sdh 8:112 [active][ready]

    mpath0 (36005076801ab013f1000000000000007) dm-0 IBM,2145

    [size=4.0G][features=1 queue_if_no_path][hwhandler=0][rw]

    \_ round-robin 0 [prio=100][active]

     \_ 0:0:1:0 sdc 8:32  [active][ready]

     \_ 1:0:1:0 sdg 8:96  [active][ready]

    \_ round-robin 0 [prio=20][enabled]

     \_ 0:0:0:0 sda 8:0   [active][ready]

     \_ 1:0:0:0 sde 8:64  [active][ready]
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    The output shows our two VDisks and the FC paths to them. Each VDisk is accessible through four paths. The two VDisks on our SVC are presented as the following devices: 

    •/dev/mpath/mpath0 

    •/dev/mpath/mpath1 

    However, to create partitions, we need to use the fdisk command on the underlying disks /dev/dm-0 and /dev/dm-1. Run fdisk as follows: 

    •fdisk /dev/dm-0 

    •fdisk /dev/dm-1 

    When done, we can verify the setup of partitions using the fdisk -l command (see Example 4-14). 

    Example 4-14   Partitions on VDisks 
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    [root@localhost ~]# fdisk -l

     

    Disk /dev/dm-0: 4294 MB, 4294967296 bytes

    255 heads, 63 sectors/track, 522 cylinders

    Units = cylinders of 16065 * 512 = 8225280 bytes

     

         Device Boot      Start         End      Blocks   Id  System

    /dev/dm-0p1               1         522     4192933+  83  Linux

     

    Disk /dev/dm-1: 8589 MB, 8589934592 bytes

    255 heads, 63 sectors/track, 1044 cylinders

    Units = cylinders of 16065 * 512 = 8225280 bytes

     

         Device Boot      Start         End      Blocks   Id  System

    /dev/dm-1p1               1        1044     8385898+  83  Linux
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          Note: The fdisk -l command produces much longer output. In Example 4-14, we only show the parts relevant to /dev/dm-0 and /dev/dm-1. 

        
      

    

    Creating file systems 

    After the partitions are created, the next step is to create a file system in each partition. In our example, we have created one partition on each VDisk. We will now create EXT2 file system on each partition. 

    We can use the mkfs command, as shown in Example 4-15. The partition on VDisk 0 is represented as /dev/mpath/mpath0p1, and the partition on VDisk 1 is shown as /dev/mpath/mpath1p1. 

    Example 4-15   Creating EXT2 file system in partitions on VDisk 0 and VDisk 1 
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    ### Creating file system on VDisk 0 ### 

     

    [root@localhost ~]# mkfs -t ext2 /dev/mpath/mpath0p1

    mke2fs 1.39 (29-May-2006)

    Filesystem label=

    OS type: Linux

    Block size=4096 (log=2)

    Fragment size=4096 (log=2)

    524288 inodes, 1048233 blocks

    52411 blocks (5.00%) reserved for the super user

    First data block=0

    Maximum filesystem blocks=1073741824

    32 block groups

    32768 blocks per group, 32768 fragments per group

    16384 inodes per group

    Superblock backups stored on blocks: 

            32768, 98304, 163840, 229376, 294912, 819200, 884736

     

    Writing inode tables: done                            

    Writing superblocks and filesystem accounting information: done

     

    This filesystem will be automatically checked every 28 mounts or

    180 days, whichever comes first.  Use tune2fs -c or -i to override. 

     

    ### Creating file system on VDisk 1 ### 

     

    [root@localhost ~]# mkfs -t ext2 /dev/mpath/mpath1p1

    mke2fs 1.39 (29-May-2006)

    Filesystem label=

    OS type: Linux

    Block size=4096 (log=2)

    Fragment size=4096 (log=2)

    1048576 inodes, 2096474 blocks

    104823 blocks (5.00%) reserved for the super user

    First data block=0

    Maximum filesystem blocks=2147483648

    64 block groups

    32768 blocks per group, 32768 fragments per group

    16384 inodes per group

    Superblock backups stored on blocks: 

            32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

     

    Writing inode tables: done                            

    Writing superblocks and filesystem accounting information: done

     

    This filesystem will be automatically checked every 30 mounts or

    180 days, whichever comes first.  Use tune2fs -c or -i to override.
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    One last step remains: We need to mount the file system on each VDisk with the following set of commands: 

    Example 4-16   Creating mount points for VDisks 0 and 1 
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    [root@localhost ~]# mkdir /mnt/VDisk0 

    [root@localhost ~]# mkdir /mnt/VDisk1 

    [root@localhost ~]# mount /dev/mpath/mpath0p1 /mnt/VDisk0 

    [root@localhost ~]# mount /dev/mpath/mpath0p1 /mnt/VDisk1 
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    The two VDisks are now ready for use and accessible through the following mount points: 

    •/mnt/VDisk0 

    •/mnt/VDisk1 

    For a simple test, we copied a directory named SJ2009 onto VDisk 1. The result is shown in Example 4-17. 

    Example 4-17   A directory copied to VDisk 1 
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    [root@localhost ~]# ls /mnt/VDisk1 -al

    total 32

    drwxr-xr-x 4 root root  4096 Jul  8 15:46 .

    drwxr-xr-x 4 root root  4096 Jul  8 13:13 ..

    drwx------ 2 root root 16384 Jul  8 15:45 lost+found

    drwxr-xr-x 2 root root  4096 Jul  8 14:33 SJ2009
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    This completes the process of connecting the Linux host to SVC and configuring access to VDisks. 

    4.6  AIX configuration

    The following section details specific information that relates to the connection of AIX-based hosts into an SVC environment. To configure the AIX host, follow these steps:

    1.	Install the HBAs into the AIX host system.

    2.	Ensure that you have installed the correct operating systems and version levels on your host, including any updates and APARs (Authorized Program Analysis Reports) for the operating system.

    3.	Connect the AIX host system to the Fibre Channel switches.

    4.	Configure the Fibre Channel switches (zoning) as described in 4.1, “SAN setup and zoning recommendations” on page 100.

    5.	Install and configure the 2145 and SDDPCM (or SDD) drivers, including the host attachment packages.

    6.	Configure the host, VDisks, and host mapping on the SAN Volume Controller (4.2, “Host system configuration on SVC” on page 106).

    7.	Run the cfgmgr command to discover the VDisks created on the SVC.

    At the time of writing, the following AIX levels are supported:

    •AIX V4.3.3

    •AIX 5L™ V5.1

    •AIX 5L V5.2

    •AIX 5L V5.3

    •AIX V6.1

    For the latest information, and device driver support, always refer to this site:

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003278#_AIX

    4.6.1  HBAs for IBM System p hosts 

    Ensure that your IBM System p AIX hosts use the correct host bus adapters (HBAs).

    The following IBM Web site provides current interoperability information about supported HBAs and firmware:

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003277#_pSeries

     

    
      
        	
          Note: The maximum number of Fibre Channel ports that are supported in a single host (or logical partition) is four. This can be four single-port adapters or two dual-port adapters or a combination, as long as the maximum number of ports that are attached to the SAN Volume Controller does not exceed four.

        
      

    

    Installing the host attachment script on IBM System p hosts

    To attach an IBM System p AIX host, you must install the AIX host attachment scripts. 

    Perform the following steps to install the host attachment scripts:

    1.	Access the following Web site:

    http://www.ibm.com/servers/storage/support/software/sdd/downloading.html

    2.	Select Host Attachment Scripts for AIX.

    3.	Select either Host Attachment Script for SDDPCM or Host Attachment Scripts for SDD from the options, depending on your multipath device driver.

    4.	Download the AIX host attachment script for your multipath device driver. 

    5.	Follow the instructions provided on the Web site or any readme files to install the script.

    4.6.2  Configuring for fast fail and dynamic tracking 

    For hosts systems that run an AIX 5L V5.2 or later operating system, you can achieve the best results by using the fast fail and dynamic tracking attributes. 

    Perform the following steps to configure your host system to use the fast fail and dynamic tracking attributes: 

    1.	Issue the following command to set the Fibre Channel SCSI I/O Controller Protocol Device to each Adapter:

    chdev -l fscsi0 -a fc_err_recov=fast_fail

    The previous command was for adapter fscsi0. Example 4-18 shows the command for both adapters on our test system running AIX V6.1.

    Example 4-18   Enable Fast Fail
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    #chdev -l fscsi0 -a fc_err_recov=fast_fail

    fscsi0 changed

    #chdev -l fscsi1 -a fc_err_recov=fast_fail

    fscsi1 changed
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    2.	Issue the following command to enable dynamic tracking for each Fibre Channel device:

    chdev -l fscsi0 -a dyntrk=yes

    The previous example command was for adapter fscsi0. Example 4-19 shows the command for both adapters on our test system running AIX V6.1.

    Example 4-19   Enable dynamic tracking
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    #chdev -l fscsi0 -a dyntrk=yes

    fscsi0 changed

    #chdev -l fscsi1 -a dyntrk=yes

    fscsi1 changed
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    4.6.3  Host adapter configuration settings

    You can check the availability of the FC Host Adapters by using the command shown in Example 4-20.

    Example 4-20   FC Host Adapter availability
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    #lsdev -Cc adapter |grep fcs

    fcs0    Available 1Z-08    FC Adapter

    fcs1    Available 1D-08    FC Adapter
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    You can also find the worldwide port name (WWPN) of your FC Host Adapter and check the firmware level, as shown in Example 4-21. The Network Address is the WWPN for the FC adapter.

    Example 4-21   FC Host Adapter settings and WWPN
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    #> lscfg -vpl fcs0

      fcs0             U78A5.001.WIH106C-P1-C10-T1  4Gb FC PCI-X Adapter (df1023fd)

     

            Part Number.................43W6861

            Serial Number...............VM71876034

            EC Level....................A

            Customer Card ID Number.....2B30

            Manufacturer................001B

            FRU Number..................43W6862

            Device Specific.(ZM)........3

            Network Address.............10000000C96601A0

            ROS Level and ID............02C82715

            Device Specific.(Z0)........1036406D

            Device Specific.(Z1)........00000000

            Device Specific.(Z2)........00000000

            Device Specific.(Z3)........03000909

            Device Specific.(Z4)........FFC01211

            Device Specific.(Z5)........02C82715

            Device Specific.(Z6)........06C12715

            Device Specific.(Z7)........07C12715

            Device Specific.(Z8)........20000000C96601A0

            Device Specific.(Z9)........BS2.70A5

            Device Specific.(ZA)........B1F2.70A5

            Device Specific.(ZB)........B2F2.70A5

            Device Specific.(ZC)........00000000

            Hardware Location Code......U78A5.001.WIH106C-P1-C10-T1

     

     

      PLATFORM SPECIFIC

     

      Name:  fibre-channel

        Model:  LP1105-BCv

        Node:  fibre-channel@1

        Device Type:  fcp

        Physical Location: U78A5.001.WIH106C-P1-C10-T1

    #>
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    4.6.4  Multipath Driver for AIX

    For SAN Volume Controller, there are two forms of multipathing driver available for AIX 5.2 onwards

    •Subsystem Device Driver (SDD)

    •Subsystem Device Driver with Path Control Module (SDDPCM)

    SDD is a pseudo device driver designed to support the multipath configuration environments within IBM products. It resides on a host system along with the native disk device driver and provides the following functions:

    •Enhanced data availability

    •Dynamic input/output (I/O) load balancing across multiple paths

    •Automatic path failover protection

    •Concurrent download of licensed internal code

    SDD works by grouping each physical path to an SVC LUN, represented by individual hdisk devices within AIX, into a vpath device (for example, if you have four physical paths to an SVC LUN, this produces four new hdisk devices within AIX). From this moment onwards, AIX uses this vpath device to route I/O to the SVC LUN. Therefore, when making an LVM volume group using mkvg, we specify the vpath device as the destination and not the hdisk device.

    The SDD support matrix for AIX is available at:

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003278#_AIX

    SDDPCM is a loadable path control module designed to support the multipath configuration environment on the IBM System Storage Enterprise Storage Server, the IBM System Storage SAN Volume Controller, and the IBM System Storage DS® family.

    When the supported devices are configured as MPIO-capable devices, SDDPCM is loaded and becomes part of the AIX MPIO FCP (Fibre Channel Protocol) device driver. The AIX MPIO device driver with the SDDPCM module enhances the data availability and I/O load balancing. SDDPCM manages the paths to provide:

    •High availability and load balancing of storage I/O

    •Automatic path-failover protection

    •Concurrent download of licensed internal code

    •Prevention of a single-point-failure caused by host bus adapter, Fibre Channel cable, or host-interface adapter on supported storage

    .The SDDPCM multipath driver exploits the multipath I/O driver (MPIO) which is built into the AIX operating systems for AIX 5.2 onwards. Growing number of operating system vendors are including the multipath I/O driver framework in their operating system and hence MPIO is considered to be the future as far as multipath I/O drivers are concerned. Due to this reason, in this book, we illustrate the use of SDDPCM with AIX. 

    If you want to make use of SDD, refer to the Redbooks publication: Implementing the IBM System Storage SAN Volume Controller V4.3, SG24-6423.

     

    
      
        	
          Note: SDDPCM is not available for AIX v4.3 and prior. Therefore, you need to check the IBM SAN Volume Controller interoperability Web site at: 

          http://www.ibm.com/storage/support/2145

        
      

    

    SDDPCM installation

    In Example 4-22, we show the appropriate version of host attachment package followed by the SDDPCM downloaded into the /tmp/sddpcm directory. From here we extract it and initiate the inutoc command, which generates a dot.toc (.toc) file that is needed by the installp command prior to installing SDDPCM. Finally, we initiate the installp command, which installs SDDPCM onto this AIX host.

    Example 4-22   Installing host attachment package for SDDPCM on AIX
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    #> ls -tlr

    -rw-r--r--    1 203      staff         95232 Apr 17 14:02 devices.fcp.disk.ibm.mpio.rte

    -rw-r--r--    1 root     system       102400 Jul 01 12:24 devices.fcp.disk.ibm.mpio.rte.tar

    #>

     

    # inutoc .

    #> ls -tlr

    total 400

    -rw-r--r--    1 203      staff         95232 Apr 17 14:02 devices.fcp.disk.ibm.mpio.rte

    -rw-r--r--    1 root     system       102400 Jul 01 12:24 devices.fcp.disk.ibm.mpio.rte.tar

    -rw-r--r--    1 root     system          338 Jul 06 15:11 .toc

    #>installp -ac -d . all
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    Example 4-23 checks the installation of SDDPCM.

    Example 4-23   Checking host attachment package for SDDPCM device driver
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    # lslpp -l devices.fcp.disk.*

      Fileset                      Level  State      Description

      ----------------------------------------------------------------------------

    Path: /usr/lib/objrepos

      devices.fcp.disk.ibm.mpio.rte

                                1.0.0.16  COMMITTED  IBM MPIO FCP Disk Device
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    Example 4-24 lists the SDDPCM package.

    Example 4-24   Listing the SDDPCM package
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    #> ls -ltr

    total 16432

    -rw-r-----    1 271001   449628      2867200 Nov 05 2008  devices.sddpcm.61.rte

    -rw-r--r--    1 root     system      1329152 Apr 29 05:28 devices.sddpcm.61.2.4.0.3.bff

    -rw-r--r--    1 root     system      1331200 Jul 01 12:22 devices.sddpcm.61.2.4.0.3.bff.tar

    -rw-r--r--    1 root     system      2877440 Jul 01 12:22 devices.sddpcm.61.rte.tar

    -rw-r--r--    1 root     system         2516 Jul 06 16:35 .toc

    #> installp -ac -d . all
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    After the SDDPCM is successfully installed, you might have to reboot the AIX host. After rebooting the host, check whether the SDDPCM has been installed successfully as shown in Example 4-25. 

    Example 4-25   Verifying SDDCPM after installation
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    #> lslpp -l *sddpcm*

      Fileset                      Level  State      Description

      ----------------------------------------------------------------------------

    Path: /usr/lib/objrepos

      devices.sddpcm.61.rte      2.4.0.3  COMMITTED  IBM SDD PCM for AIX V61

     

    Path: /etc/objrepos

      devices.sddpcm.61.rte      2.4.0.3  COMMITTED  IBM SDD PCM for AIX V61
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    4.6.5  Discovering the assigned VDisk using SDDPCM and AIX V6.1

    Before adding a new volume from the SVC, the AIX host system had a “plain” configuration, as shown in Example 4-26.

    Example 4-26   Status of AIX host system [image: ]

    #> lspv

    hdisk0          0000d4eabc7f01c5                    rootvg          active

    #lsvg

    rootvg[image: ]

    In Example 4-27, we show SVC configuration information relating to our AIX host, specifically, the host definition, the VDisks created for this host, and the VDisk-to-host mappings for this configuration. Using the SVC CLI, we can check that the host WWPNs, listed in Example 4-21 on page 148, are logged into the SVC for the host definition “aix_test”, by entering: 

    svcinfo lshost 

    We can also find the serial numbers of the VDisks using the following command:

    svcinfo lshostvdiskmap

    Example 4-27   SVC definitions for host system 
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    IBM_2145:ITSO_SVC1:admin>svcinfo lshost aix_test

    id 3

    name aix_test

    port_count 2

    type generic

    mask 1111

    iogrp_count 4

    WWPN 10000000C96601A1

    node_logged_in_count 2

    state active

    WWPN 10000000C96601A0

    node_logged_in_count 2

    state active

     

    IBM_2145:ITSO_SVC1:admin> svcinfo lshostvdiskmap -delim : aix_test

    id:name:SCSI_id:vdisk_id:vdisk_name:wwpn:vdisk_UID

    3:aix_test:0:115:aix_vd_1:10000000C96601A1:600507680191814CA800000000000322

    3:aix_test:1:116:aix_vd_2:10000000C96601A1:600507680191814CA800000000000323

    3:aix_test:2:117:aix_vd_3:10000000C96601A1:600507680191814CA800000000000324

     

    IBM_2145:ITSO_SVC1:admin>svcinfo lsvdisk aix_vd_1

    id 115

    name aix_vd_1

    IO_group_id 0

    IO_group_name io_grp0

    status online

    mdisk_grp_id 4

    mdisk_grp_name TUCSVC1_MDG

    capacity 1.00GB

    type striped

    formatted no

    mdisk_id

    mdisk_name

    FC_id

    FC_name

    RC_id

    RC_name

    vdisk_UID 600507680191814CA800000000000322

    throttling 0

    preferred_node_id 1817

    fast_write_state empty

    cache readwrite

    udid

    fc_map_count 0

    sync_rate 50

    copy_count 1

     

    copy_id 0

    status online

    sync yes

    primary yes

    mdisk_grp_id 4

    mdisk_grp_name TUCSVC1_MDG

    type striped

    mdisk_id

    mdisk_name

    fast_write_state empty

    used_capacity 1.00GB

    real_capacity 1.00GB

    free_capacity 0.00MB

    overallocation 100

    autoexpand

    warning

    grainsize

     

     

    IBM_2145:ITSO_SVC1:admin>svcinfo lsvdiskhostmap -delim : aix_vd_1

    id:name:SCSI_id:host_id:host_name:wwpn:vdisk_UID

    115:aix_vd_1:0:3:aix_test:10000000C96601A1:600507680191814CA800000000000322

    115:aix_vd_1:0:3:aix_test:10000000C96601A0:600507680191814CA800000000000322
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    We need to run cfgmgr on the AIX host to discover the new disks and enable us to start the multipath configuration; if we run the config manager (cfgmgr) on each FC adapter, it will create the new hdisks:

    # cfgmgr -l fcs0

    # cfgmgr -l fcs1

    Alternatively, use the cfgmgr -vS command to check the complete system. This command will probe the devices sequentially across all FC adapters and attached disks; however, it is very time intensive:

    # cfgmgr -vS

    The raw SVC disk configuration of the AIX host system now looks as shown in Example 4-28. We can see that it shows three SVC vdisks as MPIO FC 2145 disks.

    Example 4-28   VDisks from SVC shown as MPIO FC 2145 disks
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    #> lsdev -Cc disk

    hdisk0 Available 00-08-00 SAS Disk Drive

    hdisk1 Available 03-08-02 MPIO FC 2145

    hdisk2 Available 03-08-02 MPIO FC 2145

    hdisk3 Available 03-08-02 MPIO FC 2145
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    To make a volumegroup (for example, itsoaixvg) to host the LUNs, we use the mkvg command, passing the device as a parameter. This is shown in Example 4-29.

    Example 4-29   Running the mkvg command
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    #> mkvg -y itsoaixvg hdisk1

    0516-1254 mkvg: Changing the PVID in the ODM.

    itsoaixvg

    #> mkvg -y itsoaixvg1 hdisk2

    0516-1254 mkvg: Changing the PVID in the ODM.

    itsoaixvg1

    #> mkvg -y itsoaixvg2 hdisk3

    0516-1254 mkvg: Changing the PVID in the ODM.

    itsoaixvg2

    [image: ]

    Now, by running the lspv command, we can see the disks and the assigned volume groups, as shown in Example 4-30.

    Example 4-30   Showing the vpath assignment into the volume group
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    #> lspv

    hdisk0          0000d4eabc7f01c5                    rootvg          active

    hdisk1          0000d4ea52a29750                    itsoaixvg       active

    hdisk2          0000d4ea52a3e948                    itsoaixvg1      active

    hdisk3          0000d4ea52a40a37                    itsoaixvg2      active
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    In Example 4-31, we show that running the command lspv hdisk3 shows a more verbose output for one of the SVC LUNs.

    Example 4-31   Verbose details of vpath1 
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    #> lspv hdisk3

    PHYSICAL VOLUME:    hdisk3                   VOLUME GROUP:     itsoaixvg2

    PV IDENTIFIER:      0000d4ea52a40a37 VG IDENTIFIER     0000d4ea0000d4000000012252a40ac9

    PV STATE:           active

    STALE PARTITIONS:   0                        ALLOCATABLE:      yes

    PP SIZE:            8 megabyte(s)            LOGICAL VOLUMES:  0

    TOTAL PPs:          383 (3064 megabytes)     VG DESCRIPTORS:   2

    FREE PPs:           383 (3064 megabytes)     HOT SPARE:        no

    USED PPs:           0 (0 megabytes)          MAX REQUEST:      256 kilobytes

    FREE DISTRIBUTION:  77..77..76..76..77

    USED DISTRIBUTION:  00..00..00..00..00 
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    4.6.6  Using SDDPCM commands

    Under SDDPCM, pcmpath command set can be used to check various path and adapter information. In Example 4-32, we can see the status of both HBA cards as NORMAL and ACTIVE. 

    Example 4-32   SDDPCM commands used to check the availability of the adapters
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    #> pcmpath query adapter

     

    Total Dual Active and Active/Asymmetrc Adapters : 2

     

    Adpt#    Name    State     Mode             Select     Errors  Paths  Active

        0  fscsi0   NORMAL   ACTIVE                335          0      6       6

        1  fscsi1   NORMAL   ACTIVE                350          0      6       6
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    From Example 4-33, we see detailed information about each MPIO device. The * next to the path numbers show which paths have been selected (used) by SDDPCM. This is because these are the two physical paths that connect to the preferred node of the I/O group of this SVC cluster. The remaining two paths within this MPIO device are only accessed in a failover scenario.

    Example 4-33   SDDPCM commands used to check the availability of the devices

    [image: ]

    #> pcmpath query device

     

    Total Dual Active and Active/Asymmetrc Devices : 3

     

     

    DEV#:   1  DEVICE NAME: hdisk1  TYPE: 2145  ALGORITHM:  Load Balance

    SERIAL: 600507680191814CA800000000000322

    ==========================================================================

    Path#      Adapter/Path Name          State     Mode     Select     Errors

        0           fscsi0/path0           OPEN   NORMAL         75          0

        1*          fscsi0/path1           OPEN   NORMAL         48          0

        2           fscsi1/path2           OPEN   NORMAL         80          0

        3*          fscsi1/path3           OPEN   NORMAL         48          0

     

    DEV#:   2  DEVICE NAME: hdisk2  TYPE: 2145  ALGORITHM:  Load Balance

    SERIAL: 600507680191814CA800000000000323

    ==========================================================================

    Path#      Adapter/Path Name          State     Mode     Select     Errors

        0*          fscsi0/path0           OPEN   NORMAL         36          0

        1           fscsi0/path1           OPEN   NORMAL         69          0

        2*          fscsi1/path2           OPEN   NORMAL         38          0

        3           fscsi1/path3           OPEN   NORMAL         68          0

     

    DEV#:   3  DEVICE NAME: hdisk3  TYPE: 2145  ALGORITHM:  Load Balance

    SERIAL: 600507680191814CA800000000000324

    ==========================================================================

    Path#      Adapter/Path Name          State     Mode     Select     Errors

        0           fscsi0/path0           OPEN   NORMAL         69          0

        1*          fscsi0/path1           OPEN   NORMAL         38          0

        2           fscsi1/path2           OPEN   NORMAL         78          0

        3*          fscsi1/path3           OPEN   NORMAL         38          0
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    4.6.7  Creating and preparing volumes for AIX V6.1 with SDDPCM

    The volume group itsoaixvg is created using hdisk1. A logical volume is created using the volume group and then the file system is created, testlv1, and mounted on the mount point /testlv1, as seen in Example 4-34.

    Example 4-34   Host system new volume group and file system configuration
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    # lsvg -o

    itsoaixvg2

    itsoaixvg1

    itsoaixvg

    rootvg

    #> crfs -v jfs2 -g itsoaixvg -a size=500M -m /itsoaixvg -p rw -a agblksize=4096

    File system created successfully.

    511780 kilobytes total disk space.

    New File System size is 1024000

    #> lsvg -l itsoaixvg

    itsoaixvg:

    LV NAME             TYPE       LPs     PPs     PVs  LV STATE      MOUNT POINT

    loglv01             jfs2log    1       1       1    closed/syncd  N/A

    fslv00              jfs2       125     125     1    closed/syncd  /itsoaixvg

    #>
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    4.6.8  Expanding an AIX volume

    It is possible to expand a VDisk in the SVC cluster, even if it is mapped to a host. Certain operating systems such as AIX 5L Version 5.2 and higher versions can handle the volumes being expanded, even if the host has applications running. In the following examples, we show the procedure with AIX 5L V6.1 and SDDPCM, but the procedure is similar when SDD is used. The volume group where the VDisk is assigned, if it is assigned to any, must not be a concurrent accessible volumegroup. A VDisk that is defined in a FlashCopy, Metro Mirror, or Global Mirror mapping on the SVC cannot be expanded, unless the mapping is removed, which means that the FlashCopy, Metro Mirror, or Global Mirror on that VDisk has to be stopped before it is possible to expand the VDisk.

    The following steps show how to expand a volume on an AIX host, where the volume is a VDisk from the SVC:

    1.	To list a VDisk size, use the command svcinfo lsvdisk <VDisk_name>. Example 4-35 shows the VDisk Kanga0002 that we have allocated to our AIX server before we expand it. Here, the capacity is 5 GB, and the vdisk_UID is 60050768018301BF2800000000000016.

    Example 4-35   Expanding a VDisk on AIX
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    IBM_2145:ITSO_SVC1:admin>svcinfo lsvdisk aix_vd_1

    id 115

    name aix_vd_1

    IO_group_id 0

    IO_group_name io_grp0

    status online

    mdisk_grp_id 4

    mdisk_grp_name TUCSVC1_MDG

    capacity 1.00GB

    type striped

    formatted no

    mdisk_id

    mdisk_name

    FC_id

    FC_name

    RC_id

    RC_name

    vdisk_UID 600507680191814CA800000000000322

    throttling 0

    preferred_node_id 1817

    fast_write_state empty

    cache readwrite

    udid

    fc_map_count 0

    sync_rate 50

    copy_count 1

     

    copy_id 0

    status online

    sync yes

    primary yes

    mdisk_grp_id 4

    mdisk_grp_name TUCSVC1_MDG

    type striped

    mdisk_id

    mdisk_name

    fast_write_state empty

    used_capacity 1.00GB

    real_capacity 1.00GB

    free_capacity 0.00MB

    overallocation 100

    autoexpand

    warning

    grainsize
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    2.	To identify which vpath this VDisk is associated to on the AIX host, we use the SDDPCM command pcmpath query device, as shown in Example 4-33 on page 154. Here we can see that the VDisk with vdisk_UID 600507680191814CA800000000000322 is associated to hdisk1 as the vdisk_UID matches the SERIAL field on the AIX host.

    3.	To see the size of the volume on the AIX host, we use the lspv command, as shown here in Example 4-36. This indicates that the volume size is 5112 MB, equal to 5 GB, as shown in Example 4-35 on page 155.

    Example 4-36   Finding the size of the volume in AIX
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    #>#> lspv hdisk1

    PHYSICAL VOLUME:    hdisk1                   VOLUME GROUP:     

     

     

    itsoaixvg

    PV IDENTIFIER:      0000d4ea52a29750 VG IDENTIFIER     

    0000d4ea0000d4000000012252a297e2

    PV STATE:           active

    STALE PARTITIONS:   0                        ALLOCATABLE:      yes

    PP SIZE:            4 megabyte(s)            LOGICAL VOLUMES:  2

    TOTAL PPs:          255 (1020 megabytes)     VG DESCRIPTORS:   2

    FREE PPs:           129 (516 megabytes)      HOT SPARE:        no

    USED PPs:           126 (504 megabytes)      MAX REQUEST:      256 

    kilobytes

    FREE DISTRIBUTION:  51..00..00..27..51

    USED DISTRIBUTION:  00..51..51..24..00

    [image: ]

    4.	To expand the volume on the SVC, we use the command svctask expandvdisksize to increase the capacity on the VDisk. In Example 4-37, we expand the VDisk by 1 GB.

    Example 4-37   Expanding a VDisk
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    IBM_2145:ITSO_SVC1:admin>svctask expandvdisksize -size 1 -unit gb aix_vd_1
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    5.	To check that the VDisk has been expanded, use the svcinfo lsvdisk command. Here we can see that the VDisk aix_vd_1 has been expanded to 2 GB in capacity (Example 4-38).

    Example 4-38   Verifying that the VDisk has been expanded
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    IBM_2145:ITSO_SVC1:admin>svcinfo lsvdisk -delim : aix_vd_1

    id:115

    name:aix_vd_1

    IO_group_id:0

    IO_group_name:io_grp0

    status:online

    mdisk_grp_id:4

    mdisk_grp_name:TUCSVC1_MDG

    capacity:2.00GB

    type:striped

    formatted:no

    mdisk_id:

    mdisk_name:

    FC_id:

    FC_name:

    RC_id:

    RC_name:

    vdisk_UID:600507680191814CA800000000000322

    throttling:0

    preferred_node_id:1817

    fast_write_state:empty

    cache:readwrite

    udid:

    fc_map_count:0

    sync_rate:50

    copy_count:1

    copy_id:0

    status:online

    sync:yes

    primary:yes

    mdisk_grp_id:4

    mdisk_grp_name:TUCSVC1_MDG

    type:striped

    mdisk_id:

    mdisk_name:

    fast_write_state:empty

    used_capacity:2.00GB

    real_capacity:2.00GB

    free_capacity:0.00MB

    overallocation:100

    autoexpand:

    warning:

    grainsize:
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    6.	AIX has not yet recognized a change in the capacity of the hdisk1 volume, because no dynamic mechanism exists within the operating system to provide a configuration update communication. Therefore, to encourage AIX to recognize the extra capacity on the volume without stopping any applications, we use the chvg -g fc_source_vg command, where fc_source_vg is the name of the volumegroup which vpath1 belongs to.

    If AIX does not return anything, this means that the command was successful and the volume changes in this volume group have been saved. If AIX cannot see any changes in the volumes, it will return a message indicating this result.

    7.	To verify that the size of vpath0 has changed, we use the lspv command again, as shown in Example 4-39.

    Example 4-39   Verify that AIX can see the newly expanded VDisk
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    #> lspv hdisk1

    PHYSICAL VOLUME:    hdisk1                   VOLUME GROUP:     itsoaixvg

    PV IDENTIFIER:      0000d4ea52a29750 VG IDENTIFIER     0000d4ea0000d4000000012252a297e2

    PV STATE:           active

    STALE PARTITIONS:   0                        ALLOCATABLE:      yes

    PP SIZE:            4 megabyte(s)            LOGICAL VOLUMES:  2

    TOTAL PPs:          511 (2044 megabytes)     VG DESCRIPTORS:   2

    FREE PPs:           385 (1540 megabytes)     HOT SPARE:        no

    USED PPs:           126 (504 megabytes)      MAX REQUEST:      256 kilobytes

    FREE DISTRIBUTION:  51..28..102..102..102

    USED DISTRIBUTION:  52..74..00..00..00
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    Here we can see that the volume now has a size of 2044 MB, equal to 2 GB. After this we can expand the file systems in this volumegroup to use the new capacity.

    4.6.9  Removing an SVC volume on AIX

    Before we remove a VDisk assigned to an AIX host, we have to make sure that there is no data on it, and that no applications are dependent upon the volume. This is a standard AIX procedure. We move all data off the volume, remove the volume in the volumegroup, and delete the vpath and the hdisks associated to the vpath. Then we remove the vdiskhostmap on the SVC for that volume, and that VDisk is no longer needed. Then we delete it so the extents will be available when we create a new VDisk on the SVC.
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Diagnostics and troubleshooting 

    In this chapter we focus on using the SSPC system for diagnostic and troubleshooting purposes. We explain the use of TPC monitoring and alerting capabilities, SVC console troubleshooting tasks, and the DS Storage Manager problem solving techniques. 

    The SAN Volume Controller (SVC) has proven to be a robust and reliable virtualization engine that has demonstrated excellent availability in the field. Nevertheless, from time to time, problems occur. Therefore, we provide an overview about common problems that can occur in your environment. We discuss and explain problems related to the SVC, the Storage Area Network (SAN) environment, storage subsystems, hosts, and multipathing drivers. Furthermore, we explain how to collect the necessary problem determination data and how to overcome these problems.

    5.1  Common problems 

    Today’s SANs, storage subsystems, and host systems are complicated, often consisting of hundreds or thousands of disks, multiple redundant subsystem controllers, virtualization engines, and different types of Storage Area Network (SAN) switches. All of these components have to be configured, monitored, and managed properly, and in case of an error, the administrator will need to know what to look for and where to look. 

    The SVC is a great tool for isolating problems in the storage infrastructure. With functions found in the SVC, the administrator can more easily locate any problem areas and take the necessary steps to fix the problems. In many cases, the SVC and its service and maintenance features will guide the administrator directly, provide help, and suggest remedial action. Furthermore, the SVC will probe whether the problem still persists. 

    When experiencing problems with the SVC environment, it is important to ensure that all components comprising the storage infrastructure are interoperable. In an SVC environment, the SVC support matrix is the main source for this information. You can download the SVC Version 4.3 support matrix from: 

    http://www.ibm.com/support/docview.wss?uid=ssg1S1003277

    Although the latest SVC code level is supported to run on older HBAs, storage subsystem drivers, and code levels, we recommend that you use the latest tested levels.

    5.1.1  Host problems

    From the host point of view, you can experience a variety of problems. These problems can start from performance degradation up to inaccessible disks. There are a few things that you can check from the host itself before drilling down to the SAN, SVC, and storage subsystems. 

    Here are various areas to check on the host:

    •Any special software that you are using

    •Operating system version and maintenance/service pack level

    •Multipathing type and driver level

    •Host bus adapter (HBA) model, firmware, and driver level

    •Fibre Channel SAN connectivity

    Based on this list, the host administrator needs to check for and correct any problems. 

    5.1.2  SVC problems

    The SVC has good error logging mechanisms. It not only keeps track of its internal problems, but it also tells the user about problems in the SAN or storage subsystem. It also helps to isolate problems with the attached host systems. Every SVC node maintains a database of other devices that are visible in the SAN fabrics. This database is updated as devices appear and disappear.

    Fast node reset

    The SVC cluster software incorporates a fast node reset function. The intention of a fast node reset is to avoid I/O errors and path changes from the host’s point of view if a software problem occurs in one of the SVC nodes. The fast node reset function means that SVC software problems can be recovered without the host experiencing an I/O error and without requiring the multipathing driver to fail over to an alternative path. The fast node reset is done automatically by the SVC node. This node will inform the other members of the cluster that it is resetting.

    Other than SVC node hardware and software problems, failures in the SAN zoning configuration are a problem. A misconfiguration in the SAN zoning configuration might lead to the SVC cluster not working, because the SVC cluster nodes communicate with each other by using the Fibre Channel SAN fabrics. 

    You must check the following areas from the SVC perspective:

    •The attached hosts

    •The SAN

    •The attached storage subsystem

    Using several SVC command line interface (CLI) commands, you can check the current status of the SVC and the attached storage subsystems. Before starting the complete data collection or starting the problem isolation on the SAN or subsystem level, we recommend that you use the following commands first and check the status from the SVC perspective: 

    •svcinfo lscontroller controllerid

    Check that multiple worldwide port names (WWPNs) that match the back-end storage subsystem controller ports are available.

    Check that the path_counts are evenly distributed across each storage subsystem controller or that they are distributed correctly based on the preferred controller. Use the path_count calculation found in 5.1.4, “DS3400 problems” on page 162. The total of all path_counts must add up to the number of managed disks (MDisks) multiplied by the number of SVC nodes.

    •svcinfo lsmdisk

    Check that all MDisks are online (not degraded or offline).

    •svcinfo lsmdisk mdiskid

    Check several of the MDisks from each storage subsystem controller. Are they online? And, do they all have path_count = number of nodes?

    •svcinfo lsvdisk 

    Check that all virtual disks (VDisks) are online (not degraded or offline). If the VDisks are degraded, are there stopped FlashCopy jobs? Restart these stopped FlashCopy jobs or delete the mappings.

    •svcinfo lshostvdiskmap

    Check that all VDisks are mapped to the correct hosts. If a VDisk is not mapped correctly, create the necessary VDisk to host mapping.

    •svcinfo lsfabric

    Use of the various options, such as -controller, can allow you to check different parts of the SVC configuration to ensure that multiple paths are available from each SVC node port to an attached host or controller. Confirm that all SVC node port WWPNs are connected to the back-end storage consistently. 

    5.1.3  SAN problems

    Introducing the SVC into your SAN environment and using its virtualization functions are not difficult tasks. There are basic rules to follow before you can use the SVC in your environment. These rules are not complicated; however, you can make mistakes that lead to accessibility problems or a reduction in the performance experienced. 

    There are two types of SAN zones needed to run the SVC in your environment: a host zone and a storage zone. In addition, there must be an SVC zone that contains all of the SVC node ports of the SVC cluster; this SVC zone enables intra-cluster communication. 

    Chapter 2, “Planning and installation of the IBM Virtual Disk System” on page 29 provides you with valuable information and important points about setting up the SVC in a SAN fabric environment.

    Because the SVC is in the middle of the SAN and connects the host to the storage subsystem, it is important to check and monitor the SAN fabrics. 

    5.1.4  DS3400 problems 

    The DS3400 subsystems must be correctly configured and in good working order, without open problems, in order to support a stable SVC environment. You need to check the following areas if you have a problem:

    •DS3400 configuration: Ensure that a valid configuration is applied to the subsystem.

    •DS3400 controllers: Check the health and configurable settings on the controllers.

    •Arrays: Check the state of the hardware, such as a disk drive module (DDM) failure or enclosure problems.

    •Storage volumes: Ensure that the Logical Unit Number (LUN) masking is correct.

    •Host attachment ports: Check the status and configuration.

    •Connectivity: Check the available paths (SAN environment).

    •Layout and size of Redundant Array of Independent Disks (RAID) arrays and LUNs: Performance and redundancy are important factors.

    We provide more detailed information about DS3400 diagnostics and troubleshooting in section 5.7, “DS3400 diagnostics and troubleshooting” on page 184. 

    Determining the total number of paths to logical drives 

    Using SVC CLI commands, it is possible to obtain the total number of paths to logical drives in the storage subsystem. To determine the proper value of the available paths, you need to use the following formula:

    Number of MDisks x Number of SVC nodes per Cluster = Number of paths

    Example 5-1 shows how to obtain this information using the commands svcinfo lscontroller controllerid and svcinfo lsnode. 

    Example 5-1   The svcinfo lscontroller 0 command
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    IBM_2145:ITSO_SVC1:admin>svcinfo lscontroller

    id               controller_name   ctrl_s/n                          vendor_id      product_id_low product_id_high

    0                DS3400                                              IBM            1726-4xx         FAStT

     

    IBM_2145:ITSO_SVC1:admin>svcinfo lscontroller 0

    id 0

    controller_name DS3400

    WWNN 200400A0B8390826

    mdisk_link_count 22

    max_mdisk_link_count 22

    degraded no

    vendor_id IBM

    product_id_low 1726-4xx

    product_id_high   FAStT

    product_revision 0617

    ctrl_s/n

    allow_quorum yes

    WWPN 203500A0B8390826

    path_count 22

    max_path_count 26

    WWPN 203400A0B8390826

    path_count 10

    max_path_count 10

    WWPN 202400A0B8390826

    path_count 12

    max_path_count 12

     

    IBM_2145:ITSO_SVC1:admin>svcinfo lsnode

    id             name              UPS_serial_number     WWNN             status         IO_group_id    IO_group_name     config_node    UPS_unique_id    hardware

    7              SVC1_N1           1000849032            50050768010027E2 online         0              io_grp0           no             20400002042400C2 8A4     

    6              SVC1_N2           100066C107            5005076801005034 online         0              io_grp0           yes            20400001864C1007 8A4     
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    Example 5-1 on page 162 shows that 22 MDisks are present for the storage subsystem controller with ID 0, and there are two SVC nodes in the SVC cluster, which means that in this example the path_count is:

    22 x 2= 44 

    If possible, spread the paths across the storage subsystem controller ports. 

    5.2  Collecting data and isolating the problem

    Data collection and problem isolation in an IT environment are sometimes difficult tasks. In the following section, we explain the essential steps to collect debug data to find and isolate problems in an SVC environment. Today, there are many approaches to monitoring the complete client environment. IBM offers the IBM Tivoli Storage Productivity Center (TPC) storage management software. Together with problem and performance reporting, TPC offers a powerful alerting mechanism and an extremely powerful Topology Viewer, which enables the user to monitor the storage infrastructure. 

    5.2.1  Host data collection

    Data collection methods vary by operating system. In this section, we show how to collect the data for several major host operating systems.

    As a first step, always collect the following information from the host: 

    •Operating system: Version and level

    •Host Bus Adapter (HBA): Driver and firmware level

    •Multipathing driver level

    Then, collect the following operating system specific information:

    •IBM AIX

    Collect the AIX system error log, by collecting a snap -gfiLGc for each AIX host.

    •For Microsoft Windows or Linux hosts 

    Use the IBM Dynamic System Analysis (DSA) tool to collect data for the host systems. Visit the following link for information about the DSA tool: 

     –	http://www-304.ibm.com/jct01004c/systems/support/supportsite.wss/docdisplay?brandind=5000008&lndocid=SERV-DSA

    If your server is based on non-IBM hardware, use the Microsoft problem reporting tool, MPSRPT_SETUPPerf.EXE, found at:

    http://www.microsoft.com/downloads/details.aspx?familyid=cebf3c7c-7ca5-408f-88b7-f9c79b7306c0&displaylang=en

    For Linux hosts, another option is to run the tool sysreport.

    •VMware ESX Server

    Run the following script on the service console:

    /usr/bin/vm-support

    This script collects all relevant ESX Server system and configuration information, as well as ESX Server log files.

    In most cases, it is also important to collect the multipathing driver used on the host system. Again, based on the host system, the multipathing drivers might be different.

    If this is an IBM Subsystem Device Driver (SDD), SDDDSM, or SDDPCM host, use datapath query device or pcmpath query device to check the host multipathing. Ensure that there are paths to both the preferred and non-preferred SVC nodes. 

    Check that paths are open for both preferred paths (with select counts in high numbers) and non-preferred paths (the * or nearly zero select counts). In Example 5-2, path 0 and path 2 are the preferred paths with a high select count. Path 1 and path 3 are the non-preferred paths, which show an asterisk (*) and 0 select counts. 

    Example 5-2   Checking paths
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    C:\Program Files\IBM\Subsystem Device Driver>datapath query device -l

     

    Total Devices : 1

     

    DEV#:   0  DEVICE NAME: Disk1 Part0  TYPE: 2145       POLICY: OPTIMIZED

    SERIAL: 60050768018101BF2800000000000037

    LUN IDENTIFIER: 60050768018101BF2800000000000037

    ============================================================================

    Path#            Adapter/Hard Disk        State  Mode       Select     Errors

        0     Scsi Port2 Bus0/Disk1 Part0     OPEN   NORMAL    1752399          0

        1 *   Scsi Port3 Bus0/Disk1 Part0     OPEN   NORMAL          0          0

        2     Scsi Port3 Bus0/Disk1 Part0     OPEN   NORMAL    1752371          0

        3 *   Scsi Port2 Bus0/Disk1 Part0     OPEN   NORMAL          0          0
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    Multipathing driver data (SDD)

    IBM Subsystem Device Driver (SDD) has been enhanced to collect SDD trace data periodically and to write the trace data to the system’s local hard drive. You collect the data by running the sddgetdata command. If this command is not found, collect the following four files, where SDD maintains its trace data:

    •sdd.log

    •sdd_bak.log

    •sddsrv.log

    •sddsrv_bak.log

    These files can be found in one of the following directories:

    •AIX: /var/adm/ras

    •Linux: /var/log

    •Windows Server 2003: \Windows\system32

    SDDPCM

    SDDPCM has been enhanced to collect SDDPCM trace data periodically and to write the trace data to the system’s local hard drive. SDDPCM maintains four files for its trace data:

    •pcm.log

    •pcm_bak.log

    •pcmsrv.log

    •pcmsrv_bak.log

    Starting with SDDPCM 2.1.0.8, the relevant data for debugging problems is collected by running sddpcmgetdata. The sddpcmgetdata script collects information that is used for problem determination and then creates a tar file at the current directory with the current date and time as a part of the file name, for example:

    sddpcmdata_hostname_yyyymmdd_hhmmss.tar

    When you report an SDDPCM problem, it is essential that you run this script and send this tar file to IBM Support for problem determination. Refer to Example 5-3.

    Example 5-3   Use of the sddpcmgetdata script (output shortened for clarity)
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    >sddpcmgetdata

    >ls

    sddpcmdata_confucius_20080814_012513.tar
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    If the sddpcmgetdata command is not found, collect the following files: 

    •pcm.log

    •pcm_bak.log

    •pcmsrv.log

    •pcmsrv_bak.log

    •The output of the pcmpath query adapter command

    •The output of the pcmpath query device command

    You can find these files in the /var/adm/ras directory.

    SDDDSM

    SDDDSM also provides the sddgetdata script to collect information to use for problem determination. SDDGETDATA.BAT is the batch file that generates the following files:

    •The sddgetdata_%host%_%date%_%time%.cab file

    •SDD\SDDSrv logs 

    •Datapath output

    •Event logs

    •Cluster log

    •SDD specific registry entry

    •HBA information

    Example 5-4 shows an example of this script. 

    Example 5-4   Use of the sddgetdata script for SDDDSM (output shortened for clarity)
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    C:\Program Files\IBM\SDDDSM>sddgetdata.bat

    Collecting SDD trace Data

     

    Collecting datapath command outputs

     

    Collecting SDD and SDDSrv logs

     

    Collecting Most current driver trace

     

    Generating a CAB file for all the Logs

     

    sdddata_DIOMEDE_20080814_42211.cab file generated

     

    C:\Program Files\IBM\SDDDSM>dir

     Volume in drive C has no label.

     Volume Serial Number is 0445-53F4

     

     Directory of C:\Program Files\IBM\SDDDSM

     

    06/29/2008  04:22 AM           574,130 sdddata_DIOMEDE_20080814_42211.cab
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    Data collection script for IBM AIX

    In Example 5-5, we provide a script that collects all of the necessary data for an AIX host at one time (both operating system and multipathing data). You can execute the script in Example 5-5 by using these steps:

    1.	vi /tmp/datacollect.sh 

    2.	Cut and paste the script into the /tmp/datacollect.sh file and save the file.

    3.	chmod 755 /tmp/datacollect.sh

    4.	/tmp/datacollect.sh

    Example 5-5   Data collection script
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    #!/bin/ksh

     

    export PATH=/bin:/usr/bin:/sbin

     

    echo "y" | snap -r # Clean up old snaps

     

    snap -gGfkLN # Collect new; don't package yet

     

    cd /tmp/ibmsupt/other # Add supporting data

    cp /var/adm/ras/sdd* .

    cp /var/adm/ras/pcm* .

    cp /etc/vpexclude .

    datapath query device > sddpath_query_device.out

    datapath query essmap > sddpath_query_essmap.out

    pcmpath query device > pcmpath_query_device.out

    pcmpath query essmap > pcmpath_query_essmap.out

    sddgetdata

    sddpcmgetdata

    snap -c # Package snap and other data

     

    echo "Please rename /tmp/ibmsupt/snap.pax.Z after the"

    echo "PMR number and ftp to IBM."

     

    exit 0
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    5.2.2  SVC data collection

    You can collect data for the SVC either by using the SVC Console GUI or by using the SVC CLI. In the following sections, we describe how to collect SVC data using the SVC CLI, which is the easiest method.

    Because the config node is always the SVC node with which you communicate, it is essential that you copy all the data from the other nodes to the config node. In order to copy the files, first run the command svcinfo lsnode to determine the non-config nodes.

    The output of this command is shown in Example 5-6.

    Example 5-6   Determine the non-config nodes 
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    IBM_2145:ITSO_SVC1:admin>svcinfo lsnode

    id             name              UPS_serial_number     WWNN             status         IO_group_id    IO_group_name     config_node    UPS_unique_id    hardware

    7              SVC1_N1           1000849032            50050768010027E2 online         0              io_grp0           no             20400002042400C2 8A4     

    6              SVC1_N2           100066C107            5005076801005034 online         0              io_grp0           yes            20400001864C1007 8A4
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    The output that is shown in Example 5-6 shows that the node with ID 6 is the config node. So, for all nodes, except the config node, you must run the command svctask cpdumps.

    There is no feedback given for this command. Example 5-7 shows the command for the node with ID 7. 

    Example 5-7   Copy the dump files from the other nodes
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    IBM_2145:ITSO_SVC1:admin>svctask cpdumps -prefix /dumps 7
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    To collect all the files, including the config.backup file, trace file, errorlog file, and more, you need to run the svc_snap dumpall command. This command collects all of the data, including the dump files. To ensure that there is a current backup of the SVC cluster configuration, run a svcconfig backup before issuing the svc_snap dumpall command. Refer to Example 5-8 for an example run.

    It is sometimes better to use the svc_snap and ask for the dumps individually, which you do by omitting the dumpall parameter, which captures the data collection apart from the dump files.

     

    
      
        	
          Note: Dump files are extremely large. Only request them if you really need them.

        
      

    

    Example 5-8   The svc_snap dumpall command
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    IBM_2145:ITSO_SVC1:admin>svc_snap dumpall

    Collecting system information...

    Copying files, please wait...

    Copying files, please wait...

    Listing files, please wait...

    Dumping error log...

    Creating snap package...

    Snap data collected in /dumps/snap.110711.090714.163324.tgz
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    After the data collection with the svc_snap dumpall command is complete, you can verify that the new snap file is shown in your 2145 dumps directory using this command, svcinfo ls2145dumps. Refer to Example 5-9.

    Example 5-9   The ls2145 dumps command 
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    IBM_2145:ITSO_SVC1:admin>svcinfo ls2145dumps

    id               2145_filename

    0                svc.config.cron.bak_SVC1-1

    1                110711.090609.184704.ups_log.tar.gz

    2                110711.090611.234357.ups_log.tar.gz

    3                dump.110711.090609.190216

    4                110711.090616.000119.ups_log.tar.gz

    5                110711.090701.151942.ups_log.tar.gz

    6                svc.config.cron.bak_SVC1_N2

    7                svc.config.cron.sh_SVC1_N2

    8                svc.config.cron.log_SVC1_N2

    9                svc.config.cron.xml_SVC1_N2

    10               110711.trc.old

    11               trace.log

    12               110711.trc

    13               ups_log.a

    14               snap.110711.090714.163324.tgz

    15               ups_log.b
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    To copy the file from the SVC cluster, use secure copy (SCP). The PuTTY SCP function is described in more detail in Implementing the IBM System Storage SAN Volume Controller V4.3, SG24-6423.

    
      
        	
          Information: If there is no dump file available on the SVC cluster or for a particular SVC node, you need to contact your next level of IBM Support. The support personnel will guide you through the procedure to take a new dump.

        
      

    

    5.2.3  SAN data collection

    In this section, we describe capturing and collecting the switch support data. If there are problems that cannot be fixed by a simple maintenance task, such as exchanging hardware, IBM Support will ask you to collect the SAN data.

    IBM System Storage/Brocade SAN switches

    For most of the current Brocade switches, you need to issue the supportSave command to collect the support data.

    Example 5-10 shows the use of supportSave command (in interactive mode) on an IBM System Storage SAN24B-4 SAN switch. 

    Example 5-10   The supportSave output from IBM SAN24B-4 switch (output shortened for clarity) 
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    SVC_SW1:admin> supportSave

    This command will collect RASLOG, TRACE, supportShow, core file, FFDC data

    and other support information from both active and standby CPs and then transfer

     them to a FTP/SCP server

    or a USB device.This operation can take several minutes.

    NOTE: supportSave will transfer existing trace dump file first, then

    automatically generate and transfer latest one. There will be two trace dump

    files transfered after this command.

    OK to proceed? (yes, y, no, n): [no] y

     

    Host IP or Host Name: 135.15.13.241

    User Name: IBMuser

    Password:

    Protocol (ftp or scp): ftp

    Remote Directory: /

     

    Saving support information for chassis:Brocade300, module:RAS...

    ........

    Saving support information for chassis:Brocade300, module:TRACE_OLD...

    Saving support information for chassis:Brocade300, module:TRACE_NEW...

    Saving support information for chassis:Brocade300, module:FABRIC...

    ....

    ....

    ....

    Saving support information for chassis:Brocade300, module:MAPS...

    Saving support information for chassis:Brocade300, module:RAS_POST...

    ......

    SupportSave completed
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    5.3  Recovering from problems

    In this section, we provide guidance about how to recover from several of the more common problems that you might encounter. We also show example problems and how to fix them. In all cases, it is essential to read and understand the current product limitations to verify the configuration and to determine if you need to upgrade any components or to install the latest fixes or patches. 

    To obtain support for IBM products, visit the IBM Support Web page on the Internet: 

    http://www.ibm.com/support/us/en/

    From this IBM Support Web page, you can obtain various types of support by following the links that are provided on this page. 

    To review the SVC Web page for the latest flashes, the concurrent code upgrades, code levels, and compatibility matrixes, go to: 

    http://www.ibm.com/storage/support/2145/

    5.3.1  Solving host problems

    Apart from hardware-related problems, there can be problems in other areas, such as the operating system or the software used on the host. These problems are normally handled by the host administrator or the service provider of the host system. 

    However, the multipath driver installed on the host and its features can help to determine possible problems. In Example 5-11, we show two faulty paths reported by the IBM Subsystem Device Driver (SDD) output on the host by using the datapath query device -l command. The faulty paths are the paths in the “close” state. Faulty paths can be caused by both hardware and software problems.

    Hardware problems, such as:

    •Faulty small form-factor pluggable transceiver (SFP) on the host or the SAN switch

    •Faulty fiber optic cables 

    •Faulty Host Bus Adapters (HBA) 

    Software problems, such as:

    •A back level multipathing driver

    •A back level HBA firmware

    •Failures in the zoning

    •The wrong host to VDisk mapping

    Example 5-11   SDD output on a host with faulty paths

    [image: ]

    C:\Program Files\IBM\Subsystem Device Driver>datapath query device -l

     

    Total Devices : 1

     

    DEV#:   3  DEVICE NAME: Disk4 Part0  TYPE: 2145       POLICY: OPTIMIZED

    SERIAL: 60050768018381BF2800000000000027

    LUN IDENTIFIER: 60050768018381BF2800000000000027

    ============================================================================

    Path#            Adapter/Hard Disk        State  Mode       Select     Errors

        0     Scsi Port2 Bus0/Disk4 Part0    CLOSE 											  OFFLINE    	218297          0

        1 *   Scsi Port2 Bus0/Disk4 Part0    CLOSE   OFFLINE         0          0

        2     Scsi Port3 Bus0/Disk4 Part0     OPEN   NORMAL     222394          0

        3 *   Scsi Port3 Bus0/Disk4 Part0     OPEN   NORMAL          0          0
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    Based on our field experience, we recommend that you check the hardware first:

    •Check if any connection error indicators are lit on the host or SAN switch.

    •Check if all of the parts are seated correctly (cables securely plugged in the SFPs, and the SFPs plugged all the way into the switch port sockets).

    •Ensure that there are no broken fiber optic cables (if possible, swap the cables with cables that are known to work).

    After the hardware check, continue to check the software setup:

    •Check that the HBA driver level and firmware level are at the recommended and supported levels.

    •Check the multipathing driver level, and make sure that it is at the recommended and supported level.

    •Check for link layer errors reported by the host or the SAN switch, which can indicate a cabling or SFP failure.

    •Verify your SAN zoning configuration.

    •Check the general SAN switch status and health for all switches in the fabric.

    In Example 5-12, we discovered that one of the HBAs was experiencing a link failure due to a damaged fiber optic cable. After we changed the cable, the missing paths reappeared. 

    Example 5-12   Output from datapath query device command after fiber optic cable change
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    C:\Program Files\IBM\Subsystem Device Driver>datapath query device -l

     

    Total Devices : 1

     

    DEV#:   3  DEVICE NAME: Disk4 Part0  TYPE: 2145       POLICY: OPTIMIZED

    SERIAL: 60050768018381BF2800000000000027

    LUN IDENTIFIER: 60050768018381BF2800000000000027

    ============================================================================

    Path#            Adapter/Hard Disk        State  Mode       Select     Errors

        0     Scsi Port3 Bus0/Disk4 Part0     OPEN   NORMAL     218457          1

        1 *   Scsi Port3 Bus0/Disk4 Part0     OPEN   NORMAL          0          0

        2     Scsi Port2 Bus0/Disk4 Part0     OPEN   NORMAL     222394          0

        3 *   Scsi Port2 Bus0/Disk4 Part0     OPEN   NORMAL          0          0
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    5.3.2  Solving SVC problems

    For any problem in an environment implementing the SVC, we advise you to use the Run Maintenance Procedures function, which you can find in the SVC Console GUI as shown in Figure 5-1, first before trying to fix the problem anywhere else. 
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    Figure 5-1   Run maintenance procedures 

    The maintenance procedure checks the error condition, and if it was a temporary failure, it marks this problem as fixed; otherwise, the problem persists. In this case, the SVC will guide you through several verification steps to help you isolate the problem area. 

    After clicking Start Analysis, the window shown in Figure 5-2 displays. 
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    Figure 5-2   Maintenance - unfixed errors 

    You can see a list of unfixed errors, and by clicking a particular error code in the list, the sequence of steps leading towards problem resolution is initiated. We show an example in Figure 5-3. 
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    Figure 5-3   Maintenance procedure for error code 

    Figure 5-4 shows an example maintenance procedure for error code 1230, which also appeared in the list of unfixed errors. 
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    Figure 5-4   Maintenance procedure for error code 1230 

    The SVC error log provides you with information, such as all of the events on the SVC, all of the error messages, and SVC warning information. You can display the error log by selecting the Analyze Error Log task, as shown in Example 5-5. 
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    Figure 5-5   Analyze Error Log 

    In this window, you can filter the error log display. Either the errors or events or both can be displayed. In addition, you can display unfixed errors or particular error/event codes. 

    An example of SVC error log is shown in Figure 5-6. 
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    Figure 5-6   SVC error log 

    By clicking a particular sequence number, detailed error analysis window displays (see Figure 5-7). 

    [image: ]

    Figure 5-7   Detailed error analysis 

    Although you can simply mark the error as fixed here, we recommend that you click Sense Expert. This will decode the sense data into data that is more clearly explained and more easily understood, as shown in Figure 5-8. 
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    Figure 5-8   Sense Expert output

    Another common practice is to use the SVC CLI to find problems. The following list of commands provides you with information about the status of your environment:

    •svctask detectmdisk (discovers any changes in the back-end storage configuration)

    •svcinfo lscluster clustername (checks the SVC cluster status)

    •svcinfo lsnode nodeid (checks the SVC nodes and port status)

    •svcinfo lscontroller controllerid (checks the back-end storage status)

    •svcinfo lsmdisk (provides a status of all the MDisks)

    •svcinfo lsmdisk mdiskid (checks the status of a single MDisk)

    •svcinfo lsmdiskgrp (provides a status of all the MDisk groups)

    •svcinfo lsmdiskgrp mdiskgrpid (checks the status of a single MDisk group) 

    •svcinfo lsvdisk (checks if VDisks are online)

     

    
      
        	
          Important: Although the SVC raises error messages, most problems are not caused by the SVC. Most problems are introduced by the storage subsystems or the SAN.

        
      

    

    If the problem is caused by the SVC and you are unable to fix it either with the Run Maintenance Procedure function or with the error log, you need to collect the SVC debug data as explained in 5.2.2, “SVC data collection” on page 167. 

    If the problem is related to anything outside of the SVC, refer to the appropriate section in this chapter to try to find and fix the problem.

    5.3.3  Solving SAN problems

    A variety of situations can cause problems in the SAN and on the SAN switches. Problems can be related to either a hardware fault or to a software problem on the switch. Hardware defects are normally the easiest problems find. Here is a short list of possible hardware failures:

    •Switch power, fan, or cooling units

    •Application-specific integrated circuit (ASIC)

    •Installed SFP modules

    •Fiber optic cables

    Software failures are more difficult to analyze, and in most cases, you need to collect data, and you need to involve IBM Support. But before taking any other step, we recommend that you check the installed code level for any known problems. We also recommend that you check if there is a new code level available that resolves the problem that you are experiencing.

    The most common SAN problems are usually related to zoning, for example, you choose the wrong WWPN for a host zone, such as when two SVC node ports need to be zoned to one host HBA, with one port from each SVC node. An example of incorrect zoning is to zone two ports from the same SVC node instead. 

    The following SVC error codes are related to the SAN environment:

    •Error 1060 Fibre Channel ports are not operational.

    •Error 1220 A remote port is excluded. 

    If you are unable to fix the problem with these actions, use 5.2.3, “SAN data collection” on page 168, collect the SAN switch debugging data, and then contact IBM Support.

    5.3.4  Solving DS3400 storage problems 

    SVC is a great tool to find and analyze back-end storage subsystem problems, because the SVC has a monitoring and logging mechanism. However, the SVC is not as helpful in finding problems from a host perspective, because the SVC is a SCSI target for the host, and the SCSI protocol defines that errors are reported through the host.

    Typical problems for storage subsystem controllers include incorrect configuration, which can result in a 1625 error code. Other problems related to the storage subsystem are failures pointing to the managed disk I/O (error code 1310), disk media (error code 1320), and error recovery procedure (error code 1370). 

    However, all messages do not have just one explicit reason for being issued. Therefore, you have to check multiple areas and not just the DS3400. Next, we explain how to determine the root cause of the problem and in what order to start checking:

    1.	Run the maintenance procedures under SVC.

    2.	Check the attached DS3400 subsystem for misconfigurations or failures.

    3.	Check the SAN for switch problems or zoning failures.

    4.	Collect all support data and involve IBM Support.

    Common error recovery steps using the SVC CLI

    In this section, we briefly describe how to use the SVC CLI to perform common error recovery steps for DS3400 storage problems.

    The maintenance procedures perform these steps, but it is sometimes quicker to run these commands directly through the CLI. Run these commands anytime that you have:

    •Experienced a back-end storage issue (for example, error code 1370 or error code 1630). 

    •Performed maintenance on the back-end storage subsystems. 

    It is especially important to run these commands when there is a DS3400 storage configuration or zoning change to ensure that the SVC follows the changes. 

    The SVC CLI commands for common error recovery are:

    •The svctask detectmdisk command (discovers the changes in the back end storage). 

    •The svcinfo lscontroller command and the svcinfo lsmdisk command (give you overall status of all of the controllers and MDisks). 

    •The svcinfo lscontroller controllerid command (checks the controller that was causing the problems and verifies that all the WWPNs are listed as you expect). 

    •svctask includemdisk mdiskid (for each degraded or offline MDisk). 

    •The svcinfo lsmdisk command (Are all MDisks online now?). 

    •The svcinfo lscontroller controllerid command (checks that the path_counts are distributed somewhat evenly across the WWPNs). 

    Finally, run the maintenance procedures on the SVC to fix every error. 

    Refer to section 5.7, “DS3400 diagnostics and troubleshooting” on page 184 for more detailed information about DS3400 diagnostics and troubleshooting. 

    5.4  Livedump

    SVC livedump is a procedure that IBM Support might ask your clients to run for problem investigation.

     

    
      
        	
          Note: Only invoke the SVC livedump procedure under the direction of IBM Support.

        
      

    

    Sometimes, investigations require a livedump from the configuration node in the SVC cluster. A livedump is a lightweight dump from a node, which can be taken without impacting host I/O.   The only impact is a slight reduction in system performance (due to reduced memory being available for the I/O cache) until the dump is finished. The instructions for a livedump are: 

    1.	Prepare the node for taking a livedump: svctask preplivedum <node id/name> 

    This command will reserve the necessary system resources to take a livedump. The operation can take time, because the node might have to flush data from the cache. System performance might be slightly affected after running this command, because part of the memory, which normally is available to the cache, is not available while the node is prepared for a livedump. 

    After the command has completed, then the livedump is ready to be triggered, which you can see by looking at the output from svcinfo lslivedump <node id/name>. 

    The status must be reported as prepared. 

    2.	Trigger the livedump: svctask triggerlivedump <node id/name> 

    This command completes as soon as the data capture is complete, but before the dump file has been written to disk. 

    3.	Query the status and copy the dump off when complete:

    svcinfo lslivedump <nodeid/name> 

    The status shows dumping while the file is being written to disk and inactive after it is completed. After the status returns to the inactive state, you can find the livedump file in /dumps on the node with a filename of the format: 

    livedump.<panel_id>.<date>.<time> 

    You can then copy this file off the node, just as you copy a normal dump, by using the GUI or SCP. 

    The dump must then be uploaded to IBM Support for analysis.

    5.5  Configuring TPC to monitor the SVC 

    TPC manages all storage controllers using their Common Information Model (CIM) object manager (CIMOM) interface. CIMOM interfaces enable a Storage Management Initiative Specification (SMI-S) management application, such as TPC, to communicate to devices using a standards-based protocol. The CIMOM interface will translate an SMI-S command into a proprietary command that the device understands and then convert the proprietary response back into the SMI-S-based response.

    The SVC’s CIMOM interface is supplied with the SVC Console and is automatically installed as part of the SVC Console installation. The SVC Console can manage multiple SVC clusters, and TPC is aware of all of the clusters that it manages. TPC does not directly connect to the Config Node of the SVC cluster to manage the SVC cluster.

    If you see that TPC is having difficulty communicating with or monitoring the SVC, check the health and status of the SVC Console. 

     

    
      
        	
          Note: For TPC to manage the SVC, you must have TCP/IP connectivity between the TPC Server and the SVC Console. TPC will not communicate with the SVC nodes, so it is acceptable that the SVC nodes are not on the same network to which TPC has access.

        
      

    

    To configure TPC to manage the SVC:

    1.	Start the TPC GUI application. Navigate to Administrative Services ∅ Data Sources ∅ CIMOM Agents ∅ Add CIMOM. Enter the information in the Add CIMOM panel that is displayed. Refer to Figure 5-9 for an example. 
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    Figure 5-9   Configuring TPC to manage the SVC

    2.	When you click Save, TPC will validate the information that you have provided by testing the connection to the CIMOM. If there is an error, a pop-up alert will be displayed, and you must correct the error before you can save the configuration again.

    3.	After the connection has been successfully configured, TPC must run a CIMOM Discovery (under Administrative Services ∅ Discovery ∅ CIMOM) before you can set up performance monitoring or before the SVC cluster is displayed in the Topology Viewer. 

    After successful addition, the SVC CIMOM agent is displayed in TPC, as shown in Figure 5-10. 
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    Figure 5-10   SVC CIMOM agent 

     

    
      
        	
          Note: The SVC Config Node (that owns the IP address for the cluster) has a 10 session Secure Shell (SSH) limit. TPC will use one of these sessions while interacting with the SVC. 

        
      

    

    5.6  Monitoring the SVC error log with e-mail notifications

    In a SAN environment, it is important to ensure that events, such as hardware failures, are recognized promptly and that corrective action is taken. Redundancy in SAN design allows hosts to continue performing I/O even when these failures occur; however, there are two reasons to fix problems promptly:

    •While operating in a degraded state, the performance of key components might be lower. For example, if a storage controller port fails, the remaining ports might not be able to cope with the I/O bandwidth from hosts or SVC.

    •The longer a SAN runs with a failed component, the higher the likelihood that a second component will fail, risking a loss of access.

    5.6.1  SVC error log

    The SVC error log provides information about errors within the SVC, as well as problems with attached devices, such as hosts, switches, and back-end storage. By making good use of this information, having an SVC in a SAN can make it easier to diagnose problems and restore the SAN to a healthy state.

    There are three ways to access the SVC error log:

    •You can view the error log directly using the SVC Console GUI, which allows searching the error log for particular problems or viewing the whole log to gain an overview of what has happened. However, the administrator must consciously decide to check the error log.

    •Simple Network Management Protocol (SNMP) allows continuous monitoring of events as they occur. When an error is logged, the SVC sends an SNMP trap through Ethernet to a monitoring service running on a server. Different responses can be set up for different error classes (or severities), for example, a warning about error recovery activity on back-end storage might simply be logged, whereas an MDisk Group going offline might trigger an e-mail to the administrator.

    •SVC 4.2.0.3 and higher are capable of sending e-mails directly to a standard Simple Mail Transfer Protocol (SMTP) mail server, which means that a separate SNMP server is no longer required. The existing e-mail infrastructure at a site can be used instead, which is often preferable. 

     

     

     

     

    
      
        	
          Best practice: You must configure SNMP or e-mail notification and test the configuration when the cluster is created, which will make it easier to detect and resolve SAN problems as the SVC environment grows.

        
      

    

    5.6.2  Verifying a correct SVC e-mail configuration

    After the e-mail settings have been configured on the SVC, it is important to make sure that e-mail can be successfully sent. The svctask testemail command allows you to test sending the e-mail. If the command completes without error, and the test e-mail arrives safely in the administrator’s incoming e-mail, you can be confident that error notifications will be received. If not, you must investigate where the problem lies. 

    The testemail output in Example 5-13 shows an example of a failed e-mail test. In this case, the test failed because the specified IP address did not exist. The part of the lscluster output that is not related to e-mail has been removed for clarity.

    Example 5-13   Sending a test e-mail
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    IBM_2145:ITSO_SVC1:admin>svcinfo lscluster ITSO_SVC1

    id 000002006AC04FC4

    name ITSO_SVC1

    location local

    partnership

    bandwidth

    cluster_IP_address 135.15.13.215

    cluster_service_IP_address 135.15.13.216

    ... 

    ... 

    ... 

    email_server 135.15.13.238

    email_server_port 25

    email_reply SVCadmin@us.ibm.com

    ... 

    ... 

    ... 

     

    IBM_2145:ITSO_SVC1:admin>svcinfo lsemailuser

    id 		name 					address						err_type       user_type      inventory

    0 		admin_email					SVCadmin@us.ibm.com all            local												          off

     

    IBM_2145:ITSO_SVC1:admin>svctask testemail admin_email

    CMMVC6280E Sendmail error EX_TEMPFAIL. The sendmail command could not create a connection to a remote system.
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    Possible causes include:

    •Ethernet connectivity issues between the SVC cluster and the mail server. For example, the SVC might be behind a firewall protecting the data center network, or even on a separate network segment that has no access to the mail server. As with the Master Console or System Storage Productivity Center (SSPC), the mail server must be accessible by the SVC. SMTP uses TCP port 25 (unless you have configured an alternative port); if there is a firewall, enable this port outbound from the SVC.

    •Mail server relay blocking. Many administrators implement filtering rules to prevent spam, which is particularly likely if you are sending e-mail to a user who is on a different mail server or outside of the mail server’s own network. On certain platforms, the default configuration prevents mail forwarding to any other machine. You must check the mail server log to see whether it is rejecting mail from the SVC. If it is, the mail server administrator must adjust the configuration to allow the forwarding of these e-mails.

    •An invalid FROM address. Certain mail servers will reject e-mail if no valid FROM address is included. SVC takes this FROM address from the email_reply field of lscluster. Therefore, make sure that a valid reply-to address is specified when setting up e-mail. You can change the reply-to address by using the command svctask chemail -reply address

    5.7  DS3400 diagnostics and troubleshooting 

    As mentioned earlier, SVC is a great tool to find and analyze back-end storage subsystem problems. However, SVC does not attempt to provide recovery from physical disk failures within the back-end storage subsystem. In such cases, we need to diagnose and troubleshoot the problem on the DS3400 susbsystem.

    The IBM DS Storage Manager includes the Event Monitor Service, which enables the host running this monitor to send out alerts through e-mail (SMTP) or traps (SNMP). The Event Monitor can be used to alert you of critical events for the DS3400 storage subsystem. When the Event Monitor service is setup, the DS3400 does not send the e-mail or SNMP trap itself. The management station (running the event monitor service) sends the notification on behalf of the storage server. If the management station is down, no alerting will be done.

    It is also a best practice to setup the Event Monitoring service using a common storage administrator e-mail and then redirect these e-mails as required.

    When an alert is received, you can use the options in the Advanced Support Tasks of the DS Storage Manager GUI to effectively diagnose and troubleshoot the DS3400 subsystem.

    For more information about setting up the e-mail alerts, and diagnostics and troubleshooting of DS3400, refer to IBM System Storage DS3000: Introduction and Implementation Guide, SG24-7065.
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    IBM Redbooks publications

    For information about ordering these publications, see “How to get Redbooks publications” on page 186. Note that certain documents referenced here might be available in softcopy only. 

    •IBM TotalStorage: SAN Product, Design, and Optimization Guide, SG24-6384

    •Implementing the IBM System Storage SAN Volume Controller V4.3, SG24-6423

    •IBM System Storage DS3000: Introduction and Implementation Guide, SG24-7065

    •Implementing an IBM/Brocade SAN with 8 Gbps Directors and Switches, SG24-6116

    •SAN Volume Controller Best Practices and Performance Guidelines, SG24-7521

    •IBM System Storage Productivity Center Deployment Guide, SG24-7560

    Other publications

    These publications are also relevant as further information sources:

    •IBM System Storage SAN Volume Controller Host Attachment User’s Guide, SC26-7905

    •IBM System Storage SAN Volume Controller Command-Line Interface User's Guide, SC26-7903

    •IBM TotalStorage Enterprise Storage Server and the IBM System Storage SAN Volume Controller, SC26-7540

    •IBM System Storage SAN24B-4 Installation, Service, and User’s Guide, GA32-0580

    •IBM System Storage Productivity Center User's Guide, SC27-2336-00

    •IBM System Storage Productivity Center: Introduction and Planning Guide, SC23-8824

    •IBM System Storage Volume Controller: Software Installation and Configuration Guide, SC23-6628

    Online resources

    These Web sites are also relevant as further information sources:

    •Cygwin Linux-like environment for Windows:
http://www.cygwin.com

    •Download site for Windows SSH freeware: http://www.chiark.greenend.org.uk/~sgtatham/putty

    •IBM site to download SSH for AIX: http://oss.software.ibm.com/developerworks/projects/openssh

    •IBM TotalStorage Virtualization Home Page: http://www-1.ibm.com/servers/storage/software/virtualization/index.html

    •Open source site for SSH for Windows and Mac:
http://www.openssh.com/windows.html

    •SAN Volume Controller supported platform: http://www-1.ibm.com/servers/storage/support/software/sanvc/index.html

    •IBM TotalStorage home page:
http://www.storage.ibm.com

    •Sysinternals home page:
http://www.sysinternals.com

    •Subsystem Device Driver download site: http://www-1.ibm.com/servers/storage/support/software/sdd/index.html

    •Diskpart for Windows 2003:
http://support.microsoft.com/kb/923076

    •Microsoft Knowledge Base Article 304736:
http://support.microsoft.com/kb/304736

    •IBM System Storage SAN Volume Controller Troubleshooting Guide, GC27-2227
http://publib.boulder.ibm.com/infocenter/svcic/v3r1m0/index.jsp?topic=/com.ibm.storage.svc.console.doc/mlt_relatedinfo_224agr.html

    How to get Redbooks publications

    You can search for, view, or download Redbooks, Redpapers, Technotes, draft publications and Additional materials, as well as order hardcopy Redbooks publications, at this Web site: 

    ibm.com/redbooks

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services

  
    IBM Virtual Disk System Quickstart Guide

    IBM Virtual Disk System Quickstart Guide

    IBM Virtual Disk System Quickstart Guide

    IBM Virtual Disk System Quickstart Guide

    IBM Virtual Disk System Quickstart Guide

    IBM Virtual Disk System Quickstart Guide

  
    IBM Virtual Disk System Quickstart Guide

    Learn to install, use, and troubleshoot the IBM Virtual Disk System

Sample configurations with step-by-step instructions

DS3400 and IBM/Brocade SAN Switches implementation


    This IBM Redbooks publication is a quickstart guide for implementing an IBM Virtual Disk System. We use the term IBM Virtual Disk System to collectively refer to IBM SAN Volume Controller (SVC), System Storage Productivity Center (SSPC), IBM mid range storage (DS3400 in this case), and IBM/Brocade SAN Switches.

     

    IBM System Storage SAN Volume Controller (SVC) is a virtualization appliance solution that maps virtualized volumes visible to hosts and applications to physical volumes on storage devices. The IBM virtualization technology improves management of information at the “block” level in a network, enabling applications and servers to share storage devices on a network.
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    Back cover

    Acrobat bookmark 

  OPS/images/7794ch03.07.1.50.jpg
e aixi el






OPS/images/7794ch03.07.1.52.jpg





OPS/images/7794ch04.08.1.021.jpg
® 4 & 7 @ [Create anMOisk Group. -“

Select [ Name | State »| MDisk Count ~| VDisk Count | Capsciy (VE}

C aPLM0G Oune 3 o .
€ svor oot ovine 0 7 T
©  IESTupe oune s 2 o

Page 10f1 Total 3 Filtered 3 Displayed






OPS/images/7794ch03.07.1.51.jpg
ot || &[] B) 8] x]| 8|

I e e —
o et e e

s o M o

W

e e Pl o






OPS/images/7794ch04.08.1.022.jpg
iy St - N h o, 2 lc e M, s 5
B S

O 52 st

[T






OPS/images/7794ch03.07.1.54.jpg
ot || | B] 3] ] 0]

e st






OPS/images/7794ch03.07.1.53.jpg
=] el el x ol

Fiomtmne | eeerereeserevere—






OPS/images/7794ch04.08.1.020.jpg
Viewing Hosts
Gick on = host tovaw 12 detals o7 el 3 host and
 Host.and cick Go.

Refiosh | osaton: 247 208330300
=2l s)[e 3] @ [Cesearot  Slloo]

o e Tt 20 Chck Go To creste = host 2aect Crate

Select | Name | Port Count ~ | VO Group Count ~| Port Mask ~| WWPN Al
o 2 IR
[y [
Sl : e
o waz 2 sam e

 Pagetofl Total 4 Filered 4 Displayed 4 Selected:






OPS/images/7794ch03.07.1.45.jpg
e || &[] m] &) x]| 0]
e e e

——






OPS/images/7794ch04.08.1.014.jpg





OPS/images/7794ch03.07.1.44.jpg
EEEm—
R —

Tt ety

_sen | _owes |





OPS/images/7794ch04.08.1.015.jpg
rage"™ SAN Volume Controller

Clusters

2 %2 (4] e 7 LaunchmeSAN\/o\umeConuoHevConsolev%

Select ~ | Name ~ | Cluster IP Address (IPvd or IPv6) ~ | Availabilty Status ~ | Vefsion ~
@ |mso_svel|1351513215 oK. 4317

Page 10f1 " Total 1 Fitered 1 Displayed 1 Selected 1






OPS/images/7794ch03.07.1.47.jpg





OPS/images/7794ch04.08.1.012.jpg
T SVC_SW1 - Zone Administration

=Jokd]

(o zees
Fpen—
[ R
s | zove | Zone Conty |
e SV wELSS

Member Sekcton st

B (3 Atasescio enoers)
3 053400_A_P1c erbers)

P Henters)
3 v o ersers)
=1

=1

O SVCt P ombers)
=1

0 5vC1 12 pact srpers)

G Reesh - Ensteconty  SeveConty  CearAl

= ewzone| Dot Reame| Gone

Zoneerbers

3uersers
(3 Anses
(SRR np—

53 SVer_1_pic enbers)
53 Sver Nz pic Hembers)

dd Qvr

Current View: Fasce vew

& Eftective Zone Contig:

svecra






OPS/images/7794ch03.07.1.46.jpg
o e ——

| el o Nl
Fa R D e
e






OPS/images/7794ch04.08.1.013.jpg
T SVC_SW1 - Zone Administration

(o zeen
FTre——

Brew v Resoucevew * % Retesh ~  EnadleConfy  SaveConfig  Clear Al
R g zoecors |
e S5 ! Vo2 o e o] G|
e s 2o cntg s
B 3 zoes 6 2oy e
B et
e R
s
— | Rsases
I S
Hoeves

Current view: Fascevew & Eftective Zone Contg: SVC_CFG






OPS/images/7794ch03.07.1.49.jpg





OPS/images/7794ch04.08.1.018.jpg
Host Name

[RHELS3

Port Mask (1 allows access. 0 denies access)

i

wo Gmuis

o_gp1
o_a2
o o3

Availab Ports

[21FD00051E5DAD6T

[ZTFoo00s TEsTERGE |

Selected Ports

==

B






OPS/images/7794ch03.07.1.48.jpg





OPS/images/7794ch04.08.1.019.jpg
U0 Groups.

io_aro1
0 gre2
a3

Availabe Ports
[21FDO00STESTEADE

‘Adtionsl Ports (type in WWPNs. cne pe ins)

B Lesea]

Selected Ports






OPS/images/7794ch04.08.1.016.jpg
My Work
Welcome

\ Hangged Disks
7/ Work with Hosts

> Service and Maintenance





OPS/images/7794ch04.08.1.017.jpg
Viewing Hosts
Cick on  hosttovew s Getals. 1 S9loc & host 3nd 1 achon Fom he i 3nd Chck Go. To creas 3 hos.select Create
aHost, and cick Go.

Refesh | ot Reesn: 17, 20083215470

| (2] 4 2 (7] [ ® | [Createa Host |

Select | Name | Port Count ~ | VO Group Count ~| Port Mask |

210iE00E2CE
g . 2 bbiAn '210000E08B08FCIF
210000E0091e2008
i — 2 s '210000E088392CC0
o wmaz 2 s ey






OPS/images/7794spec.03.1.1.jpg





OPS/images/7794ch03.07.1.41.jpg
oo || &I m] &) x]| 0]

== e Sy 3 6 T S A s
R e
et 2 m [
- §






OPS/images/7794ch04.08.1.010.jpg
Option Type of Connection

8 - Loop only

1 - Point to point onlyl

2 - Loop preferred, otherwise point to point






OPS/images/7794ch03.07.1.40.jpg
B





OPS/images/7794ch04.08.1.011.jpg
lerber Sobcton Lt

Wit 7 Doveos)
@ e Coporsion 8000000593207
& egecon DO

B quge con wanmeommosaner
8 & a0 e

D terouzse o 2 ove
8 Ooge Corp. 20:00:00:e0:80:08:86:36
@) 5ymbios Logi . 2004005839082 )

 ors & Atached Oeviess1 Hombers) 2]

% Refrean ~

Eneconty  Saveconty  Cear Al

! | g 5|

[

2 g

& Eftective Zone Config:  SVC_CFG.






OPS/images/7794ch03.07.1.43.jpg
et || =|) 8] @) x] 0]
B [T s e e

== L






OPS/images/7794ch03.07.1.42.jpg
e || &[] m] &) x]| 0]
e e e e e ——






OPS/images/7794ch03.07.1.34.jpg
N YR T
c - -

Viewing Custrs

22 @ | [Comenoe S Vo Cormote G
Slct ~ Nama | e P Adess (Pt cr ) | AvsabityStae | Versicn ~

Page 1ol 1 Total 1 Fitered 1 Displayed 1 Selecied 1






OPS/images/7794ch03.07.1.33.jpg
coms ‘Welcome

‘Ctamspasmnore 6N System Storage ™ SAN Vol Contoller

Documentation

1BM Systom Storage Open Softwaro Famiy. SAN Volurme Controler
‘Sevce Uparades and Downloads

Lcersad it rpery 1 Copaaion Sesproducicrse o deie &
‘Copyng IsmatlBusnss Hachies Coporion 206 Al 1gts esened fteto &
U2 Gorrment Uors Rosrced s - Use. dutcoton o sciosr omncioaty 1o
GSA ADP Schedule Contact wi 1BM Corp Powered by Echpse Technology. s






OPS/images/7794ch03.07.1.36.jpg
]

I e

S pepiket oy v -






OPS/images/7794ch03.07.1.35.jpg
Page el

PN e —

10~ Name =St~ W= 10.Group | Congode
Oins ST 00 Yot

Toa 1 Fiterod 1 Dispiayd | Seloctod 0







OPS/images/7794ch03.07.1.38.jpg
R bk [ | et tmd |
o s " Lcans sattngs
o e o8 Yt Congt Gy Eton MY o
8 R ]






OPS/images/7794ch03.07.1.37.jpg
i o AP —
b e Selct ~[1D = Nams St~ WA 10 Grop = CafigNode | Harvars Meck

Page 1ot 1 Tk 2 Flweod 3 Oieplayed 5 Seasd i






OPS/images/7794ch03.07.1.39.jpg
Current License Settings
< e

o |G a0
s

Limit (Terabyfes)

FlosnCopy Limt 10
(Terabytes)

‘Global and Metro

Mirro Limit 10
(Terabytes)

10






OPS/images/7794ch03.07.1.70.jpg
_1
et 1 |






OPS/images/7794ch04.08.1.040.jpg
Selecied Hoat:

RHELS3
Mapping Rosis

T s e = TR e B

* ® 4 £ | @ [SowFiterRow 3][o9]
VDK~ Resut B
15,00 Scems
1501 socms

Pageof1 Toat 2 Fitered 2 Dispayed 2

=






OPS/images/7794ch03.07.1.72.jpg
ot | 1] 8] 8] x) 0]

-
v | v | o
D - I

o (5|






OPS/images/7794ch03.07.1.71.jpg





OPS/images/7794ch03.07.1.74.jpg
frooneonss v 2 e






OPS/images/7794ch04.08.1.043.jpg
P —

oo drver st nyourcomputer

S for s v s ot
[CECTENTSS -] | oowe |

 ncte g

> Lot me pekirom ot ofdece ders oy computer
et e e i e dvc, o 8 s
‘ e

| N





OPS/images/7794ch05.09.1.11.jpg





OPS/images/7794ch03.07.1.73.jpg





OPS/images/7794ch04.08.1.044.jpg
T e —
o eyt you e et
Wi s e o h s st for s e

Qs Ot s






OPS/images/7794ch05.09.1.12.jpg





OPS/images/7794ch03.07.1.76.jpg
e || &l m) &) x| 0]

e o






OPS/images/7794ch04.08.1.041.jpg
TP s e - » [T oo
Select »[Host 4 |VDisk _ ~[SCSID
© T VAVO2 Bt 0
o Vo

3 Vo1 G T
© wak2 vaa VD1 Bon 0
© w2 waewor 1
Page 10f1 Total 7 Fitered 7 Displayed 7 Selected 1]






OPS/images/7794ch03.07.1.75.jpg
Lo

mevs | oo | e | cacs | e |





OPS/images/7794ch04.08.1.042.jpg
P scun vou b

s n0EnLENY

=5
o
o B oo s
& Joiofiomongmes






OPS/images/7794ch05.09.1.10.jpg





OPS/images/7794ch03.07.1.67.jpg





OPS/images/7794ch04.08.1.036.jpg
Viskans
» Hanage Clusor
b Wik it Nodes
¥ Hanago Progess
¥ Viok withbanogod Diss
) viork it Hort

Witk with Vs Dk






OPS/images/7794ch03.07.1.66.jpg
PR

(|

ev | | _reon | _cmns | v |






OPS/images/7794ch04.08.1.037.jpg
# |[CeatevDss |
| Fast Wite State »/ VO Growp | MDisk]
Enaty s

Enpty o0 Sverd
Enpty oo svern
ot Emty oy Svern
[ g Svorn
Envty oo Svord
oty o0 Svord
Enpty oo sver

| Totat 8 Fitered: 8 Dis






OPS/images/7794ch03.07.1.69.jpg
e —— P |
el 2 =)






OPS/images/7794ch04.08.1.034.jpg
Creating Virtual Disks

[

ite |vabe I
e Suged
Nomber f Vv o crost 1
V0 Grouptame g
MOk GiupNane RHEL MDG
Voo Hame RHELED V00
Preradiods s v
Minages sk a
Capacy “ce
Furstbronuse Mo

Create VDisk Results

o et VK ek e TR R

@ | [Showrnerron o so]
TEE






OPS/images/7794ch03.07.1.68.jpg
m’ =~ B 8| x| of
e

(Svams | S s Somvamt ] e






OPS/images/7794ch04.08.1.035.jpg
Creating Virtual Disks
om0 0 3 v e AR, Gk O

Aaibuts 1 Value I |
e Suves

Wit of VOt o vt 1

Womptane o0

ok s etk o

Pt (ortun o0

Maraes 0 ~

comety 000

Create VDisk Results
T cnte VDK st s e T8 o e

SOl T )
0 0

RHELE3 VD! Sucezss.
Page 101 Total 1 Fitered 1 Displayed: 1

[Cluse |






OPS/images/7794ch04.08.1.038.jpg
© o+
Select ~ [ Name
G

AV

ine
o

© T E————

=] State | Fast Wite State |10 Group ~ | MDisk Group | Capacity

g

0 9%
Py

svet oG
e

b

e
mzn






OPS/images/7794ch04.08.1.039.jpg
I Ao the s sk 1050 masped s ey e eady mapped 03 st

Vit D

# %7l ol @ [Shovererron Sl[e
Name ~|State ~| Type ~|SCSILUNID

Al
RHELS V00 Onles et [0
RHELS V01 Onien Suiped [T
Page fof1 Total 2 Fitered 2 Displayed 2

==






OPS/images/7794ch03.07.1.61.jpg
>-'"__——-'l =~ m| 8| x| of






OPS/images/7794ch03.07.1.60.jpg
e || &[] m] 8] x| 0]

i = o
= =

TE






OPS/images/7794ch03.07.1.63.jpg
m/ =~ B 8| x| of






OPS/images/7794ch04.08.1.032.jpg
Voisk Nama






OPS/images/7794ch03.07.1.62.jpg
| | o

T —






OPS/images/7794ch04.08.1.033.jpg
Atrbite
e

Nombar of VD tocrste
10 Group e

WDk G Name

ok tame

Prtred tde

Mnags Dok

Capacty.

Space o by shcats
Warig ot

Forst s i
p—

G s

Cacne ot

Unt Do rtr
[
p—

| Vale

Stona

'

o_gs0

RiEL W06
ReELE3 V0
(sptom assanas)
~

‘e

Resawite
o

Synchvonized (e prmry disk s shesdy synchosized with the secondary sk -

1






OPS/images/7794ch03.07.1.65.jpg





OPS/images/7794ch04.08.1.030.jpg
[ T

‘Selct e cache ot
T

Ut doce err (154 o Ope S hose)
o

Rttt
i

" Spaceeican:

Mo gk

T T e e SR e






OPS/images/7794ch03.07.1.64.jpg
e e
T —]
PP T

— T
wone e —

N S Copuy

s |

ot v

oo | et | e | cmen | wm |





OPS/images/7794ch04.08.1.031.jpg
‘Mansged Disk Group

]

[ v S SR
© sewe  um
Lo mswe mm
Pogelol1 | Toald Fiteed 4 Dispoyed 4 Seleced 1

Lot th ystom soect e Mansged Disks

VD Capacty
B






OPS/images/7794ch03.07.1.56.jpg





OPS/images/7794ch04.08.1.025.jpg
Atribute |vale

Name AL MG
Nomberof managed ks 4
Wariog Lol o

(Bt Sza- 1






OPS/images/7794ch03.07.1.55.jpg
'—'"_———-'1 =~ B 8| x| of

B e |

(e el o Ml

e
e






OPS/images/7794ch04.08.1.026.jpg
Select ~|Name

-

L
-

el (o))

4PLMDG Onine
BHELMDG Onine
SVCIMDG! Onine
IESTMDG Onine
Page 101

®  [Create anMDiskGrowp =] 0]

| State ~|MDisk Count | VDisk Count | Capacity (E) | Extent Size (ME) ~

3 0 s
4 0 B2
0 7 162304
s 2 1o

Total 4 Fitered 4 Displayed 4 Selected 0

259
‘
s






OPS/images/7794ch03.07.1.58.jpg





OPS/images/7794ch04.08.1.023.jpg
Mok Canddues
O ey — )

Select « [Name = State ~| Capaciy(MB) ~| ControlerName =
P s T

(7

Lonine
Total-4 Fitered 4 Displayed 4 Selected 4

P mesa
Page faf 1






OPS/images/7794ch03.07.1.57.jpg





OPS/images/7794ch04.08.1.024.jpg





OPS/images/7794ch04.08.1.029.jpg
Name | Node Count | VDisk Court | Host Count

o9 2 0

oy o o

el o 0

oo o o
Toiatq

ot 10 g
fio_gr0 C

ot Pt o






OPS/images/7794ch03.07.1.59.jpg
>-'"__——-'l =~ m| 8| x| of






OPS/images/7794ch04.08.1.027.jpg
&/ (o) =] (¢ (2] 2] (m] @) [[CoaevDss S

Select ~|Name 4 |State ~ |FastWite State VO Group ~|MDisk Group ~ | Capacity (MB) ~
[ SSPCIESTVD Onine  Empty g SVOIMOGT a2
D [$kan Fr R PR oamd  SVCI MDGL 20480






OPS/images/7794ch04.08.1.028.jpg
Create Virtual Disks

510 1 Choasaan O grop 3 e ot

Stop2: Sputy he o s ks you r creting Oy, st te e,
Chchd e, dosc b, 91 ocrt s, Sk e

Si9p3 Soethe manayed sk o, mansged dk cndetes s the e of e
V() sl th copesbeng crotd

St - Mottt k) you s cret

S10p5: Vo ofth sttt youspacod






OPS/images/7794ch03.07.1.10.jpg





OPS/images/7794ch05.09.1.09.jpg





OPS/images/7794ch05.09.1.08.jpg





OPS/images/7794ch05.09.1.07.jpg





OPS/images/7794ch05.09.1.06.jpg





OPS/images/7794ch05.09.1.05.jpg





OPS/images/7794ch05.09.1.04.jpg





OPS/images/7794ch05.09.1.03.jpg





OPS/images/7794ch05.09.1.02.jpg





OPS/images/7794ch05.09.1.01.jpg





OPS/images/7794ch03.07.1.30.jpg
Add SSH Public Key

‘AdGing newD and koy.
‘Added new SSH administrsor key associated wih 1D admin

Granted Administrator ol to the SSH key associted wih 1D admin

Updated st of nstalled adrministator 105
adgmin






OPS/images/7794ch03.07.1.32.jpg
1B System Storage” SAN Volume Cortroller

BM System Storage SAN Volume Corroler Console Signon

=






OPS/images/7794ch03.07.1.31.jpg
Create New Cluster

The cluste has been crestad and intis setings fo th clustar hve been defins.

Clos this task by clicking on the E3in the task tlebar. Then select an action rom the portolo.






OPS/images/7794ch03.07.1.23.jpg
845y SANVolume Controller

Create New Cluster

Th cster i g cste. This sction ay ke o sconds

A chstr wth s rams ITSO_SVEH b b st
cick Comiue 10 oty the it passvars

Contn






OPS/images/7794ch03.07.1.22.jpg
18U System Storage™ SANVolume Controler

Creaing o How Gl
T — ~Rutyo th Admsrtor Password or s
JrIp— Retye the Sacs Psswordfor st

st ame
frso.sver

+Sirice P Addrss
€ Assign somatcsly OHCP)
@ Sumic (% 11513 JE

AdmisrtrPas v Py
G —

[ | —






OPS/images/7794ch03.07.1.25.jpg
D | 0 wekims

Error Notfcation Settings

hivgs Passuord

S0P Satnge

Hodwaeany

S 1 Asess
e
pon

S Cammanty

Updotn






OPS/images/7794ch03.07.1.24.jpg
Create New Cluster

Th passrd has b modied

Cick Condue 1o cofus thearor cfcaton setgs

Conimue






OPS/images/7794ch03.07.1.27.jpg
Lconse Setinge
Paamter

Viuszstion it Trsytes)

FashCopy L Trabyte)

Gl snd et M it
(erbyies)

L 18)






OPS/images/7794ch03.07.1.26.jpg
tom Storage™ SAN Volume Controller

Error Notifcation

Adtonl SNNP destinations may be added sk cstrcreion Cck ot 1 et the
Loense setngs

Contou






OPS/images/7794ch03.07.1.29.jpg
SSH Public Key Maintenance

Vou can add 8 SSH puble key 10 permit 32cess 1o he Custer Fom This panal The Key s associtsd wih an
1D stingthat you define, and you use hat 1D to manage th key

To add s key, speciy the publc key and 1D pai,snd clck Add Key.

Vou can upioad the Kay as a le by typing the fisnam inthe Public Key (fe upload)ied,or you can pase it
intothe Public Key (drect inpu) i

SSH Key
Putlc Koy (s upload) Pubic Key drectinpu)
[C¥Program Fles\PuTTvVestout | Biowsa. [

“Dfabe)
[sdmn

*Roguired fold

Access Level

Roe | Description

T Seecttis opton when you are crsating a prvate/public ey par that vl
e used between the SVCC and the SVC cluster
| Itwllcreate an Adrminstator User wih Adminitrator Rol.

‘Selct ths opton when you are creating a prvatelpublic ey pair !
e used to enabls sdmintrators o access the SVC cluser i
Montor @ |command ins. The pubic key wibe placed on the SVC clu
Adminisetor, prate key must be hel on the host unning the command ins clent
Adminststor C |EClect o utabe ol for i 4 sscoited i e hey o A Monior
role may only vew the cluste confiuration. An Adminstrato o, in
‘addiion, may make configuration changes.
Seect s option when you are creatng a prvate/public key ittt vl
- e used to enable senice persoml t0 access the SVC cluster fom an
'SSH command ln. The public ey will be placed on the SVC custer and
the privas ey must be hld onthe host running the command line clent.

Servce






OPS/images/7794ch03.07.1.28.jpg
18U System Storage™ SANVolume Contoler

License Settings

[ pe———

ik Contna e S by et A,k g 5

Bypass






OPS/images/7794ch03.07.1.21.jpg
ot






OPS/images/7794ch03.07.1.20.jpg
e 155151521 ¢ ot Vo s roqes
et





OPS/images/7794ch03.07.1.19.jpg
1B System Storage™ SANVolume Controler

= cuen

by Wok 13
wicin Adding a Cluster

+Closter P Adhss (Pt e )
s 1513215

 cot Gisize)Chste

k] [ Cane






OPS/images/7794ch04.08.1.009.jpg
xtended Firmware Settings:

RIO Operation Mode 0]
Connection Options 2,
Fibre Channel Tape Support Disabled
Interrupt Delay Timer 2]
Data Rate 2





OPS/images/7794ch04.08.1.008.jpg
lost Adapter Settings

BIOS Address:

BIOS Revision:
Adapter Serial Number:
Interrupt Level:
Adapter Port Name:

Host Adapter BIOS:
Frame Size: 2048
Loop Reset Delay: 8
Adapter Hard Loop ID: Disabled
Hard Loop ID: 8
Spinup Delay: Disabled






OPS/images/7794ch04.08.1.007.jpg
onfiguration Settings

ost Adapter Settings

Selectable Boot Settings
Restore Default Settings
Raw Nuram Data

Advanced Adapter Settings
Extended Firmware Settings






OPS/images/7794ch03.07.1.12.jpg
W

o

Noter

ERe— e
[——

PR puses
Ipactiayoguosa:

Sasirees @ssiznen Ossanen
Nboctbiins gnacusdhay =






OPS/images/7794ch04.08.1.006.jpg
ast!UTIL Options

onfiguration Settings

Scan Fibre Devices
Fibre Disk Utility

Loopback Data Test
Select Host Adapter
Exit Fast!UTIL






OPS/images/7794ch03.07.1.11.jpg
e e e 1






OPS/images/7794ch04.08.1.005.jpg
elect Host Adapter
dapter Tupe 1/0 Address:

QLA23xx ECBB
OLA23xx E808.





OPS/images/7794ch03.07.1.14.jpg
PuTTY Key Generator. a3
Fle Key Conversons Heb

Koy

Pl v e e

Ry EAAAR OAAKEAYF O3 O52TEE GO SZosy Pty
ZPSAEG o L 0N hRDAT BB F
‘m»wmwmmwmrm.w.wmm

P
L rre————
P

o

—

Cumet sttty [ oo |
it
FR— Sovepraiy
.

TETRA™  oswwansa Ossiaosn

LR — 02t






OPS/images/7794ch04.08.1.004.jpg
nom )

sspc

AN Switen

£
(saatos

svou ussay

—

053400

[mju]s]s|s]sju]s]sju]s]s]






OPS/images/7794ch03.07.1.13.jpg
Fe ey Conversons rep
Koy

Plesse genarte some andormess by movig b s ove e ke

Ganerate  ublcprvat oy pat
Loadanexsing ot ke
Sovet genaradkey.

Typs ofkeyto gensras:

Numberofis 2 gonsrsediar






OPS/images/7794ch04.08.1.003.jpg
1 I
aaswncn svon anisann o swaen
aiy iy
1 I
L B N2
p— —

[Caxa] os3400 e

00000000088






OPS/images/7794ch03.07.1.16.jpg
Qs @ g
1-System Error LED (Amber)
2-Location LED (Blue)
3-Hard disk drive activity (Green)
4-Reset button

5-Power control bution
6-Power LED (Green)

Y

I-Information panel
2-cache LED

3-Front-panel display
4-Navigation buttons
S-serial number label
6-select button

7-Node identification label
8-Error LED






OPS/images/7794ch04.08.1.002.jpg





OPS/images/7794ch03.07.1.15.jpg





OPS/images/7794ch04.08.1.001.jpg





OPS/images/7794ch03.07.1.18.jpg
o Storage™ SAN Volume Controler

e BM® System Storage™ SANVolume Contoler

B o st densty your csterst the senerforthe i Agnt o
‘SAN Volum il bforeyou can manage them.

Add SAN Volums ol Cuser






OPS/images/7794ch03.07.1.17.jpg
roller

B0 System Storage SAN Volume Confrolier Console Signon

=

&






OPS/images/7794ch04.08.1.127.jpg





OPS/images/7794ch04.08.1.126.jpg





OPS/images/7794ch04.08.1.125.jpg





OPS/images/7794ch04.08.1.124.jpg





OPS/images/7794ch04.08.1.123.jpg





OPS/images/7794ch04.08.1.122.jpg





OPS/images/7794ch04.08.1.121.jpg





OPS/images/7794ch04.08.1.120.jpg





OPS/images/7794ch04.08.1.129.jpg





OPS/images/7794ch04.08.1.128.jpg





OPS/images/7794ch04.08.1.094.jpg





OPS/images/7794ch04.08.1.095.jpg





OPS/images/7794ch04.08.1.092.jpg





OPS/images/7794ch04.08.1.093.jpg





OPS/images/7794ch04.08.1.098.jpg





OPS/images/7794ch04.08.1.099.jpg





OPS/images/7794ch04.08.1.096.jpg





OPS/images/7794ch04.08.1.097.jpg





OPS/images/7794ch04.08.1.130.jpg





OPS/images/7794ch04.08.1.090.jpg





OPS/images/7794ch04.08.1.091.jpg





OPS/images/7794ch01.05.1.17.jpg





OPS/images/7794ch04.08.1.138.jpg





OPS/images/7794ch01.05.1.18.jpg
© siaus || @ Tero | © ower | @ Fon || 8 Bocon || EE Lagera

Zone Admin
[ Switch Admin
, port Admin
‘9B Admin Domain

Swicnvens | Swtchfomatn | Information panel
aEveres Lo Upames von am 222009213339 0140000 (Autotres vl 15secanss)

o
e essone
U000 (etamaten  Secety vt Logn fakrs st v {2
1900000 Secirtyvowton Loga oare stengt vo 1
Drtarmain Secety voston Loge akes sanpt va
WrtamatinLogn famstin Logn successa va T
2 Securty velton Loge far atenp v
20052 0Uu0000 [etomatin  Sacety vt Logn fors st 2
205 330uTen0 Wriomatin Logn fomsta Logn uccess v T
Wntomston Loge ntomtn Logn sccesst v T
201501 QU000 Qefomatin Logn fomsta Logn success v T
291655 0uruo000_ Ditomaton_Logn fomstar Loon successuva T~
| ¢ s O
e

TRISTSZI0 | ADD | Uaer sann | Rok sammn






OPS/images/7794ch04.08.1.137.jpg





OPS/images/7794ch01.05.1.19.jpg
e svc 51 Do 30 it 10000008 10503067 Fidnts 0215135 o

e

e
o sever 1| |

‘ o Server2 [
= |
o] | |

e | o | oo |

o A cond 10150082135 5 o0
S e coe F o 0821 6.3 M908
e e n s F o 1 3521511 1300

ST Vi B T e A Tl TSI TR U R s
——






OPS/images/7794ch04.08.1.136.jpg





OPS/7794cover.jpg
IBM Virtual Disk System
Quickstart Guide

™
san
stey

ibm.com/redbooks RedbOOks





OPS/images/7794ch04.08.1.135.jpg





OPS/images/7794ch04.08.1.134.jpg





OPS/images/7794ch04.08.1.133.jpg





OPS/images/7794ch03.07.1.09.jpg
IEM
catoretons

EETrra— e e ]
Bt omvmame s e
Bt Srvanese s e
Beide omomaman s st
Beie ] s e

N3 £ ooy s oy 5 T 0 6ok ) e oo






OPS/images/7794ch04.08.1.132.jpg





OPS/images/7794ch03.07.1.08.jpg
| R s






OPS/images/7794ch04.08.1.131.jpg





OPS/images/7794ch03.07.1.07.jpg





OPS/images/7794ch01.05.1.10.jpg





OPS/images/7794ch03.07.1.06.jpg
— —
[Ea) 053400 T

[sls]s]s[s]u]s]u]s]s]s]s]






OPS/images/7794ch01.05.1.11.jpg
Gigabit Ethernet (mgmt) port Power switch / cord

SAS (expansion) port
Disabled SAS port Controller

FC (data) ports  Diagnostics port Power Supply/ Cooling






OPS/images/7794ch03.07.1.05.jpg
[EENCTY T o

Dunar0 02 watt 1200005 e543287

e b

prs——,
e | oo |t

(S At o 1300195091 339 OHT20100
[Soin Admeartoncou 1 1200 5 5 1100

S Admartn col 4. 1.0 236 3 OMT-1000

S At gt 1115250821101 1000

Mode Bas | £ Prtessors Mt Tot | 1951519210 | DO | User st | Rk s | &

[ ——





OPS/images/7794ch04.08.1.089.jpg





OPS/images/7794ch01.05.1.12.jpg





OPS/images/7794ch03.07.1.04.jpg
Unage_Eeports_MgntorToos
|} @ ss || @ ome | @ rower | @ || Rbescon || Hagea || tog0ut

Sutenvew f

[ oy R —
oner | [

yrpeo—— i e S
et SSH et |7 oct 142009 00305 GHTo00 00 Carmaion  Securty v Loon fokes st v {2
VR T01 | o0t 14 200 0019 0u1.0000  (yfomatonsecty vl Lo ke atorc o {1
Fabric Tree — (Tue Oct 14 2008 200319 GMTs0000  (Binformation  Securty vioaton: Login falure ttempt via
Vi, Noma™ ]| [T 14 203 0632310000 (iormationLogn formston Log successtva T
o ct 14 008 008 30U110000 oo Sty v Logm ok tar v
B $rae Tt 142009008 200000 frnten Sty vt Lign ok et v
B SC5 | 100 142000 008 5OMT000 Dfarmain Logn fomain Lognsccessta v

&5 Semeted W 11n 0t 14 2008 200507 UIL00D  (famatinLogn famatin:Logn uccessa v
Tue 0t 142005 01501 G000 Qirformston Loge nformatn: Logn sccessf v T
1555011.0000_ Drtomain_Logn etomson Loon sucesata va 121 7|






OPS/images/7794ch01.05.1.13.jpg
DS3000

EXP3000

EXP3000

EXP3000






OPS/images/7794ch03.07.1.03.jpg
iy

3] Ty

[sls]s]s[s]s]s]u]s]s]u]s]






OPS/images/7794ch01.05.1.14.jpg
Array 1
RAID 10

Logical drive 1

Logical drive 2

Free space

Log. drive 3

Log. dive 4

Log. Drive 5

Log. Drive 6

Drive 5 Drive 6 Drive 7 Drive 8 Drive 9

Array 2
RAID 5






OPS/images/7794ch03.07.1.02.jpg





OPS/images/7794ch01.05.1.15.jpg
Drive 1 g
DS3000

EXP3000

EXP3000

EXPSON‘






OPS/images/7794ch03.07.1.01.jpg





OPS/images/7794ch01.05.1.16.jpg





OPS/images/7794ch04.08.1.139.jpg





OPS/images/7794ch04.08.1.140.jpg





OPS/images/7794ch02.06.1.5.jpg
e Y

Ds3400






OPS/images/7794ch02.06.1.4.jpg
svC

~a—p> Data Transfer

rap|/ [ran
cul | | cut

RAID
cul






OPS/images/7794ch02.06.1.3.jpg





OPS/cover.xhtml


   

      [image: Cover image]

    


  

OPS/images/7794ch02.06.1.2.jpg





OPS/images/7794ch02.06.1.1.jpg





OPS/images/7794ch04.08.1.061.jpg
o s o iy e B R
T P e = S ——

G S o TS Pt Gt St P, v, o o, o)
[Cosv. S b M5 vy Pt

e ‘ Soaows
e
-

[T p——"





OPS/images/7794ch04.08.1.062.jpg





OPS/images/7794ch05.09.1.30.jpg
1BM® System Storage™ SAN Volume Controller

Run Maintenance Procedures

Maintenance

Perorming matenance procedor

77 e D)

The path counts fo port 202500ADBE390825 (NPort D 0001 1100) on
cortroler DS3400 ars 3 folaws:

(unable to detemnine controllr por)

There ars 2 1230 errors inthe eror log.

Ofthese, 2 emors have a First Ertor Timestamp withinthe last 30 daye.

Uss the approprise guides to chack the switch port with NPor 0 00011100
and World Wide Port Name 202500ADBE390826
Ensure there are no new ntermitent sror.

Click OK to continue, orcick Cancel 1o ext

ok Cancsl






OPS/images/7794ch04.08.1.060.jpg
L S —————

[ e,
1 Formt e chn s g s
P —
Vet T —
% Putam gt
[

e (v






OPS/images/7794ch04.08.1.065.jpg





OPS/images/7794ch05.09.1.33.jpg
IBM® System Storage™ SAN Volume Controller

= Analyze Enor Log
Analyze Error Log

Detailed Error Analysis

Using ero og e /dumps/elogs/ert

10711 090714 172548
Vou can set an unfied eror o fxed, or  fixed eror o unfved

Processing record number 274, sequence number = 375

Node dentifer wa
Object Type device
Object D 0
Sequence Number 75

Root Sequence Number 375
First Emror Timestamp 10 Jul 2009 1923.47
Last Eror Timestamp 12 Jul 2009 08:49-52

Enor Count s
Type TRANSIENT ERROR.

Status UNFIED )

Enor Code 1230  Login excluded

Enor D 10013 : Login Excluded

Addtional Sense 01 00 00 00 75 00 00 0D 26 08 39 B8 A0 00 04 20 .

26 08 35 B9 AD 00 25 20 00 11 01 0D 64 00 06 0O .
00 00 00 00 00 00 00 0 21 00 21 0D 03 00 06 0O .

SR 01 00 03 00 00 00 01 00 E2 27 40 01 68 07 05 5O
00 00 00 00 00 G0 00 00 00 0O 00 00 00 00 00 00 .
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 0O .

00 00 00 00 00 00 00 00 00 00 00 0D 00 00 00 0D ©
90 00 00 00 00 00 00 00 00 00 00 00 00 00 00 01 .

|






OPS/images/7794ch04.08.1.066.jpg
L somo
508






OPS/images/7794ch05.09.1.34.jpg
1BM® System Storage™ SAN Volume Controller

D | o wicame | © Run anenane Prcedues Eroring
worLog

Decoding Sense Data
e able below provides detaied sene
You may be asked o prods this information to your IEM Support Cente 1o aid with problem analysis

cods Wormation

Note.

The e names and data fo enties are NOT transltad.
The item names refer {0 specifc tems which may be ofntarst to the
1BM Support Center

Retum

Enor 1D Description
10013 Login excluded

Hem Data

Vi por ndex 0000001

Vilogin index 00000075

Remote device Warldwide Node Name  2004004088350826.

Remote port Wordwide Port Name 2025004088350826.

Remote por nportid 00011100 B
Thrat lvel ooes

Excluds count o008

Long term trans et count o000

Long term hysteresis max o000

Short tem trans error court o000

Short term hystaresis max o000

Long tem open count o021






OPS/images/7794ch04.08.1.063.jpg





OPS/images/7794ch05.09.1.31.jpg
1BM® System Storage™ SAN Volume Controller

> Workwith Managed pisis = ErTor Log Analysis

e e Toiowhe oo og,solect T SpropTats 3y
D o o e O To cea th ono o, cick Clear Log

> Manage Copy Services

[ Service and Maintenance Analysis Options.

Unarade Sofvwara Show il erors and events «
Bun Maintenance
Sse Show i erors c
Show all events c
Show unfxed erors c
i Lcense Selngs g | | Show all arors o evnts matching code c
Lst Dumps
Backup Configuration Display Optons
Delete Backup S by aror prioty ©
Eabrics
FAT St by date with the newst st c
g CMOM Lo Confoupin =1 | ort by gt vith h et st c
R Number of enes to isplay (per page) fo

e P
ARy Process |

Goartog | g






OPS/images/7794ch04.08.1.064.jpg





OPS/images/7794ch05.09.1.32.jpg
AN Volume Controller

D | O Welcome | O Run Maintenance Procedures [IERNRITRIZRIEYY

Analyze Error Log
Analyzing Error Log

Tick on = sequence rumosr 1 Gepiay the emor ecord I mor o change T Status of an emor fom foed 10
unfxed or fom unfxd o fied

Using ro lag fle /dumpsfelogsferog_110711_¢

‘Whole o log (soted by eror proiy)

Node  Object |Object | Saquence Enor

ontflor Type | Number "M SO™P [cogp  Type |Message
Moo o m BNDE on @ Lognees
W 0 @5 ZMD® p Qe Logneuir
w0 A T v—
wee D ) @eror aged ik R ocured
v e 0 10 MBS o @ haragd Dok enpaccued 8
W 0 16 UHDE o @emo  aged ek ER oo
e | A T v ——
100209

WA mdsk 7 7

o OMEO gy @ Managed Dk ERP ocsured






OPS/images/7794ch03.07.1.90.jpg





OPS/images/7794ch03.07.1.89.jpg
m’ == B 8| x| of






OPS/images/7794ch04.08.1.058.jpg
[ — 0

Sec v e . -






OPS/images/7794ch05.09.1.26.jpg





OPS/images/7794ch03.07.1.88.jpg
e || o[ m) &) x]| 0]

-

o | st | _ogg |

Frmempen e a |
)

T






OPS/images/7794ch04.08.1.059.jpg
oo . o o3 v oo e

© st ko et 5
1 Mot e ko e NSk
e

Dot i b v






OPS/images/7794ch05.09.1.27.jpg
em Storage™ SAN Volume Controller

D | o weicome [

T

> Work with Hosts

> Work with Virtual Disks

> Manage Copy Services.
Service and Maintenance

Maintenance Procedures
Click Start Analysi to tar

Upyrade Sofware

un Maintenan StertAnslysis






OPS/images/7794ch04.08.1.056.jpg





OPS/images/7794ch05.09.1.24.jpg





OPS/images/7794ch04.08.1.057.jpg
s
e e, st i, v, o, e Pt






OPS/images/7794ch05.09.1.25.jpg





OPS/images/7794ch05.09.1.28.jpg
1BM® System Storage™ SAN Volume Controller

O Welcome Procedures

Run Maintenance Procedures

Maintenance

The eror Tog 5 being anlyzed for ufied o

ick on the eror ¢

9 be guided through the maintenance procedures forthat ero

Uniixed erors

Emor | Sequence o Object e

e Neence | Time Stamp Ooiect | Obiect D, Emor Descrpti

120 ¥ 120209085303  deice 0 Loginexcludad
¥5 1200200008495 dmice O Login excluded
U1 1009181953 devcs O

Number of device logins reduced

Total unfxed erors = 3
Displaying emors 1103






OPS/images/7794ch05.09.1.29.jpg
Maintenance

Error Code: 1630
‘The number of device logins has be

“The number of davice logins is reduced.

Continue. Concel






OPS/images/7794ch01.05.1.01.jpg





OPS/images/7794ch03.07.1.81.jpg
e || o[ m) &) x]| 0]

IRy

o






OPS/images/7794ch04.08.1.050.jpg
=






OPS/images/7794ch03.07.1.80.jpg
e || o[ m) &) x]| 0]

al
e | et | o

T —- (1
e






OPS/images/7794ch04.08.1.051.jpg





OPS/images/7794ch03.07.1.83.jpg
st
B
oo oo
rcomeeereman v omceon |
Errmsoaon o oy BT






OPS/images/7794ch03.07.1.82.jpg





OPS/images/7794ch03.07.1.85.jpg
Sorpmere

[ —— E|
=






OPS/images/7794ch04.08.1.054.jpg





OPS/images/7794ch05.09.1.22.jpg





OPS/images/7794ch03.07.1.84.jpg





OPS/images/7794ch04.08.1.055.jpg





OPS/images/7794ch05.09.1.23.jpg





OPS/images/7794ch03.07.1.87.jpg
N_——-'I =~ m| 8| x| of






OPS/images/7794ch04.08.1.052.jpg





OPS/images/7794ch05.09.1.20.jpg





OPS/images/7794ch03.07.1.86.jpg
m’ == B 8| x| of

e
| Bopaten] | e s | B






OPS/images/7794ch04.08.1.053.jpg





OPS/images/7794ch05.09.1.21.jpg





OPS/images/7794ch01.05.1.09.jpg





OPS/images/7794ch03.07.1.78.jpg
o — |
=






OPS/images/7794ch04.08.1.047.jpg





OPS/images/7794ch05.09.1.15.jpg





OPS/images/7794ch01.05.1.08.jpg





OPS/images/7794ch03.07.1.77.jpg
m’ == B 8| x| of

A ==

(S T R






OPS/images/7794ch04.08.1.048.jpg





OPS/images/7794ch05.09.1.16.jpg





OPS/images/7794ch01.05.1.07.jpg





OPS/images/7794ch04.08.1.045.jpg





OPS/images/7794ch05.09.1.13.jpg





OPS/images/7794ch01.05.1.06.jpg
Bl Fibre-channel port 1

B iore-chansl port 2
B Fire-chanel ot 3
Fire-channsl port 4
B pover susply

Seril connection
B ctnomst port 1






OPS/images/7794ch03.07.1.79.jpg
r— e T
IRy






OPS/images/7794ch04.08.1.046.jpg
5 88 Saen s

S s T






OPS/images/7794ch05.09.1.14.jpg





OPS/images/7794ch01.05.1.05.jpg
B Fibre-channel LEDs

B ethemet sty L£0
B et ink Leo






OPS/images/7794ch05.09.1.19.jpg





OPS/images/7794ch01.05.1.04.jpg
1-System-Error LED (amber)
2 Locaion LED (blue)

& Hard-disk drive activiy LED (green)
4-Resetbution

5Power-conirol button

&-Power LED (green)






OPS/images/7794ch01.05.1.03.jpg
ao - aar

I-Information panel
2-Cache LED

Front-panel display
4-Navigation buttons
5-Serial number label
6-Select button

7-Node identification label
8-Error LED






OPS/images/7794ch04.08.1.049.jpg
el 3
W G nB@ e

=
T






OPS/images/7794ch05.09.1.17.jpg





OPS/images/7794ch01.05.1.02.jpg





OPS/images/7794ch05.09.1.18.jpg





OPS/images/7794ch04.08.1.083.jpg





OPS/images/7794ch04.08.1.084.jpg





OPS/images/7794ch04.08.1.081.jpg





OPS/images/7794ch04.08.1.082.jpg





OPS/images/7794ch04.08.1.087.jpg





OPS/images/7794ch04.08.1.088.jpg





OPS/images/7794ch04.08.1.085.jpg





OPS/images/7794ch04.08.1.086.jpg





OPS/images/7794ch04.08.1.080.jpg





OPS/images/7794ch04.08.1.105.jpg





OPS/images/7794ch04.08.1.104.jpg





OPS/images/7794ch04.08.1.103.jpg





OPS/images/7794ch04.08.1.102.jpg





OPS/images/7794ch04.08.1.101.jpg





OPS/images/7794ch04.08.1.100.jpg





OPS/images/7794ch04.08.1.078.jpg





OPS/images/7794ch04.08.1.079.jpg





OPS/images/7794ch04.08.1.109.jpg





OPS/images/7794ch04.08.1.108.jpg





OPS/images/7794ch04.08.1.107.jpg





OPS/images/7794ch04.08.1.106.jpg





OPS/images/7794ch04.08.1.072.jpg





OPS/images/7794pref.04.1.1.jpg





OPS/images/7794ch04.08.1.073.jpg





OPS/images/7794ch04.08.1.070.jpg





OPS/images/7794ch04.08.1.071.jpg





OPS/images/7794ch04.08.1.076.jpg
Pahsanen vt

T W T T
BT o T e — o

fEer

P Chant
i D00 0@O0C 0D IS
Tt 5015074801005 005 sb0k 10504

[om ] _me |






OPS/images/7794ch04.08.1.077.jpg





OPS/images/7794ch04.08.1.074.jpg





OPS/images/7794ch04.08.1.075.jpg
Pl €8 o vty Ao Ao b
8 1o+ 3 iy 9 ot ks

@ iz © Nt
| peeyse i gt

R Depster
T Ty e e BT
it 9 Mo s QRIS 442
priiindiy Pt et

e Pt W2t s i






OPS/images/7794ch04.08.1.116.jpg





OPS/images/7794ch04.08.1.115.jpg





OPS/images/7794ch04.08.1.114.jpg





OPS/images/7794ch04.08.1.113.jpg





OPS/images/7794ch04.08.1.112.jpg





OPS/images/7794ch04.08.1.111.jpg





OPS/images/7794ch04.08.1.110.jpg





OPS/images/7794ch04.08.1.069.jpg





OPS/images/7794ch05.09.1.37.jpg





OPS/images/7794ch05.09.1.38.jpg





OPS/images/7794ch04.08.1.067.jpg





OPS/images/7794ch05.09.1.35.jpg
ot [EE—
o —
Usaane g

—— f—
[P TTT—
prtoca Cr—
P—— I
Trsttore assptesse EEEEEE
oy tane (EEC T —
Descrition [5VC 43 comom Far s0_svel

Test MM corrctvay befere adang [

_sen |_cmes |






OPS/images/7794ch04.08.1.068.jpg





OPS/images/7794ch05.09.1.36.jpg
“CMOM Agerts:

Sorvice R Connection.._ Ineroperabity am... v Dispay Name _ Deseripion
Qe 135 15152015589 @ success.[Rootem TSOSVCRS GRDHISVE 43 GMOMFor T50_SVE1






OPS/images/7794ch04.08.1.119.jpg





OPS/images/7794ch04.08.1.118.jpg





OPS/images/7794ch04.08.1.117.jpg





