
   
      [image: Cover image]
    

  
     

    
      
        	
          Note: Before using this information and the product it supports, read the information in “Notices” on page xvii.

        
      

    

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

     

    First Edition (August 2006)

     

    This edition applies to: 

    •IBM eServer p5 570, IBM eServer p5 590, IBM eServer p5 595, and similar models of POWER5 processor-based systems, using LIC version SF230_145 and above.

    •HMC Model 7310-CR2 installed with code at level Version 4 Release 5.0 and later.

    •AIX 5L, Version 5.3 at Maintenance Level 3 (Note: Levels of AIX starting with ML3 are known as Technology Levels).

     

    
      
        	
          Note: This book is based on a pre-GA version of a product and may not apply when the product becomes generally available. We recommend that you consult the product documentation or follow-on versions of this redbook for more current information.

        
      

    

  
    Figures

    2-1 	RAS philosophy		8

    2-2 	Memory redundancy and error recovery		11

    2-3 	High bandwidth and reduced latency		14

    2-4 	Example of dual loop I/O drawer configuration		15

    2-5 	Multi-level memory hierachy		16

    2-6 	First Failure Data Capture		24

    2-7 	PCI bus error recovery		25

    2-8 	Available service tools		32

    2-9 	p5-570 blind-swap cassette		35

    2-10 	p5-590 and p5-595 blind-swap cassette		35

    2-11 	How to access ASM		36

    2-12 	Recommended dump policy settings		37

    3-1 	Two independent power feeds		42

    3-2 	One feed, dual distribution panels		43

    3-3 	Example of a power distribution		44

    3-4 	Stringer-less and floor with stringers		45

    3-5 	Building blocks		52

    3-6 	p5-590 and p5-595		53

    3-7 	PDU FC 9171 / 6171		55

    3-8 	PDU FC 9176/7176		56

    3-9 	PDU FC 9188 /7188		57

    3-10 	p5-570 PDU cabling.		59

    3-11 	Balance load on phases		62

    3-12 	Stabilizer flange		63

    3-13 	SMP Flex cable		65

    3-14 	Warning label		66

    3-15 	Floor cut out		67

    3-16 	Service clearance IBM 7014 rack		68

    3-17 	Service clearance p5-590 and p5-595		69

    3-18 	Hot aisle/cold aisle concept		72

    3-19 	Wrong setup of the hot aisle and cold aisle concept		73

    3-20 	Infrastructural installation blocking airflow		74

    4-1 	Conceptual diagram of the 7311 Model D10 I/O drawer		81

    4-2 	7311 Model D20 internal SCSI cabling		82

    4-3 	RIO-2 cabling examples		84

    4-4 	SPCN Loop		86

    4-5 	Single loop 7040-61D		91

    4-6 	Dual loop 7040-61D		92

    4-7 	I/O drawer RIO-2 ports		92

    4-8 	I/O drawer top view - logical layout		93

    4-9 	Blind-swap PCI hot-plug cassette		95

    4-10 	InfiniBand system fabric		97

    4-11 	InfiniBand layers		100

    4-12 	PCI-X HCA		110

    4-13 	GX bus HCA		110

    4-14 	GX bus attachment p5-590 and p5-595		111

    4-15 	Memory DIMM slots		118

    4-16 	DIMM plugging chart p5-570		119

    4-17 	Part label		120

    4-18 	RIO adapter or InfiniBand adapter		121

    4-19 	Memory pairs for p5-590 and p5-595		122

    4-20 	GX bus adapter cards		126

    4-21 	Resource Link main page		127

    4-22 	Resource Link education page		128

    4-23 	IBM System Planning Tool download page		130

    4-24 	System Planning Tool: creating a new system plan		131

    4-25 	Add System selection menu		131

    4-26 	System Type selection dialog		132

    4-27 	IBM System Planning Tool: System Selection processor feature		133

    4-28 	Browse Processor Features dialog		134

    4-29 	Processor attributes for Partition Specifications dialog		135

    4-30 	Memory and Virtual I/O attributes		135

    4-31 	System Virtual Adapter dialog		136

    4-32 	System summary		137

    4-33 	Work with Planned Systems dialog		138

    4-34 	Place Hardware dialog		139

    4-35 	Add Disk Drives dialog		140

    4-36 	SPT export to system configuration tools		141

    4-37 	Deploying a configuration		141

    4-38 	Deployment help information		142

    4-39 	Port and PCI slot layout rack-mounted HMC Model CR3		148

    4-40 	HMC ports on p5-570		149

    4-41 	Service processor (front view)		150

    4-42 	Private direct network		152

    4-43 	HMC with hub/switch attachment		153

    4-44 	HMC attached to both private and public network		154

    4-45 	Primary and secondary HMC to BPC connections		156

    4-46 	How to download Web-based Systems Manager		159

    4-47 	HMC download page		160

    4-48 	Select Linux or Windows install image		161

    4-49 	WebSM InstallShield		162

    4-50 	Icon to start Web-based System Manager		162

    4-51 	WebSM logon window		163

    4-52 	HMC GUI areas		164

    4-53 	Remote access control		165

    4-54 	Firewall settings for ethx interface		166

    5-1 	Dual SP to one HMC		173

    5-2 	Dual SP to dual HMC		174

    5-3 	Dual SP p5-570		175

    5-4 	SPCN loop configuration		176

    5-5 	The readme file for POWER codes		180

    5-6 	HMC microcode Web page		183

    5-7 	Firmware download page		185

    5-8 	Firmware life cycle		188

    5-9 	Subscription service		195

    5-10 	Service Focal Point		198

    5-11 	Select service processor		199

    5-12 	Select Launch ASM Menu		199

    5-13 	Check host name or IP address		200

    6-1 	SPT configuration		223

    6-2 	SPT report		224

    6-3 	Hardware Management Console - Server Management		226

    6-4 	Starting the Create Logical Partition Wizard		227

    6-5 	Defining the partition ID and partition name		228

    6-6 	Skipping the workload management group		229

    6-7 	Create Logical Partition Profile window		230

    6-8 	Partition memory settings		231

    6-9 	Dedicated processor allocation		232

    6-10 	Processing Settings selection window		233

    6-11 	Physical I/O selection		234

    6-12 	I/O pools window		235

    6-13 	Skipping virtual I/O adapter definitions		236

    6-14 	Skipping settings for power controlling partitions		237

    6-15 	Boot mode setting selection		238

    6-16 	Logical Partion Profile Summary window		239

    6-17 	Status window		239

    6-18 	Hardware Management Console - Server Management		240

    6-19 	Application layer, LVM, and physical layer		241

    6-20 	Cabling SCSI for MPIO		253

    6-21 	Ethernet LA		257

    6-22 	Example of Ethernet LA HA+B		259

    6-23 	Example of Ethernet LA NIB		260

    6-24 	EtherChannel / IEEE 802.3ad Link Aggregation menu		261

    6-25 	Add an Etherchannel / Link Aggregation menu		262

    6-26 	The smitty chinet fast path - configure a network interface		263

    6-27 	The smitty chinet fast path- configuring the en6 interface		264

    6-28 	EtherChannel / IEEE 802.3ad Link Aggregation menu		265

    6-29 	Add an EtherChannel / Link Aggregation menu		266

    6-30 	The smitty chinet fast path - configure a network interface		267

    6-31 	The smitty chinet - configuring the en6 interface		268

    6-32 	EtherChannel / IEEE 802.3ad Link Aggregation		270

    6-33 	Add an EtherChannel / Link Aggregation menu		271

    6-34 	The smitty chinet fast path - configure a network interface		272

    6-35 	The smitty chinet fast path- configuring the en6 interface		273

    6-36 	Initial Diagnostic screen		279

    6-37 	Diagnostic function selection screen		279

    6-38 	The task selection list menu option		280

    6-39 	The HPT menu		281

    6-40 	Unconfigure a device		281

    6-41 	PCI Hot Plug Manager Replace/Remove menu		282

    6-42 	Replace/Remove a PCI Hot Plug Adapter menu		283

    6-43 	PCI adapter replacement		284

    6-44 	Configure a Defined Device		285

    6-45 	Define a machine - smitty nim_mkmac		289

    6-46 	Define an mksysb resource - smitty nim_mkres		290

    6-47 	Install mksysb image - smitty nim_bosinst		291

    6-48 	SMS menu - invalid disk error		292

    6-49 	BOS installation and maintenance menu		294

    6-50 	System Backup Installation and Settings menu		295

    6-51 	Change Disk(s) menu		296

    6-52 	MPIO and LV mirroring with two VIOS		303

    6-53 	Shared Ethernet Adapter failover		304

    6-54 	SAN attachment with multiple Virtual I/O Server		305

    6-55 	Overview of the DS4200 configuration		306

    6-56 	Starting configuration for the scenario		307

    6-57 	Logical Partition Profile Properties window		308

    6-58 	Virtual SCSI - Server Adapter Properties window		309

    6-59 	Server SCSI adapter on VIO_Server_SAN1		310

    6-60 	Dual server SCSI Adapter on VIO_Server_SAN2		311

    6-61 	Virtual SCSI - Client Adapter properties window		312

    6-62 	Overview of the client SCSI adapter on partition APP_server		313

    6-63 	Overview of the client SCSI adapter on partition DB_server		314

    6-64 	Highly available SEA setup		323

    6-65 	Add the virtual Ethernet adapter for the VIO_Server1 partition		324

    6-66 	Virtual Ethernet slot and virtual LAN ID (PVID) value		325

    6-67 	Concurrent software update configuration		329

    6-68 	HMC profile properties		332

    6-69 	Virtual SCSI adapter mapping to VIO server		333

    7-1 	InfoCenter window showing how to install a feature		341

    7-2 	Adding a FRU to a model 570		342

    7-3 	Shows 3 drawer 570 with two external I/O drawers		343

    7-4 	How to view RIO topology		344

    7-5 	Non operational RIO loop		344

    7-6 	Network topology		345

    7-7 	Install/Add/Remove Hardware		346

    7-8 	Select managed server		347

    7-9 	Add enclosure		348

    7-10 	InfoCenter or delay service action		349

    7-11 	InfoCenter, select by model or expansion unit		350

    7-12 	InfoCenter, set up your expansion unit		351

    7-13 	End service action		351

    7-14 	Additional I/O drawer and available buses		352

    7-15 	Display HMC code version		354

    7-16 	Display SP firmware level		355

    7-17 	Accessing Firmware from Fix Central		355

    7-18 	Important planning information		356

    7-19 	FTP critical backup dialog box		358

    7-20 	Installing an HMC fix from an FTP server		359

    7-21 	List of open serviceable events		360

    7-22 	Call home settings		361

    7-23 	Define FTP connections parameters		362

    7-24 	Confirm the LIC update		363

    7-25 	Check code level		364

    7-26 	Redundant HMC Ethernet cabling		366

    7-27 	Authentication error while connecting the second HMC on the SP		371

    7-28 	Save HM data before an upgrade		373

    7-29 	Disruptive upgrade confirmation window		375

    7-30 	Shows a successful code load		376

    7-31 	View code levels		377

    7-32 	System and bulk power firmware levels		379

    7-33 	Closed service events		380

    7-34 	System and Power firmware level after update		381

    7-35 	Firmware update progress		381

    7-36 	Complete firmware update		382

    7-37 	Failed system		383

    7-38 	Completed firmware upgrade		384

    7-39 	Failover to the redundant service processor		385

    7-40 	Error Log showing failed service processor event		386

    7-41 	Setup of HMC time using the GUI		389

    7-42 	Setup of service processor time using ASM		390

    7-43 	Entering the restricted command environment		391

    7-44 	Creation of an hscpe user ID		392

    7-45 	Warning message due to HMC function locking		393

    7-46 	Serviceable events viewed from both HMCs		394

    7-47 	Repair event information window		395

    7-48 	Closed Event on both HMC		396

    7-49 	Multiple Analyzing HMCs		397

    7-50 	Selecting the automatic start of a partition profile		399

    7-51 	Enabling Auto Power Restart		400

    7-52 	System power on/off settings		401

    7-53 	Backup on DVD		402

    7-54 	Loss of HMC connectivity		403

    7-55 	Operator panel while system is up		404

    7-56 	Install, Backup, and Restore Wizard		406

    7-57 	Mirroring of rootvg		409

    7-58 	Ethernet Link Aggregation (Ethernet LA)		410

    7-59 	I/O configuration		410

    7-60 	Manages Serviceable Events after I/O drawer failure		414

    7-61 	Error code B7006981		415

    7-62 	Repair 100090F0		416

    7-63 	PWR1907 specification window		417

  
    Tables

    2-1 	Types of RIO	15

    3-1 	50 Hz standard voltages	43

    3-2 	60 Hz standard voltages	43

    3-3 	RIO cable length	48

    3-4 	Vibration environment	50

    3-5 	Operational vibration and shock limits	50

    3-6 	p5-570 specifications	53

    3-7 	Line cord FC for PDU FC 9188/7188	57

    3-8 	Ip5-590 and p5-595 server specifications	59

    3-9 	Breaker rating and cord information	60

    3-10 	Phase imbalance and BPR configuration	61

    3-11 	Physical packaging of the p5-570	62

    3-12 	IBM eServer™ p5 590 and p5 595 server physical packaging 	66

    3-13 	p5-590 and p5-595	70

    3-14 	Environment requirements	70

    4-1 	RIO cables	85

    4-2 	SPCN cables	86

    4-3 	Number of possible I/O loop connections	89

    4-4 	RIO cables	89

    4-5 	InfiniBand link rates	101

    4-6 	Transport services	104

    4-7 	Available HCA by feature code	109

    4-8 	Server support by feature code IBM System p server	112

    4-9 	HCA FC for POWER4 based systems	112

    4-10 	InfiniBand cables	112

    4-11 	Memory card location 	123

    4-12 	Types of HMCs	144

    4-13 	Supported HMCs for pSeries and OpenPower platforms	145

    4-14 	HMC history 	146

    4-15 	Third Ethernet card in the expansion slot of HMC	148

    4-16 	HMC default user passwords	157

    4-17 	Ports needed for HMC connection with HCM behind Firewall	167

    5-1 	Impact statements	185

    5-2 	Severity definitions	186

    5-3 	ASMI access levels and default passwords	197

    5-4 	IP Addresses used to connect Web-browser to ASMI	200

    5-5 	General attributes using system port	201

    6-1 	Commonly used flags for the syslogd daemon 	210

    6-2 	Facilities used in the /etc/syslog.conf file	212

    6-3 	Priority levels for the /etc/syslog.conf file	213

    6-4 	Destination description for the /etc/syslog.conf file	214

    6-5 	LVM LP to PP explanation 	242

    6-6 	Main differences between EC and LA aggregation	255

    6-7 	Defining client SCSI adapter for the DB_server partition	313

    6-8 	Network settings	315

    7-1 	Existing maintenance levels and fix levels	368

    7-2 	Types of passwords for each environment	388

  
    Notices

    This information was developed for products and services offered in the U.S.A. 

    IBM may not offer the products, services, or features discussed in this document in other countries. Consult your local IBM representative for information on the products and services currently available in your area. Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, program, or service may be used. Any functionally equivalent product, program, or service that does not infringe any IBM intellectual property right may be used instead. However, it is the user's responsibility to evaluate and verify the operation of any non-IBM product, program, or service. 

    IBM may have patents or pending patent applications covering subject matter described in this document. The furnishing of this document does not give you any license to these patents. You can send license inquiries, in writing, to: 
IBM Director of Licensing, IBM Corporation, North Castle Drive Armonk, NY 10504-1785 U.S.A.

    The following paragraph does not apply to the United Kingdom or any other country where such provisions are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer of express or implied warranties in certain transactions, therefore, this statement may not apply to you.

    This information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated in new editions of the publication. IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice. 

    Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk. 

    IBM may use or distribute any of the information you supply in any way it believes appropriate without incurring any obligation to you.

    Any performance data contained herein was determined in a controlled environment. Therefore, the results obtained in other operating environments may vary significantly. Some measurements may have been made on development-level systems and there is no guarantee that these measurements will be the same on generally available systems. Furthermore, some measurement may have been estimated through extrapolation. Actual results may vary. Users of this document should verify the applicable data for their specific environment. 

    Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other publicly available sources. IBM has not tested those products and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

    This information contains examples of data and reports used in daily business operations. To illustrate them as completely as possible, the examples include the names of individuals, companies, brands, and products. All of these names are fictitious and any similarity to the names and addresses used by an actual business enterprise is entirely coincidental. 

    COPYRIGHT LICENSE: 
This information contains sample application programs in source language, which illustrates programming techniques on various operating platforms. You may copy, modify, and distribute these sample programs in any form without payment to IBM, for the purposes of developing, using, marketing or distributing application programs conforming to the application programming interface for the operating platform for which the sample programs are written. These examples have not been thoroughly tested under all conditions. IBM, therefore, cannot guarantee or imply reliability, serviceability, or function of these programs. You may copy, modify, and distribute these sample programs in any form without payment to IBM for the purposes of developing, using, marketing, or distributing application programs conforming to IBM's application programming interfaces. 

    Trademarks

    The following terms are trademarks of the International Business Machines Corporation in the United States, other countries, or both: 

     

    AIX 5L™

    AIX®

    BladeCenter®

    Chipkill™

    DB2®

    DS8000™

    Electronic Service Agent™

    Enterprise Storage Server®

    eServer™

    Geographically Dispersed Parallel Sysplex™

    GDPS®

    HACMP™

    IBM®

    i5/OS®

    iSeries™

    Micro-Partitioning™

    OpenPower™

    Parallel Sysplex®

    POWER™

    POWER Hypervisor™

    POWER4™

    POWER5™

    POWER5+™

    pSeries®

    PTX®

    Redbooks™

    Redbooks (logo)[image: ]™

    Resource Link™

    RS/6000®

    System p™

    System p5™

    Tivoli Enterprise™

    Tivoli Enterprise Console®

    Tivoli®

    TotalStorage®

    Virtualization Engine™

    WebSphere®

    zSeries®

    The following terms are trademarks of other companies:

    Java, and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.

    Microsoft, Windows, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

    UNIX is a registered trademark of The Open Group in the United States and other countries.

    Linux is a trademark of Linus Torvalds in the United States, other countries, or both.

    Other company, product, or service names may be trademarks or service marks of others. 

     

  
    Preface

    Reaching the maximum application availability is an objective of paramount importance for any team in charge of maintaining an IT infrastructure. Application availability is affected by each building block in the complex assembly of servers, storage devices, network equipment, workstations, operating systems, and software (to name only a few). These are all required to provide the users with access to their applications.

    This IBM® Redbook focuses on one of these building blocks: the IBM System p server. It describes the technology, serviceability, and features that are used by the IBM System p5 servers, which allow you to make your server one of the most reliable and available parts of your IT infrastructure. 

    This redbook explains how server availability can be improved by:

    •Planning of the complete server environment and configuration.

    •Understanding the role of the service processors and firmware components, and how they can be best configured and managed.

    •Using high availability and redundancy features provided by the AIX® 5L™ operating system and the Virtual I/O Server.

    This redbook contains many detailed examples and step by step scenarios of usual server operation and maintenance tasks.

    This redbook is intended for architects, specialists, and system administrators who are responsible to plan or develop an availability strategy for 
IBM System p™ servers.
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Overview, concepts, and scope

    The purpose of this redbook is to present the features of IBM System p5 and IBM eServer p5 servers that are designed to assist you in improving your system availability. 

    In this first chapter, we define the concepts that are addressed in this document, as well as the scope of the document. 

    •1.1, “24x7 availability” on page 2 defines availability as used within this redbook, and introduces the various techniques that can be used to support it. 

    •1.2, “Scope of this redbook” on page 4 sets the scope of this redbook, and presents the subset of tools and techniques that are presented in this redbook.

    •1.3, “Introduction to the chapters” on page 5 summarizes the content of the following chapters, and explains how each chapter relates to one specific aspect of system availability.

    1.1  24x7 availability

    When the first RS/6000 servers were announced in 1990, they were either used as a workstation by a single user, or as departmental servers. Only a few people were accessing the RS/6000 server: They had a user ID defined in the operating system of the server, and either logged onto a console directly attached to the server, or they used the telnet command to connect over an IP network. At that time, it was not unusual to shut down the server at the end of the day, and power it up again the next morning. 

    Thanks to the reliability of the AIX 5L operating system and of the RISC processor-based server hardware, the RS/6000 has evolved into the IBM System p5, an enterprise class server, and the way this server is used has dramatically changed: 

    •Partitioning allows several operating systems to execute concurrently on one server.

    •Generalization of intranet and Internet has broken the geographic binding between the users and the servers. Users can be accessing servers in different timezones.

    •New networking protocols, such as HTTP, have decoupled the user and server. The user now directly requests access to a Web page, without having to know or specify the server network address where it is located. The user no longer needs a user ID defined on each server accessed.

    •New technologies, such as network dispatching or grid, have decoupled the application from the servers. An application can now be provided by a set of servers, and not be running within only one server.

    As a result of the evolution of server utilization, the concept of availability has changed. A few years ago, the user was asking for the availability of the server when it was needed. Today, the user is concerned by the availability of the application. 

    Today, when an IT department is requested to provide 24x7 availability, this requirement applies to the services that are visible to the user (by user, we mean either a person using a terminal, or another machine: a computer, ATM, Telco equipment, or factory equipment, to name a few). The user is not interested in the implementation of the underlying infrastructure that provides these services. The user only needs the infrastructure implementation to always provide a path to the resources that provides the service expected. 

    This infrastructure consists of many pieces: computers, storage devices, network equipment, cables, and terminals for the hardware part, as well as microcode, firmware, operating systems, middleware, application code, binary programs, and interpreted script on the software side. All these pieces are interconnected into a potentially complex IT infrastructure providing the service expected by the user. 

    This infrastructure cannot be static:

    •Deployment of new applications are requested.

    •New resources, such as network bandwidth or storage capacity, need to be added.

    •Old equipment must be replaced because newer technology can provide a better quality of service or a better price/performance ratio.

    •Hardware or software failures occur that require you to fix or replace a part of the infrastructure.

    •The financial demands of an institution may require a new IT architecture.

    IT architects and specialists who maintain this infrastructure must make it live, grow, and evolve with a minimal impact on the availability of services viewed by the user. This overall service availability is a complex function of the availability of each part involved in the provision of the service. 

    Two key techniques for improving the overall availability are:

    •Elimination of single points of failure (SPOF), achieved by duplication of service components within the infrastructure.

    •Reduction of out-of-service time and failure probability, achieved by improvement of the quality of each component.

     

    
      
        	
          Note: SPOF is a misleading acronym. It usually implies that a component requires repair. In the context of this document, it means that a component is not providing its function because it is stopped. The reason can either be a failure or the result of a voluntary action, for example, a maintenance or a upgrade that cannot be performed online. 

        
      

    

    The best IT environment is not the one that provides the highest level of availability but the one that is the best trade-off between cost and quality of service.

    1.2  Scope of this redbook

    The IT industry has invented hundreds of solutions to improve availability. To name only a few of them related to IBM System p5 environments, IBM offers, for example:

    •Clustering solutions to make a group of servers work together:

     –	The Load Balancer function of the IBM WebSphere® Application Server Network Deployment product

     –	Cluster Systems Management (CSM)

     –	General Parallel File System (GPFS) 

     –	Grid-enabled products

    •Hardware high-availability solutions:

     –	Various RAID implementations for disk redundancy 

     –	Redundant network access through adapters compatible with EtherChannel or IEEE 802.3ad Link Aggregation 

     –	Highly available storage devices and storage controllers, such as ESS, SAN Volume Controller, Peer to Peer Remote Copy, and Flashcopy features 

    •Application software products to produce highly available clusters or with built-in support for high availability:

     –	HACMP™

     –	DB2®

    •Application development tools that help with availability in the design of applications:

     –	WebSphere Application Server Network Deployment V6: High Availability Solution

    •Management software that helps monitoring systems availability and reduces down time:

     –	Tivoli® management products 

     –	IBM Tivoli Storage Manager for System Backup and Recovery

    •Security tools and features that protect systems from downtime due to security breaches.

     –	SSH and Kerberos support in the AIX 5L operating system 

     –	Pluggable Authentication Modules 

    This redbook addresses the key features available in IBM System p5 and IBM eServer p5, as well as the Hardware Management Console, and the AIX 5L operating systems that will help you improving the availability of your computer infrastructure. 

    Furthermore, we restrict the scope of this redbook to HMC managed IBM System p5 560, IBM System p5 570, and IBM System p5-590 and 595. These systems offers a wide set of reliability and availability features. Entry servers in the IBM System p5 and IBM eServer family benefit from the same technology as the high-end models. However, because of packaging constraints, cost considerations, or absence of an HMC, they only provide a subset of the availability features offered by high-end models.

    IBM System p servers are advanced machines. A working IBM System p5 environment contains much more than a processor and an operating system. The Hypervisor logically resides between the hardware and the operating system instances. One (or two) service processor (SP) controls the behavior of the other hardware components. Firmware executes in the SP, in the Hypervisor, in I/O adapters, and even, for high-end systems, in the Bulk Power Units. An external computer, the HMC, controls the SPs and takes part in the handling of resource (re)allocation between partitions. 

    The availability of your system depends on the way you manage each component of this complex machine. It is important that you focus on each of these components. Overlooking your role in the management of one of them may result in a reduced availability, even if all the other components are optimially configured and tuned. The goals of this publication are to:

    •Explain the role of all these components

    •Help you leverage your IBM System p5 investment

    1.3  Introduction to the chapters

    This document is split into several chapters that address the availability topics from different point of views.

    •A high level of system availability can better be achieved if each building block of the system is using reliable technology. Reliability, availability, and serviceability features are built within the architecture of the IBM System p servers, as explained in Chapter 2, “Reliability, availability, and serviceability” on page 7.

    •Just combining a set of excellent components together does not yield a reliable system if the parts are not properly utilized. One key requirement to build a reliable system is to carefully plan the system installation. The planning tasks involved in the deployment of IBM System p servers are described in two chapters. Chapter 3, “Site planning” on page 39 explains how to set up the machine room where the server will be installed, and provide guidances about electrical power supply, cooling, and raised floor. It describes how to plug power cords across PDUs to protect against partial loss of electrical power, and indicates how to plan floor space and clearance around racks so that devices can be serviced or added without impacting other devices in the machine room. Chapter 4, “Server hardware planning” on page 77 addresses the planning of the server installation options. It explains how to plan for adapter placement, I/O connections, and RIO loops. It shows how to use the IBM System Planning Tool to prepare and check the server and LPAR configuration. It also provides guidance for the planning and the configuration of the HMC: choice of adapters, planning for network connectivity, user IDs, and remote access customization. 

    •The IBM System p5 servers are delivered pre-loaded with the firmware needed to host partitions, operating systems, and application software. Chapter 5, “Service processor and firmware” on page 169 describes the service processor (SP) and firmware component of the IBM System p server. It defines the various firmware that exist in this environment: Hypervisor, HMC firmware, Licensed Internal Code, and adapter firmware. It explains the difference between single service processor and dual service processor, and redundant service processor configuration. It explains the relationship between the service processor, the firmware (Licensed Internal Code), and the HMC. Then, this chapter provides best practice recommendations for configuring and maintaining the service processor and firmware to reach high availability levels.

    •Before applications can be installed on the server, partitions must be loaded with an operating system image. Chapter 6, “AIX 5L: Approaches to high availability” on page 203 describes the configuration of operating systems features to raise availability of the partitions. It addresses AIX 5L application partitions, with topics such as LVM mirroring and Multipath IO, Ethernet link aggregation, diagnostic Hot Plug Tasks, and NIM advanced features. It also provides guidance about Virtual I/O Server partitions configuration and maintenance in view of highly available operations.

    •Finally, Chapter 7, “Detailed scenarios” on page 339 provides detailed examples related to the topics presented in the first chapters. These examples are described step by step, illustrated with screen dumps or copies of graphical windows, and completed with tips and recommendations for performing common maintenance tasks with the minimum impact on partitions in productions.
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Reliability, availability, and serviceability

    The overriding design goal for all the POWER5™ processor-based servers is:

    “Employ an architecture based design strategy to devise and build IBM servers that can avoid unplanned application outages. In the unlikely event that a hardware fault should occur, the system must analyze, isolate, and identify the failing component so that repairs can be effected. This will be either dynamically, through self-healing, or via standard service practices as quickly as possible with little or no system interruption. This should also be accomplished regardless of the system size or partitioning”1

    In this chapter, we introduce features designed to increase system availability and maintain a 24x7 environment for your mission critical applications.

    The following topics are discussed:

    •2.1, “RAS overview” on page 8.

    •2.2, “Recent additions to RAS” on page 9

    •2.3, “Redundant and highly available components” on page 10

    •2.4, “Availability, fault detection, and isolation” on page 15

    •2.5, “Serviceability” on page 26

    •2.6, “System dumps” on page 36

    2.1  RAS overview

    The IBM RAS philosophy employs a well thought out and organized architectural approach to:

    •Avoid problems, where possible, with a well engineered design.

    •Should a problem occur, attempt to recover or retry the operation.

    •Diagnose the problem and reconfigure the system as needed.

    •Automatically initiate a repair and call for service.

    As a result, IBM servers are recognized around the world for their reliable and robust operation in a wide variety of demanding environments. Figure 2-1 shows a pictorial view of the RAS philosophy upon which the IBM System p server are based.
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    Figure 2-1   RAS philosophy

    IBM has spent years developing RAS capabilities for mainframes and high-end mission critical servers. IBM engineers have been able to draw upon this extensive record of reliability and knowledge and incorporate it in the RAS architecture of the IBM System p5 range.

    The goal of any server design is to:

    •Achieve a highly reliable design through extensive use of highly reliable components built into a system package that supports an environment conducive to their proper operation.

    •Clearly identify, early in the server design process, those components that have the highest opportunity for failure. Employ a server architecture that allows the system to recover from intermittent errors in these components or failover to redundant components when necessary.

    The following sections discuss how IBM best achieves these goals.

    2.2  Recent additions to RAS

    The following additions and changes are specifically aimed at enhancing RAS on IBM System p server.

    •Firmware deferred components

    Where a firmware component cannot be concurrently applied, the component can be loaded with the others concurrently, but applied on the next reboot of the system.

    •Reliability improvement health-check

    An enhancement has been made to the firmware update process. This consists of more intensive, automatic, and prerequisite checking of the hardware and environment prior to any firmware load. 

    •I/O drawer

     –	Concurrent add/upgrade

    Allows an addition to an I/O drawer.

     –	Concurrent repair

    Allows the concurrent repair of an I/O bridge or I/O planar.

     

    
      
        	
          Note: Partitions using the I/O must have their resources reallocated.

        
      

    

    •Redundant service processor 

     –	Dynamic failover

    If a service processor fails during runtime, functionality will dynamically fail over to the redundant service processor.

    •Redundant clock on 59x and 570 models

     –	Static failover

    If one clock card fails, the system must be rebooted to enable the redundant card to take over. On 570 models, this feature is available on systems with more than one CEC drawer.

     –	Concurrent replacement

    On 59x models, concurrent replacement of the clock is possible.

    2.3  Redundant and highly available components

    A variety of redundancy strategies can be employed.

    The server design can entirely duplicate a function, using, for example, dual I/O connections between the Central Electronics Complex (CEC) and an I/O drawer or tower.

    2.3.1  Power and cooling

    The redundancy can be of an N+1 variety. For example, the server can include multiple variable speed fans and blowers. It may also be configured with dual power cords or multiple power supplies. Should a single or, in some cases, multiple failure occur, they can be tolerated by the system. In the case of a fan or blower failure, the remaining fans will automatically be directed to increase their rotational speed to maintain adequate cooling until a hot-plug repair can be effected.

    The primary system and powered expansion racks of the p5-590 and 595 incorporate two bulk power assemblies for redundancy. 

    These provide 350 V DC power for devices located in the primary and adjacent non-powered expansion racks. To help provide optimum system availability, these bulk power assemblies should be powered from separate power sources with separate line cords.

    The development of highly available and redundant power subsystems has been honed over 25 years of constant improvement by dedicated engineers within the IBM power subsystem design team. It includes numerous IBM patents and is a tried and tested fault tolerant system packaged, in this case, within the Bulk Power Assembly (BPA) that accomplishes the three aspects of availability, concurrent maintenance, and single Field Replaceable Unit (FRU) fault isolation.

    2.3.2  Memory

    Fine grained redundancy schemes can be used at subsystem levels. For example, extra or spare bits in cache or main system memory can be used to effect Error Checking and Correction (ECC) schemes.

    Figure 2-2 is a graphical representation of the memory redundancy and error recovery mechanisms employed.

    [image: ]

    Figure 2-2   Memory redundancy and error recovery

    The IBM System p5 system employs a multi-tiered memory hierarchy using L1, L2, and L3 caches, all staging main memory for the processor. This will be discussed in more detail in 2.4, “Availability, fault detection, and isolation” on page 15.

    2.3.3  IBM System p5 processor

    The POWER5 chip (and the POWER5+™) features single and simultaneous multithreading execution. POWER5 technology supports additional enhancements over the POWER4™ technology, such as virtualization and improved RAS at both chip and system levels. 

    The chip includes a high density of transistors that can generate a large power consumption and heat output. If unmanaged, the heat can significantly affect the overall reliability of a server. Furthermore, the introduction of simultaneous multithreading in POWER5 allows the chip to execute more instructions per cycle per processor core, also increasing total switching power. 

    To mitigate these effects, the POWER5 chips use, among other technologies, a fine-grained, dynamic clock-gating mechanism. This mechanism turns off clocks to a local clock buffer if dynamic management logic determines that a set of latches driven by the buffer will not be used in the next cycle. This allows substantial power saving with no performance impact.

    2.3.4  POWER Hypervisor

    Since the availability of the POWER™ Hypervisor is crucial to overall system availability, great care has been taken to design high quality, well tested code.

    The POWER Hypervisor™ is a converged design based on code used in IBM iSeries™ and pSeries POWER4 processor-based servers, and incorporating many features developed originally for zSeries® server (IBM mainframes). The development team selected the best firmware design from each platform for inclusion in the POWER Hypervisor. This not only helps reduce coding errors, it also delivers new RAS functions that can improve the availability of the overall server. 

    For example, the pSeries firmware has excellent proven support for processor error detection and isolation and includes support for dynamic CPU deallocation and sparing. The iSeries firmware has first-rate support for I/O recovery and error isolation, including errors caused by bad I/O cable connections.

    An inherent feature of the POWER Hypervisor is that the majority of the code runs in the protection domain of a hidden system partition. Failures in this code are limited to this system partition. Supporting a very robust tasking model, the code in the system partition is segmented into critical and non-critical tasks. If a non-critical task fails, the system partition is designed to continue to operate, even without the function provided by the failed task. Only in a rare instance of a failure to a critical task in the system partition would the entire POWER Hypervisor fail.

    The resulting code provides not only advanced features, but also superb reliability. It is used in the IBM System p server and in the IBM TotalStorage® DS8000™ series products and has been strenuously tested under a wide ranging set of system environments and configurations. 

    2.3.5  Service processor and clocks

    A number of availability improvements have been included in the service processor in the IBM System p servers.

    •Separate copies of service processor microcode and the POWER Hypervisor code are stored in discrete flash memory storage areas. 

    •Code access is CRC protected. 

    •The service processor performs low-level hardware initialization and configuration of all processors. The POWER Hypervisor performs higher-level configuration for features like the virtualization support required to run up to 254 partitions concurrently on the IBM System p server. 

    •The POWER Hypervisor enables many advanced functions, including sharing of processors, virtual I/O, and high-speed communications between partitions using virtual LAN. 

    •AIX 5L Version 5.2 and later, Linux®, and the i5/OS® operating systems are supported. 

    •The servers also support dynamic firmware updates. Maintaining two copies ensures that the service processor can run even if a flash memory copy becomes corrupted, and allows for redundancy in the event of a problem during the upgrade of the firmware. In addition, if the service processor encounters an error during runtime, it can reboot itself while the server and applications stay up and running.

    •There will be no server application impact for service processor transient errors. If the service processor encounters a non-responsive code condition, the POWER Hypervisor can detect the error and direct the service processor to reboot, avoiding outages.

    Two system clocks and two service processors are provided in all i5-595, p5-595, and p5-590 configurations, and are optional in 8-core or larger model 570 configurations.

    •The POWER Hypervisor automatically detects and logs errors in the primary service processor. If the POWER Hypervisor detects a failed SP, or if a failing SP reaches a predefined error threshold, the system will initiate a failover from one service processor to the backup. Failovers can occur dynamically during runtime.

    •An IPL time failover will occur if a system clock should fail. 

    These and other internal enhancements in multiple building block servers are designed to make at least one building block available to IPL the server, regardless of the nature of a fault in any one system building block.

    2.3.6  The I/O subsystem

    Figure 2-3 shows the system topology of the high-end 16-core building block. System interconnects scale with processor speed. Intra-MCM buses run at processor speed, Inter-MCM buses at 1/2 processor speed. Data movement on the fabric is protected by a full ECC strategy. The GX+ bus is the primary I/O connection path and operates at 1/3 processor speed.
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    Figure 2-3   High bandwidth and reduced latency

    All IBM System p5 servers support integrated I/O devices, disk drives, and PCI adapters.

    The standard server I/O capacity can be significantly expanded by attaching optional I/O drawers using the RIO-2 bus. A remote I/O (RIO) loop includes two separate cables providing high-speed attachment. Should an I/O cable become damaged or faulty during normal system operation, the system can automatically reconfigure to use the second cable for all data transmission until a repair can be made. 

    Figure 2-4 on page 15 shows a dual loop I/O configuration for FC 5791 on an p5-590 and 595.
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    Figure 2-4   Example of dual loop I/O drawer configuration

    For the p5-590 and 595, the I/O drawer FC 5791 has two redundant DC power supplies and four high reliability fans. The power supplies and fans have built-in redundancy, and the drawer can operate with a failed power supply or a failed fan. The hard drives and the power supplies are hot-swappable, and the PCI adapters are hot-plug. All power, thermal, control, and communication systems are redundant in order to eliminate outages due to single-component failures.

    Table 2-1 shows the two types of RIO available for IBM System p server

    Table 2-1   Types of RIO

    
      
        	
          Technology

        
        	
          Performance

        
        	
          Processor

          environment

        
        	
          Function

        
      

      
        	
          RIO-2

        
        	
          1 GBps 

        
        	
          POWER4

          POWER5

          POWER5+

        
        	
          Remote I/O support

        
      

      
        	
          InfiniBand

        
        	
          30 Gbps 

        
        	
          POWER5

          POWER5+

        
        	
          Remote I/O support

        
      

    

    2.4  Availability, fault detection, and isolation

    In the following sections, we discuss fault detection and isolation on individual hardware components and how this aligns with the IBM overall RAS strategy. 

    2.4.1  Memory

    Figure 2-5 shows how IBM System p server use multi-level memory hierarchy to stage often used data closer to the CPUs so that it can be more quickly accessed.
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    Figure 2-5   Multi-level memory hierachy

    Memory and cache arrays are comprised of data bit lines that feed into a memory word. A memory word is addressed by the system as a single element. Depending on the size and addressability of the memory element, each data bit line may include thousands of individual bits (memory cells). For example:

    •A single memory module on a memory Dual Inline Memory Module (DIMM) may have a capacity of 1 Gb, and supply 8 bit lines of data for an ECC word. In this case, each bit line in the ECC word holds 128 Mb behind it (this corresponds to more than 128 million memory cell addresses).

    •A 32 KB L1 cache with a 16-byte memory word, on the other hand, would only have 2 Kb behind each memory bit line.

    A memory protection architecture that provides good error resilience for a relatively small L1 cache may be very inadequate for protecting the much larger system main store. Therefore, a variety of different protection schemes are used to avoid uncorrectable errors in memory. 

    A parity checking algorithm adds an extra memory bit (or bits) to a memory word. This additional bit holds information about the data that can be used to detect at least a single-bit memory error, but usually does not include enough information about the nature of the error to allow correction. In relatively small memory stores (caches, for example) that allow incorrect data to be discarded and replaced with correct data from another source, parity with retry (refresh) on error may be a sufficiently reliable methodology.

    ECC

    Error Correction Code (ECC) is an expansion and improvement of parity, since the system now includes a number of extra bits in each memory word. The additional saved information allows the system to detect single- and double-bit errors. In addition, since the bit location of a single-bit error can be identified, the memory subsystem can automatically correct the error (by simply flipping the bit from 0 to 1 or vice versa.) This technique provides an in-line mechanism for error detection and correction. Thus, no retry is required.

    A memory word protected with ECC can correct single-bit errors without any further degradation in performance. ECC provides adequate memory resilience, but may become insufficient for larger memory arrays, such as those found in main system memory. In very large arrays, the possibility of failure is increased by the potential failure of two adjacent memory bits or the failure of an entire memory chip.

    This type of ECC is sometimes named SEC-DED (single error correction, double error (within the same ECC word) detection).

    Chipkill™

    IBM engineers deployed a memory organization technique that spreads out the bits (bit lines) from a single memory chip over multiple ECC checkers (ECC words). In the simplest case, the memory subsystem distributes each bit (bit line) from a single memory chip to a separate ECC word. The server can automatically correct even multi-bit errors in a single memory chip. In this scheme, even if an entire memory chip fails, errors are seen by the memory subsystem as a series of correctable single-bit errors. This has been aptly named Chipkill™ detection and correction. This means that an entire memory module can be bad in a memory group, and if there are no other memory errors, the system can run correcting single bit memory errors with no performance degradation.

    IBM Chipkill™ memory has shown to be more than 100 times more reliable than ECC memory alone.

    Memory scrubbing

    Transient or soft memory errors, intermittent errors caused by noise or other cosmic effects, that impact a single cell in memory can be corrected by parity with retry or ECC without further problems. IBM System p server proactively attempt to remove these faults using a hardware-assisted memory scrubbing technique where all the memory is periodically addressed and any address with an ECC error is rewritten with the faulty data corrected. Memory scrubbing is the process of reading the contents of memory through the ECC logic during idle time and checking and correcting any single-bit errors that have accumulated. In this way, soft errors are automatically removed from memory, decreasing the chances of encountering multi-bit memory errors.

    However, even with ECC protection, intermittent or solid failures in a memory area can present a problem if they align with another failure somewhere else in an ECC word. This condition can lead to an uncorrectable memory error.

    Dynamic bit steering

    The next challenge in memory design is to handle multiple-bit errors from different memory chips. Dynamic bit-steering resolves many of these errors. See Figure 2-2 on page 11 for an image of this concept. IBM main store includes spare memory bits with each ECC word. If a memory bit line is seen to have a solid or intermittent fault, at a substantial number of addresses within a bit line array, the system moves the data stored at this bit line to the spare memory bit line. These systems can automatically and dynamically steer data to the redundant bit position as necessary during system operation.

    This level of protection guards against the most likely uncorrectable errors within the memory itself:

    •An alignment of a bit line failure with a future bit line failure.

    •An alignment of a bit line failure with a memory cell failure, transient, or otherwise, in another memory module.

    Memory page deallocation

    If a memory address experiences an uncorrectable or repeated correctable single cell error, the service processor sends the memory page address to the POWER Hypervisor to be marked for deallocation.

    •Pages used by the POWER Hypervisor are deallocated as soon as the page is released.

    •In other cases, the POWER Hypervisor notifies the owning partition that the page should be deallocated.

    Where possible, the operating system moves any data currently contained in that memory area to another memory area and removes the page(s) associated with this error from its memory map, no longer addressing these pages. The operating system performs memory page deallocation without any user intervention and is transparent to users and applications.

    While memory page deallocation will not provide additional availability for the unlikely alignment of two simultaneous single memory cell errors, it will address the subset of errors that can occur when a solid single cell failure precedes a more catastrophic bit line failure or even the rare alignment with a future single memory cell error. Memory page deallocation handles single cell failures, but, because of the sheer size of data in a data bit line, it may be inadequate for dealing with more catastrophic failures. Redundant bit steering will continue to be the preferred method for dealing with these types of problems.

    Finally, should an uncorrectable error occur, the system can deallocate the memory group associated with the error on all subsequent system reboots until the memory is repaired. This is intended to Memory Guard against future uncorrectable errors while waiting for parts replacement.

    For correctable errors, memory need not be replaced unless all of the redundant bits have been used and the recoverable threshold is reached. In this case, the server will generate a system error message calling for deferred maintenance. The server will continue to operate normally and the memory can be replaced during some future scheduled maintenance activity.

    Uncorrectable error handling

    Although it is a rare occurrence, despite all precautions built into the server, an uncorrectable data error can occur in memory or a cache. In previous generations of servers (prior to IBM POWER4 processor-based offerings), this type of error would eventually result in a system crash. The IBM System p server extend the POWER4 technology design and include techniques for handling these types of errors.

    When an uncorrectable error (UE) is identified, at one of the many checkers strategically deployed throughout the system’s central electronic complex, the detecting hardware modifies the ECC word associated with the data, creating a special ECC code. This code indicates that an uncorrectable error has been identified at the data source and that the data in the standard ECC word is no longer valid. The check hardware also signals the service processor and identifies the source of the error. The service processor then takes appropriate action to handle the error. This technique is called Special Uncorrectable Error (SUE) handling.

    Simply detecting an error does not automatically cause termination of a system or partition. In many cases, a UE will cause generation of a synchronous machine check interrupt. The machine check interrupt occurs when a processor tries to load the bad data. The firmware provides a pointer to the instruction that referred to the corrupt data, the system continues to operate normally, and the hardware observes the use of the data. The system is designed to mitigate the problem using a number of approaches:

    •If, as may sometimes be the case, the data is never actually used, but is simply over-written, then the error condition can safely be voided and the system will continue to operate normally.

    •For AIX 5L V5.2 or later, if the data is actually referenced for use by a process, then the OS is informed of the error. The OS will terminate only the specific user process associated with the corrupt data.

    •If the data were destined for I/O subsystem managed by the AIX 5L kernel, only the partition associated with the data would be rebooted. All other system partitions would continue normal operation.

    •If the data is written to disk, the I/O hardware detects the presence of SUE, the I/O transaction is aborted, and the partition associated with the operation is check-stopped. 

    •Finally, only in the case where the corrupt data is used by the POWER Hypervisor would the entire system be terminated and automatically rebooted, preserving overall system integrity.

    L3 cache protection

    The L3 cache is protected by ECC (the IBM System p5 560Q has a unique ECC implementation) and SUE handling. The L3 cache also incorporates technology to handle memory cell errors using a special cache line delete algorithm.

    During CEC initial program load (IPL), if a solid error is detected during L3 initialization, a full L3 cache line will be deleted. During system runtime, a correctable error is reported as a recoverable error to the service processor. If an individual cache line reaches its predictive error threshold, it will be dynamically deleted. The state of L3 cache line deletion will be maintained in a deallocation record and will persist through system IPL. This ensures that cache lines varied offline by the server will remain offline, should the server be rebooted. These error prone lines cannot then cause system operational problems. In the IBM System p server family, the server can dynamically delete up to 10 cache lines. It is not likely that deletion of a couple of cache lines will adversely affect server performance. If this total is reached, the L3 is marked for persistent deconfiguration on subsequent system reboots until repair.

    Array recovery and array persistent deallocation

    Array persistent deallocation refers to the fault resilience of the arrays in a POWER5 microprocessor. The L1 I-cache, L1 D-cache, L2 cache, L2 directory, and L3 directory all contain redundant array bits. If a fault is detected, these arrays can be repaired during IPL by replacing the faulty array bit(s) with the built-in redundancy, in many cases avoiding a part replacement. The initial state of the array repair data is stored in the Field Replacable Unit (FRU) vital product data (VPD) by IBM manufacturing. During the first server IPL, the array repair data from the VPD is used for initialization. If an array fault is detected in an array with redundancy by the array built-in-self-test diagnostic, the faulty array bit is replaced, and the updated array repair data is stored in the service processor persistent storage as part of the deallocation record of the processor. This repair data is used for subsequent system boots.

    During system runtime, the active service processor monitors recoverable errors in these arrays. If a predefined error threshold for a specific array is reached, the service processor tags the error as pending in the deallocation record to indicate that the error is repairable by the system during next system IPL. The error is logged as a predictive error, repairable using re-IPL, thus avoiding a FRU replacement if the repair is successful.

    For all processor caches, if repair on reboot does not fix the problem, the processor containing the cache can be deconfigured.

    2.4.2  Processor

    THe IBM RAS design for the POWER5 processor is described in the following sections.

    Dynamic CPU deallocation

    Dynamic CPU deallocation has been available in various forms on IBM servers for some time, in fact, since AIX Version 4.3.3 on previous RS/6000 and pSeries systems. It is the ability for a system to automatically deconfigure a CPU, which may be experiencing problems, before it causes an unrecoverable system error and potential server outage. 

    Dynamic CPU deallocation relies on the service processor’s ability to use First Failure Data Capture (FFDC) generated recoverable-error information and to notify the AIX 5L operating system when the CPU reaches its predefined error limit. AIX 5L will then drain the run-queue for that CPU, redistribute the work to the remaining CPUs, deallocate the offending CPU, and continue normal operation. 

    If there are inactive CPUs available, included in a Capacity on Demand (CoD) system configuration, then this inactive CPU will automatically be used to back-fill for the deallocated bad processor. 

    In most cases, these operations are transparent to the system administrator and to users. The spare CPU is logically moved to the target system partition or shared processor pool, AIX 5L moves the workload, and the failing processor is deallocated. The server continues normal operation with full function and full performance.

    The system will generate an error message for inclusion in the error logs calling for deferred maintenance of the faulty component.

    IBM System p5 technology and AIX 5L Version 5.3 introduce new levels of virtualization, supporting Micro-Partitioning™ technology, allowing individual processors to run as many as ten copies of the operating system. These new capabilities allow improvements in the CPU hot-spare strategy. POWER5 chips support both dedicated processor logical partitions and shared processor dynamic LPAR.

    In a dedicated processor LPAR, one or more physical CPUs are assigned to the partition.

    In shared processor partitions, a pool of shared physical processors is defined. This shared processor pool consists of one or more physical processors. In this environment, partitions are defined to include virtual processor and processor entitlements. Entitlements can be considered to be performance equivalents.

    In dedicated POWER5 processor-based partitions, CPU sparing is transparent to the operating system. When a CPU reaches its error threshold, the active service processor notifies the POWER Hypervisor to initiate a deallocation event.

    •If a CUoD processor is available, the POWER Hypervisor automatically substitutes it for the faulty processor and then deallocates the failing CPU.

    •If no CUoD processor is available, the POWER Hypervisor checks for excess processor capacity; if capacity is available because processors are unallocated or because one or more partitions in the shared processor pool are powered off, the POWER Hypervisor substitutes an available processor for the failing CPU.

    •If there are no available processors, the operating system is asked to deallocate the CPU. When the operating system finishes the operation, the POWER Hypervisor stops the failing CPU.

    In shared processor partitions, CPU sparing operates in a similar fashion. In this environment, the POWER Hypervisor is notified by the service processor of the error. As previously described, the system first uses any CUoD processors. Next, the POWER Hypervisor determines if there is at least 1.00 processor unit’s worth of performance capacity available, and if so, stops the failing processor and redistributes the workload.

    If the requisite spare capacity is not available, the POWER Hypervisor will determine how many processor capacity units each partition will need to relinquish to create at least 1.00 processor capacity units. The POWER Hypervisor uses an algorithm based on partition utilization and the defined partition minimum and maximums for CPU equivalents to calculate capacity units to be requested from each partition. The POWER Hypervisor will then notify the operating system, using an error entry, that processor units or virtual processors need to be varied off. Once a full processor equivalent is attained, the CPU deallocation event occurs. The deallocation event will not be successful if the POWER Hypervisor and OS cannot create a full processor equivalent. This will result in an error message and the requirement for a system administrator to take corrective action. In all cases, a log entry will be made for each partition that could use the physical processor in question.

    CPU Guard

    It is necessary that periodic diagnostics not run against a processor already found to have an error by a current error log entry. CPU Guard accomplishes this and also provides the required blocking to prevent the multiple logging of the same error.

    2.4.3  First Failure Data Capture

    Autonomic Computing is an approach to self-managed computing systems with a minimum of human intervention. Diagnosing and the fast correction of any problems is key to this autonomic approach. The first step to producing a computer that truly has the ability to self-heal is to create a highly accurate way to identify and isolate hardware errors. IBM has implemented a server design with built-in hardware error-checking stations that capture and help to identify error conditions within the server. Each of these checkers is viewed as a diagnostic probe into the server and when coupled with extensive diagnostic firmware routines allows quick and accurate assessment of hardware error conditions at run time.

    This proactive strategy to diagnose problems is named First Failure Data Capture (FFDC), as shown in Figure 2-6 on page 24, where check stations are positioned carefully within the server to ensure that potential errors can be quickly spotted and accurately tracked to an individual FRU if necessary.

    Error checks are collected in a series of Fault Isolation Registers (FIR), where they can easily be accessed by the service processor.

    All communication between the SP and the FIR is accomplished out of band. That is, operation of the error-detection mechanism is transparent to an operating system. This entire structure is below the architecture and is not seen, nor accessed, by system-level activities.

    First Failure Data Capture was first used by IBM POWER servers in 1997. It plays a critical role in delivering servers that can self-diagnose and self-heal. Using thousands of checkers, diagnostic probes, deployed at critical points throughout the server, the system effectively traps hardware errors at system run time. The separately powered service processor is then used to analyze the checkers and perform problem determination. Using this approach, IBM no longer has to rely on an intermittent reboot and retry error detection strategy, but knows with some certainty which part is having problems.
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    Figure 2-6   First Failure Data Capture

    2.4.4  The I/O subsytem and PCI bus error recovery

    IBM estimates that 25 percent of all expected outages on a fully configured server will be due to hardware based errors on PCI adapters. IBM has developed features that provide improved diagnosis, isolation, and management of errors in the server I/O path and new opportunities for concurrent maintenance to allow faster recovery from I/O path errors, often without impact to system operation.

    Figure 2-7 on page 25 shows how PCI Bus error recovery is achieved on a IBM System p server.

    [image: ]

    Figure 2-7   PCI bus error recovery

    PCI adapters are generally complex designs involving extensive on-board instruction processing, often contained within embedded micro controllers.

    Since these are generally cost sensitive designs, they typically use industry standard grade components, avoiding the more expensive but higher quality parts used in other parts of the server. 

    In general, any adapter problems are handled by internal error reporting and recovery techniques working in combination with operating system device driver management and diagnostics.

    In addition, an error in the adapter may cause transmission of bad data on the PCI bus itself, resulting in a hardware detected parity error and possibly causing a global machine check interrupt that would eventually require a system reboot to continue. 

    To reduce this possibility, IBM introduced a methodology in the POWER4 processor-based servers that uses a combination of system firmware and new Extended Error Handling (EEH) device drivers to allow recovery from intermittent PCI bus errors.

    Servers can also initiate recovery and reset of the adapter to initiate system recovery for a permanent PCI bus error, which includes hot-plug replace of the failed adapter.

    IBM System p server extend the capabilities of the EEH methodology. Generally, all PCI adapters controlled by operating system device drivers are connected to a bus created through an IBM designed PCI-PCI bridge, or directly to a controller. The bridge or controller isolates the PCI adapters and supports Hot-Plug by allowing program control of the power state of the I/O slot. PCI bus errors related to individual PCI adapters under partition control can be transformed into a PCI slot freeze condition and reported to the EEH device driver for error handling.

    Errors that occur on the interface between the PCI-PCI bridge chip and the Processor Host Bridge, the link between the processor remote I/O bus and the primary PCI bus, result in a bridge freeze condition, effectively stopping all of the PCI adapters attached to the bridge chip. An operating system may recover an adapter from a bridge freeze condition by using POWER Hypervisor functions to remove the bridge from freeze state and resetting or re-initializing the adapters.

    IBM has long built servers with redundant physical I/O paths using CRC checking and fail over support to protect RIO server connections from the CEC to the I/O drawers or towers. IBM has extended this data protection by introducing first-in-the-industry Extended Error Handling to allow recovery from PCI-bus error conditions. 

    IBM System p server add additional recovery features to handle potential errors in the Processor Host Bridge (PCI bridge), and the GX+ bus adapter. These features provide improved diagnosis, isolation, and management of errors in the server I/O path and new opportunities for concurrent maintenance to allow faster recovery from I/O path errors, often without impact to system operation.

    2.5  Serviceability

    The service strategy of the IBM System p server builds on the proven service architecture developed for and used by existing pSeries and iSeries servers.

    Our goal is to provide the most efficient environment to allow:

    •Easy access to components for both the Senior Service Representative (SSR) and client

    •On demand service education, including Web-based training

    •Automated and Step-by-Step guided repair strategy using common interfaces used across multiple IBM server platforms

    Our aim is to provide an environment where rapid, highly-accurate repairs can be achieved while also reducing the chance of human errors during any action. 

    The above strategy contributes to higher systems availability with reduced maintenance costs. In many of the entry-level systems, the server design supports client install (Customer Set-Up (CSU)) and repair (Customer Replaceable Unit (CRU)), allowing maximum client flexibility for controlling all aspects of their system’s operations. This notion of client control of the service environment extends to firmware maintenance on all of the IBM System p server. When combined, these factors can deliver increased value to the client.

    2.5.1  Environment

    The IBM System p server support two main service environments:

    •Servers that do not include a Hardware Management Console (HMC).

    This is the manufacturing default configuration for entry and mid-range systems. In this configuration, a single partition owns all the server resources and only one operating system may be installed.

    For selected IBM System p server, the optional Advanced POWER Virtualization feature includes Integrated Virtualization Manager (IVM), a browser-based system interface used to manage servers without an attached HMC. Multiple logical partitions may be created, each with its own operating environment. All I/O is virtualized and shared.

    •Server configurations that include attachment to one or multiple HMCs. 

    This is the default configuration for high-end systems and servers supporting logical partitions, and is the recommended configuration for highly available 24x7 demanding environments. In this case, all servers have at least one logical partition.

    2.5.2  Operator panel and light strip

    The operator panel on the IBM System p server is a two row by sixteen element LCD display used to present boot progress codes to the user; it is also used to display error and location codes when an error occurs that prevents the system from booting. It has several push-buttons allowing a user to change various boot time options and a variety of other limited service functions.

    The operator panel is not present on the high end p5-590 and p5-595; instead they have a light strip on both the front and the rear of the system unit. The light strips contain several LEDs, each representing the status of a particular field replaceable unit (FRU) or component.

    A light strip is composed of a printed circuit card mounted on a plastic bezel.

    All progress, error, and location codes are presented to the user using the HMC graphical display.

    2.5.3  Service processor

    As described in Chapter 5, “Service processor and firmware” on page 169, the service processor in the IBM System p server is an improved design when compared to the service processor that was available in the POWER4 processor-based systems. 

    The new service processor incorporates enhanced hardware functions such as an Ethernet service interface, additional system ports (these ports are not operational when an HMC is attached), and larger storage capacity. All of these new features support improved functions for service.

    One important service processor improvement allows the system administrator or service provider to access the Advanced Systems Management Interface (ASMI) menus dynamically. In previous generations of servers, these menus were only accessible when the system was in standby power mode. Now, the menus are available from the HMC console and any Web browser-enabled console attached to the Ethernet service network concurrently during normal system operation. A user with the proper access authority and credentials can dynamically modify service defaults, interrogate service processor progress and error logs, set and reset guiding light LEDs, and access most service processor functions without having to power down the system.

    2.5.4  Diagnostics

    Because of the First Failure Data Capture technology used in the IBM System p server, diagnostics that attempt to recreate an error for CEC failures has been eliminated. As previously explained, the service processor working in conjunction with the FFDC technology provides the automatic detection and isolation of errors without having to recreate the failure. This means that solid and intermittent errors will be correctly detected and isolated at the time of the failure occurrence.

    Diagnostics are provided for industry standard adapters and devices utilized in these systems.

    2.5.5  Integrated Virtualization Manager

    The Advanced POWER Virtualization feature includes the Virtual I/O Server (VIOS) installation media used for I/O virtualization and sharing.

    For selected entry level servers, the VIOS includes an Integrated Virtualization Manager that is an interface used to create logical partitions, manage virtual storage and virtual Ethernet, and view server service information. Servers using IVM do not require an HMC, allowing cost-effective consolidation of multiple partitions in a single server. 

    Details can be found in the Redpaper Virtual I/O Server Integrated Virtualization Manager, REDP-4061

    To provide a highly available 24x7 environment, we recommend the use of an HMC, or preferably of dual HMCs.

    2.5.6  Error log analysis

    The service processor will identify and sort errors by type and criticality. In effect, the service processor prioritizes these errors into specific categories:

    •Errors that are recoverable but should be recorded for threshold monitoring. These events do not require immediate service, but should be logged and tracked to look for, and effectively respond to, future problems.

    •Fatal system errors. On non-HMC managed servers, an unrecoverable checkstop service event triggers service processor routines that analyze the error, display the service event System Reference Code (SRC) on the operator panel, set the system attention LED, and, if enabled, initiate a call home request through the SP call home connection. Error handling for HMC managed servers is discussed in 2.5.7, “Service Focal Point” on page 30.

    •Recoverable errors that require service because an error threshold has been reached or a component has been taken off-line.

    When a recoverable and serviceable error is encountered, the service processor notifies the POWER Hypervisor, which places an entry into the operating system error log. The operating system log contains all recoverable error logs. These logs represent either recoverable platform errors or errors detected and logged by I/O device drivers.

    Operating system error log analysis routines monitor this log, identify serviceable events, ignoring information-only log entries, and copy them to a diagnostic event log. At this point, the operating system will send an error notification to a client-designated user, by default, the root user; this action may also invoke the Service Agent application.

    2.5.7  Service Focal Point

    The service application has taken on an expanded role in the Hardware Management Console. The Service Focal Point graphical user interface has been enhanced to support a common service interface common across all HMC managed IBM System p server.

    A key service requirement in a partitioned system implementation is to ensure that no error is lost before being reported for service and an error should only be reported once, regardless of how many partitions experience the potential effect of the error.

    Logically partitioned servers can encounter two types of errors: 

    •Local errors are faults in resources that are owned by only one partition. Examples include PCI adapters or devices assigned to a single partition. If a failure occurs to one of these resources, only a single operating system partition needs be informed. Once notified, the OS diagnostic subsystem uses the Remote Management and Control Subsystem (RMC) to relay error information to the Service Focal Point application running on the HMC.

    •Global errors can occur in resources that may affect multiple partitions. Examples are power supplies, fans and blowers, processors, memory, and storage controllers. When a failure occurs in these components, the POWER Hypervisor notifies each partition to execute any required precautionary actions or recovery methods. In turn, each operating system environment will forward the error event through the RMC network to the Service Focal Point application. The service processor will also forward error notification of these events to the HMC, providing a redundant error reporting path in case of errors in the RMC network.

    The Service Focal Point application logs the first occurrence of each failure type, filters, and keeps a history of repeat reports from other partitions or the service processor. Service Focal Point, looking across all active service event requests, analyzes the failure to ascertain the root cause and, if enabled, initiates a call home for service. This methodology ensures that all platform errors will be reported through at least one functional path either in-band through the operating system or out-of-band through the service processor interface to the Service Focal Point application on the HMC.

    The Service Applications menu, on the HMC GUI, provides access to the Service Focal Point application that is the starting point for all service actions on HMC attached systems.

    The service provider begins the repair with the Service Focal Point application, selecting the Repair Serviceable Events view from the Service Focal Point menu on the HMC. From here, the service provider selects a specific fault for repair from a list of open service events, initiating automated maintenance procedures specially designed for the POWER5 processor-based servers.

    Automating various service procedures can help remove or significantly reduce the likelihood of servicer-induced errors. Many service tasks can be automated.

    For example, the HMC can guide the service representative to:

    •Interpret error information.

    •Prepare components for removal or initialize them after install.

    •Set and reset system identify LEDs as part of the guiding light service approach.

    •Automatically link to the next step in the service procedure based on input received from the current step.

    •Update the service history log, indicating the service actions taken as part of the repair procedure. The history log helps to retain an accurate view of the service scenarios in case future actions are needed.

    2.5.8  Service Agent

    The Electronic Service Agent™ application monitors your servers. With an RMC connection to the partitions, the HMC can monitor all the managed servers. If a problem occurs and the application is enabled, Electronic Service Agent can report the problem to your service and support organization. If your server is partitioned, Electronic Service Agent, together with the Service Focal Point application, reports serviceable events and associated data collected by Service Focal Point to your service and support organization. 

     

    
      
        	
          Note: Serviceable events on the HMC typically consist of problems related to the server firmware (Licensed Internal Code) and hardware, or problems related to AIX 5L or Linux hardware. 

        
      

    

    The Electronic Service Agent Gateway maintains the database for all the Electronic Service Agent data and events that are sent to your service and support organization, including any Electronic Service Agent data from other client HMCs in your network.

    Figure 2-8 shows the three service tools and how they work together to help you maintain your server.

    [image: ]

    Figure 2-8   Available service tools

    You can enable Electronic Service Agent to perform the following tasks: 

    •Report problems automatically (call home); service calls are placed without intervention. 

    •Automatically send service information to your service and support organization. 

    •Automatically receive error notification either from Service Focal Point or from the operating system running in a full system partition profile. 

    •Support a networked environment. This allows for a minimum number of call home servers.

    There is also a stand-alone version of Service Agent (Version 3.3) that can be loaded onto individual logical partitions on an HMC managed system. This version of Service Agent has the ability to collect and help manage software inventory and can use the HMC (Version 5.2) as a call home gateway using Service Agent Connection Manager (SACM).

    Connectivity methods

    Call home may be established in several different ways. Use the Customize Outbound Connectivity menus within the Remote Support section on your HMC.

    •Local Modem

    Allows you to configure a local modem to connect to your service provider’s remote support facility.

    •Internet

    Allows you to configure the use of a Vitual Private Network (VPN) over an existing Internet connection to connect from the local HMC to your service provider’s remote support facility.

    •Internet VPN

    Allows you to send problem information to service and support using a high-speed Internet connection on your HMC. Some companies restrict this type of connection for security reasons. Before you select this option, be sure your company's security policy permits this type of connection.

    •Internet

    Allows you to enable the use of an existing Internet connection for outbound connectivity that allows the HMC to perform call-home functions over an encrypted Internet Secure Sockets Layer (SSL) connection. 

     

    
      
        	
          Note: Internet and Internet VPN are both preferred options for connectivity because they utilize an existing high-bandwidth Internet connection that allows for enhanced service and support.

        
      

    

    •Pass-Through Systems

    Allows you to enable the HMC to use a Pass-Through system to connect to your service provider’s remote support facility.

     

    
      
        	
          Note: Pass-Through systems use modems or network connections that already exist to pass on the remote support connection; this method is not usually used on IBM eServer p5 systems.

        
      

    

    More information about Service Agent may be obtained at the following URL:

    http://www.ibm.com/support/electronic

    2.5.9  Hardware Information Center

    The IBM Systems Hardware Information Center (InfoCenter) is a one stop repository of client and servicer related product information. The latest version of the documentation is always accessible through the Internet. A CD-ROM based version is also available and shipped with each system. InfoCenter is also installed on the HMC, and updated whenever the HMC code is updated.

    The purpose of InfoCenter, in addition to providing client related product information, is to provide softcopy service procedures to guide the servicer through various error isolation and repair procedures. Because they are electronically maintained, changes due to updates or addition of new capabilities can be used by service providers immediately.

    InfoCenter also provides the capability to embed education-on-demand modules for the servicer to reference. The education-on-demand modules encompass information from detailed diagrams to movie clips showing specialized repair scenarios. Service providers can reference this material in the course of providing service to ensure that the repair scenario is completed to proper specifications.

    2.5.10  Blind-swap PCI adapters

    Blind-swap adapters mount PCI I/O cards in a carrier that can be slid into the rear of a server or I/O drawer and mount the PCI card. The carrier is designed so that the card is guided into place on a set of rails. The card is seated in the slot and the electrical connections are completed by simply shifting an attached lever. This capability allows the PCI adapters to be concurrently replaced without having to put the I/O drawer into a service position.

    All PCI-X slots on the p5-590 and p5-595 are PCI 2.2-compliant and are hot-plug enabled, which allows most PCI adapters to be removed, added, or replaced without powering down the system. 

    This function enhances 24x7 system availability and serviceability.

    Since first delivered, minor carrier design adjustments have improved an already well-thought out service design.

    Figure 2-9 on page 35 and Figure 2-10 on page 35 show different styles of blind-swap cassette.
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    Figure 2-9   p5-570 blind-swap cassette
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    Figure 2-10   p5-590 and p5-595 blind-swap cassette

    2.6  System dumps

    In some cases, valuable problem determination and service information can be gathered using a system dump from the POWER Hypervisor, memory, or service processor. Dumps can be initiated automatically or on request, for interrogation by IBM service and support or development personnel. Data collected by this operation can be transmitted back to IBM, or in some instances, can be remotely viewed utilizing special support tools if a client authorizes a remote connection to their system for IBM support personnel.

    Recommended settings for system dumps

    Settings can be checked or altered, from the Advanced System Management (ASM) window. This tool can be accessed on the HMC by selecting Service Applications  → Service Focal Point  → Service Utilities. Then highlight the relevant managed server and launch the ASMI menu, as shown on Figure 2-11.
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    Figure 2-11   How to access ASM

    Figure 2-12 shows the recommend dump policy setting. 
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    Figure 2-12   Recommended dump policy settings

    

    1 http://www-03.ibm.com/systems/p/hardware/whitepapers/power5_ras.pdf
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Site planning

    This chapter introduces the concepts and terminologies that are necessary to prepare the physical site to allow for a 24x7 availability approach. We discuss the physical site planning aspects from power to cooling while addressing the computer room layout to enable maintenance work while the IBM System p server are in production.

    The following topics will be discussed:

    •Physical site planning 

    •Electrical power distribution

    •System specifications

    •Air conditioning and cooling

    3.1  Physical site planning

    The careful planning of the site environment is a critical part of the 24x7 availability approach. In this section, we discuss the electrical, cooling, and maintenance clearance requirements of IBM System p server. 

    To support the installation of new systems, IBM sales representatives and IBM Business partners can provide a Solution Assurance Discussion Guide. This guide covers all aspects of system installation, including:

    •Planning for IBM System p server installation

    •Delivery and set up of IBM System p servers

    The Solution Assurance Discussion Guide includes recommendations for software and applications as well as highlighting some of the prerequisites tasks that may be applicable to your system’s environment, such as network considerations, HMC, and I/O subsystems requirements.

    3.1.1  Site inspection

    To arrange for a site inspection, contact your IBM service representative.

    A site inspection should be performed:

    •Before a newly constructed computer room is populated with IBM System p servers.

    •Before installing a large upgrade to existing IBM System p servers. An example of a large upgrade would be the installation of additional I/O racks.

    •Before relocating IBM System p servers within a computer room.

    •Whenever the physical condition of the site has been compromised due to, for example, construction, fire, flood, earthquake, or other disruptive activity.

    •When a IBM System p servers hardware maintenance or upgrade activity is planned and the condition of the physical site is unknown due to, for example, incomplete site records or electrical wiring diagrams. 

    A site inspection should include the following items:

    •Path from the delivery dock to the computer room. 

    If installing systems already racked in the factory, all doors and any low profile aisle need to be checked to accommodate the racks passing through.

    If there are ramps in the aisles or loading dock, preparations should be made to avoid a system from free-wheeling out of control. 

    •Check elevators if in the route to the computer room for capacity, size, and accessibility.

    •Check raised floor load capability for the new or additional load, review floor loading, and weight distribution.

    •Check electrical supply for additional load capacity.

    •Check cooling capability.

    3.1.2  Electrical power planning 

    To provide for a 24x7 operation, the electrical power supply must be available in a redundant manner. The ideal solution is to have two independent power feeds in the computer room. We recommend that the dual power supply system installed in the computer room uses at least two different power distribution panels. 

    To provide redundancy for power distribution, two different power networks should be used. 

    The p5-570 and p5-590 and p5-595 are designed with dual power supplies as standard. Each of the two power supplies should be connected to a different distribution panel to achieve redundant power supply for the server.

    Figure 3-1 shows an example of a machine room with a completely redundant power supply for a server connected to two distribution panels, each receiving its power from an independent power feed.
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    Figure 3-1   Two independent power feeds

    The example of a machine room, shown in Figure 3-2 on page 43, does not provide a reliable power supply. 

    The loss of power to a single distribution panel would result in the loss of power to only one power supply in the server. As the p5-570 and p5-590 and p5-595 are designed with dual power supplies as standard, the server would remain operational on one power supply.

    The loss of the switch gear power feed would result in a loss of power to both distribution panels. In this case, neither power supply in the server would be supplied power. This would result in an loss of power and an outage to the server.
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    Figure 3-2   One feed, dual distribution panels

    General power specifications

    Your server is normally equipped with power-supply provisions to meet the 50- or 60-Hz voltage standards shown in the following tables, respectively. Table 3-1 shows the 50-Hz standard voltages.

    Table 3-1   50 Hz standard voltages

    
      
        	
           

        
        	
          50 Hz nominal voltages

        
      

      
        	
          Single phase

        
        	
          100

        
        	
          110

        
        	
          200

        
        	
          220

        
        	
          230

        
        	
          240

        
      

      
        	
          Three phase

        
        	
          200

        
        	
          220

        
        	
          380

        
        	
          400

        
        	
          415

        
        	
           

        
      

    

    Table 3-2 shows the 60 Hz standard voltages.

    Table 3-2   60 Hz standard voltages

    
      
        	
           

        
        	
          60 Hz nominal voltages

        
      

      
        	
          Single phase

        
        	
          100

        
        	
          110

        
        	
          120

        
        	
          127

        
        	
          200

        
        	
          208

        
        	
          220

        
        	
          240

        
        	
          277

        
      

      
        	
          Three phase

        
        	
          200

        
        	
          208

        
        	
          220

        
        	
          240

        
        	
          480

        
        	
           

        
        	
           

        
        	
           

        
        	
           

        
      

    

    In Figure 3-3, we give you a example of a power distribution panel following the electrical guidelines for a TN-S1 electrical installation. The recommendation is to ensure a proper grounding following the electrical guidelines in your country.
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    Figure 3-3   Example of a power distribution

    Be aware that grounding inside the computer room can be affected by external data or power cabling. The conductive shielding of data cables can interconnect different power distribution panel ground lines. 

    We recommend all data connections leaving the computer room use galvanically isolated media2 to avoid interference from the outside networks.

    3.1.3  Raised floor requirements

    A raised floor accomplishes the following major objectives:

    •Improves operational efficiency and allows greater flexibility in the arrangement of equipment

    •Permits the space between the two floors to be used to supply cooling air to the equipment or area

    •Allows for future layout change with minimum reconstruction cost

    •Protects the interconnecting cables and power receptacles

    •Prevents tripping hazards

    A raised floor should be constructed of fire-resistant or noncombustible material. The two general floor types are shown in Figure 3-4. The first is of a stringer-less floor, and the second is a floor with stringers.
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    Figure 3-4   Stringer-less and floor with stringers

    Some raised floor factors for consideration are:

    •No metal or highly-conductive material that might be at ground potential should be exposed to the walking surface when a metallic raised-floor structure is used. Such exposure is considered an electrical safety hazard.

    •The raised-floor height should be between 155 mm (6 in.) and 750 mm (30 in.). Clearance must be adequate to accommodate interconnecting cables, fiber cable raceways, power distribution, and any piping that is present under the floor. Experience has shown that higher raised-floor heights allow better air-conditioning balance in the room.

    •Caster point loads on some servers can be as high as 455 kg (1,000 lb.) concentrated load anywhere on the panel with a 2 mm (0.080 in.) maximum deflection allowed.

    •When a raised-floor panel is cut for cable entry or air supply, an additional panel support (pedestal) might be required to restore the structural integrity of the panel to the above requirement.

    •Use a protective covering (such as plywood, tempered masonite, or plyron panels) to prevent damage to floor tiles, carpeting, and panels while equipment is being moved or is relocated. When the equipment is moved, the dynamic load on the casters is significantly greater than when the equipment is stationary.

    •Concrete subfloors require treatment to prevent the release of dust.

    •Use noncombustible protective molding to eliminate sharp edges on all floor cutouts to prevent damage to cables and hoses, human injury, and to prevent casters from rolling into the floor cutout.

    •Pedestals must be firmly attached to the structural (concrete) floor using an adhesive.

    •Cable cutout size information is determined by the volume of cables passing through the cutout. See the server's documentation for recommendations on the cable cutout size.

    Signal reference ground

    To minimize the effects of high-frequency (HF) interference and other undesired electrical signals (commonly referred to as electrical noise), a Signal Reference System (SRS) may be recommended. An SRS may be made up of a Signal Reference Ground or Grid (SRG), or a Signal Reference Plane (SRP). A Signal Reference Ground or Grid may also be known as a Zero Signal Reference Ground (ZSRG). Regardless of the name used, the intent is to provide an equal potential point of reference over a wide range of frequencies for equipment installed in a contiguous area. This is accomplished by installing a network of low impedance conductors throughout the computer room.

    Raised access flooring systems that utilize bolted stringer construction can be used to provide a simple SRG. Floor systems that have either no stringer or snap-in stringers do not provide for an effective SRG, so another method of installing an SRG should be used.

    For safety requirements, the SRG must be connected to the earth ground. SRG practices recommend that all metallic objects that cross the SRG area are to be bonded (mechanically connected) to the SRG.

    For more information about Signal Reference Grounds, refer to IEEE 1100-2005 Recommended Practice for Powering and Grounding Electronic Equipment by IEEE, similar publications, or contact your IBM Installation Planning Representative.

    3.1.4  Service clearance and floor loading

    All equipment that you plan to install requires a minimum amount of space around it that is to be kept clear so that service may be performed on the equipment. Beyond keeping a clear area around the equipment, we advise that traffic patterns for work flow do not fall in service clearance boundaries. Do not allow the service clearance areas to be used for temporary or permanent storage. Exact clearance dimensions are supplied with the individual product specifications.

    Generally, floor loading areas fall inside the service clearance boundaries. Consult individual product planning documentation and your service or sales representative for specific information about the equipment that you are planning to install. If you have not yet done so, review floor loading, weight distribution, service clearance, and machine area.

    Physical and logical priority

    Some types of peripheral equipment might require physical or logical positioning in relation to the processor or other equipment. This physical or logical positioning may dictate the location that equipment must be placed on your floor. Consult individual product planning documentation and your service or sales representative to determine if equipment that you are planning to install must be specifically placed. Such equipment should be situated in your floor layout diagrams first, before other equipment that does not require precise positioning.

     

    
      
        	
          Note: Most of the concurrent maintenance functions require the HMC, hence the HMC should be installed near the managed system.

        
      

    

    Restrictive cable lengths

    As computing power increases, maximum cable lengths may decrease to support improvements in processing speed. Consult product-specific planning documentation and your service or sales representative to determine where cable lengths will allow you to place each piece of equipment on your floor. Review cabling and connectivity, especially if you are using Integrated Cluster Bus (ICB) cables. For example, Table 3-3 lists the different RIO cables for IBM System p server.

    Table 3-3   RIO cable length

    
      
        	
          Supported system

        
        	
          Length

        
        	
          Feature code

        
      

      
        	
          p5-590, p5-595

        
        	
          0.6 m

        
        	
          7924a

        
      

      
        	
          p5-570

        
        	
          1.2 m 

        
        	
          31461

        
      

      
        	
          p5-570, p5-590, p5-595

        
        	
          3.5 m 

        
        	
          31472

        
      

      
        	
          p5-570, p5-590, p5-595

        
        	
          8.0 m

        
        	
          3170b

        
      

      
        	
          p5-570

        
        	
          10 m

        
        	
          3148b

        
      

    

    

    1 This cable is only be used to interconnect I/O drawers

    2 CEC RIO Port to I/O drawer

     

    
      
        	
          Note: For upgrade or maintenance work, some CEC or I/O drawers (for example, the 7311 D20) have a specific service position. Add some additional length to the all cables connected to these drawers to allow the service position. 

        
      

    

    Practical work space and safety

    Allow enough room around equipment for normal movement and work flow. Consider the placement of equipment in relation to entrances and exits, windows, columns, wall-mounted equipment (such as circuit breaker boxes and electrical outlets), safety equipment, fire extinguishers, storage areas, fire access windows and doors, and furniture. Be especially careful to allow easy access to the emergency power-off controls, smoke detectors, sprinkler systems, under-floor or in-ceiling fire extinguishing systems, and other safety equipment.

    If possible, make additional plans to allow for future additional equipment. Plan cable routing and server locations to make it easy for additional units to be added. 

    3.1.5  Vibration and shock

    It may be necessary to install the IBM System p server in an area subject to minor vibrations. The following information list the vibration and shock limits for your equipment and some basic definitions concerning vibration. The vibration levels normally present in computer-room and industrial installations are generally well within the indicated levels.

    However, mounting the equipment in racks, stackers, or similar equipment might increase the risks of vibration-related problems. It is important to consult the manufacturer of all equipment to ensure that vibration factors will not exceed the specifications provided in the following tables.

    Some useful definitions of vibration include: 

    Acceleration 	Normally measured in g-force multiples of the acceleration because of the force of gravity. If the frequency is also known for a sine wave, acceleration can be calculated from displacement. 

    Continuous 	Vibrations present over an extended period that cause a sustained resonant response in the equipment. 

    Displacement 	Magnitude of the wave shape; normally given in peak-to-peak displacement in English or metric units.

    		Normally used to measure floor vibrations at low frequencies.

    	If the frequency is also known, it can be converted to displacement g-force for a sine wave. 

     

    
      
        	
          Note: Many measuring instruments can convert displacement to g-force for either sinusoidal or complex wave shapes.

        
      

    

    Peak 	The maximum value of a sinusoidal or random vibration. This can be expressed as peak-to-peak in cases of sinusoidal vibration displacement. 

    Random 	A complex vibration wave form varying in amplitude and frequency content. 

    rms (root mean square) 
The long-term average of the acceleration or amplitude values. Normally used as a measure of overall vibration for random vibration. 

    Shock 	Intermittent inputs that occur and then decay to zero prior to a recurrence of the event. Typical examples are foot traffic, fork lifts in aisles, and external events, such as railroad, highway traffic, or construction activities (including blasting). 

    Sinusoidal 	Vibrations with the characteristic shape of the classical sine wave (for example, 60-Hz ac power). 

    Transient 	Vibrations that are intermittent and do not cause a sustained resonant response in the equipment. 

    If you need to make any calculations or require information regarding the above definitions, consult a mechanical engineer, a vibration consulting engineer, or your service or sales representative. 

    The three classes of a vibration environment are shown in Table 3-4.

    Table 3-4   Vibration environment

    
      
        	
          Class

        
        	
          Vibration environment

        
      

      
        	
          V1

        
        	
          Floor-mounted machines in an office environment

        
      

      
        	
          V2

        
        	
          Table-top and wall-mounted machines

        
      

      
        	
          V3

        
        	
          Heavy industrial and mobile equipment

        
      

    

    A summary of the vibration limits for each of the three classes is shown in Table 3-5, followed by an explanation of the symbols.

     

    
      
        	
          Note: Vibration levels at any discrete frequency should not exceed a level of 1/2 the g-force root mean square (rms) values for the class listed in the Table 3-4. 

        
      

    

    Table 3-5   Operational vibration and shock limits

    
      
        	
          Class

        
        	
          g rms

        
        	
          g peak

        
        	
          Mils

        
        	
          Shock

        
      

      
        	
          V1 L

        
        	
          0.10

        
        	
          0.30

        
        	
          3.4

        
        	
          3 g at 3 ms

        
      

      
        	
          V1 H

        
        	
          0.05

        
        	
          0.15

        
        	
          1.7

        
        	
          3 g at 3 ms

        
      

      
        	
          V2

        
        	
          0.10

        
        	
          0.30

        
        	
          1.7

        
        	
          3 g at 3 ms

        
      

      
        	
          V3

        
        	
          0.27

        
        	
          0.80

        
        	
          9.4

        
        	
          application dependent

        
      

    

    L 	Light weight (less than 600 kg). 

    H 	Heavy weight (equal to or greater than 600 kg). 

    g rms 	Overall average g level over the 5 to 500 Hz frequency range. 

    g peak 	Maximum real-time instantaneous peak value of the vibration time history wave form (excluding events defined as shocks). 

    Mils 	Peak-to-peak displacement of a discrete frequency in the 5 to 17 Hz range. One mil equal .001 inch. 

    Shock 	Amplitude and pulse width of a classical 1/2 sine shock pulse. 

    The values given in Table 3-5 on page 50 are based on worst-case field data measured at client installations for current and previously released products. The vibration and shock environment will not exceed these values except for abnormal cases involving earthquakes or direct impacts. Your service or sales representative can contact the IBM Standards Authority for Vibration and Shock in case of specific technical questions. 

    Earthquake risks identified and contained

    Special frame-strengthening features or RPQs may be required in earthquake prone areas. Local codes might require the information technology equipment to be tied down to the concrete floor. For specific questions, contact your IBM support in your country.

    3.2  System specifications

    In this section we provide detailed information about specifications of IBM System p servers, namely the p5-570 and p5-590 and p5-595.

     

    
      
        	
          Note: As specifications change, or more accurate information is obtained, we always recommend referencing online documentation for the latest information.

        
      

    

    The p5-570 

    The p5-570 can be configured from a minimum 2-core to a maximum 16-core SMP system. 

    One single Central Electronic Complex (CEC) subsists on a 4-core SMP 19-inch rack drawer and is called a building block. To build a 16-core SMP, you simply combine four CEC building blocks with two cables. Figure 3-5 gives you an example of how to connect the building blocks together. Not shown is the second cable running in the rear of system.

    [image: ]

    Figure 3-5   Building blocks

    p5-590 and p5-595

    The p5-590 and p5-595 servers are mounted inside a 24-inch rack. The CEC can consist of up to two 16-core CPU books for an p5-590 and up to four 16-core CPU books for an p5-595. 

    See Figure 3-6 on page 53 for a detailed explanation on how the components of the p5-590 and p5-595 system are placed inside the 24-inch rack.

    [image: ]

    Figure 3-6   p5-590 and p5-595

    3.2.1  Power planning p5-570

    To determine the power requirements for a combination of building blocks, just multiply the power consumption for a single drawer by the number of building blocks you configured into your system.

    Table 3-6 lists the general system specifications of a single p5-570 CEC drawer.

    Table 3-6   p5-570 specifications

    
      
        	
          Description

        
        	
          Range

        
      

      
        	
          Operating temperature

        
        	
          5 to 35 degrees C (41 to 95 F)

        
      

      
        	
          Relative humidity

        
        	
          8% to 80%

        
      

      
        	
          Maximum wet bulb

        
        	
          23 degrees C (73 F) (operating)

        
      

      
        	
          Noise level

        
        	
          6.5 bels (operating)

        
      

      
        	
          Operating voltage

        
        	
          200 to 240 V AC 50/60 Hz

        
      

      
        	
          Maximum power consumption

        
        	
          1,300 watts (maximum)

        
      

      
        	
          Maximum power source loading

        
        	
          1.37 kVA (maximum configuration)

        
      

      
        	
          Maximum thermal output

        
        	
          4,437 BTU1/hr (maximum configuration)

        
      

    

    

    1 British Thermal Unit (BTU)

    The p5-570 may be ordered with one or more rack mounted Power Distribution Unit(s) (PDU), which may be used to supply power to the p5-570. To ensure accurate loading and sizing of the electrical power sources and of the wall fuses that provide power to the PDU(s) inside the IBM rack: 

    •Calculate the power load on each PDU outlet

    •Combine the total for each of the PDU outlet(s) in use

    •Allow for additional connections for future enhancements

    The maximum load on the PDU is regulated by the size of power cable between the PDU and wall. Fuse sizing needs to be done so that the fuse nearest to the outlet drops first. To ensure this selectiveness in the electrical system, calculate power load as follows:

    •The line cord is sized for 30 A. 

    •The Derating Factor is, by rule, 80%. 30A *0.8 = 24 A max load on the PDU.

    The attributes of the PDU are up to twelve connectors protected by circuit breakers. In the following, we show you the different types of PDU for the 7014 racks.

    The PDU FC 9171 or 6171, as shown in Figure 3-7 on page 55, is limited to a total load of 22.5 A. Each outlet has it’s own circuit breaker, rated to 8 A. This PDU should not used on p5-570 because of the server’s power requirements.

    [image: ]

    Figure 3-7   PDU FC 9171 / 6171 

    The nine IEC 320-C13 outlets used in the primary PDUs (FC 9176 and 7176, 9177 and 7177, and 9178 and 7178), and must be evenly distributed across the three sets of three outlets (R1-R3, R4-R6, R7-R9). Each set of three (R1-R3, R4-R6, and R7-R9) shall not exceed 15 A. A single outlet R1-R9 shall not exceed 10 A. R10-R11 (IEC 320-C19) shall not exceed 16 A. Each primary PDU (R1-R11) shall not exceed a total of 24 A.

    Figure 3-8 gives you an example of a PDU FC 9176 and 7176 with nine outlets. On the left, you see the rear of the PDU carrying the circuit breakers for the set of three outlets.

    [image: ]

    Figure 3-8   PDU FC 9176/7176

    The latest PDU is feature code FC 9188 and FC 7188. There are 12 IEC320-C13 outlets per 7188 PDU. Each pair of outlets is limited to 16 A and a single outlet shall not exceed 10 A.

    The circuit breakers are on the same side as the outlets. Unlike the existing PDUs, a single PDU part number can be used in all the geographies and it uses a UTG power inlet (instead of the short inlet cable used in the previous PDUs) with new line cords. The total rated amperage will depend on the line cord. The previous line cords used in the nine-outlet and six-outlet PDUs are not compatible with this new 7188 PDU.

    PDU FC 9188 and 7188, as shown in Figure 3-9, have twelve IEC320 -C13 outlets for power cables to servers. Each pair IEC320-C13 outlets is connected to one 16 A circuit breaker. One outlet shall not exceed 10 A.
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    Figure 3-9   PDU FC 9188 /7188 

    Table 3-7 presents the different power cables for PDU FC 9188 and 7188.

    Table 3-7   Line cord FC for PDU FC 9188/7188

    
      
        	
          FC

        
        	
          Description

        
        	
          Rated amperage

        
      

      
        	
          6653

        
        	
          LINECORD, PDU TO WALL14' 3PH/16 A UTG0247 IEC309 16 A 3P+N+G 

        
        	
          16 A

        
      

      
        	
          6489 

        
        	
          LINECORD, PDU TO WALL14' 3PH/24 A UTG0247 IEC309 32 A 3P+N+G

        
        	
          24 A

        
      

      
        	
          6654

        
        	
          LINECORD, PDU TO WALL14' 200-240V/24 A UTG0247 PT#12 

        
        	
          24 A

        
      

      
        	
          6655

        
        	
          LINECORD, PDU TO WALL14' 200-240V/24 A UTG0247 PT#40 

        
        	
          24 A

        
      

      
        	
          6656

        
        	
          LINECORD, PDU TO WALL14' 200-240V/24 A UTG0247 IEC309 32 A P+N+G 

        
        	
          24 A

        
      

      
        	
          6658

        
        	
          LINECORD, PDU TO WALL14' 200-240V/24 A UTG0247 PT#KP 

        
        	
          24 A

        
      

      
        	
          6657

        
        	
          LINECORD, PDU TO WALL14' 200-240V/24 A UTG0247 PT#PDL

        
        	
          24 A

        
      

      
        	
          6491

        
        	
          LINECORD, PDU TO WALL14' 200-240V/48 A UTG0247 IEC309 63 A P+N+G

        
        	
          48 A

        
      

      
        	
          6492

        
        	
          LINECORD, PDU TO WALL14' 200-240V/48 A UTG0247 IEC309 60 A 2P+G

        
        	
          48 A

        
      

    

    PDU FC 9176 and FC 7196 

    The load of the PDU circuit breakers is calculated based on the following:

    •Maximum power load of the CEC * 1000 / Voltage of the power source = Load in Amperes.

    •The maximum power load of a p5-570 CEC is 1.37 kVa.

    •The voltage is 208 V. 

    The calculation is as follows:

    (1.37kVA x 1000)/208 = 6.58 A

    As the wall circuit breaker is rated with 30 A and on a derating factor of 80%, the load for the complete PDU is 24 A. Three CEC will produce a load of 19.74 A. Adding a fourth CEC will exceed the load above the maximum of 24 A. Figure 3-10 on page 59 provides an example on how to cable the CEC to the PDU.

    As the p5-570 CEC is equipped with redundant power supplies, you have to provide two outlets per CEC. For three CECs, you need to have two PDUs. The optimal condition is where each PDU is connected to a different power distribution panel.

    [image: ]

    Figure 3-10   p5-570 PDU cabling. 

    3.2.2  Power planning p5-590 and p5-595

    In the following section, we discuss the power requirements for the p5-590 and p5-595 servers.

    Table 3-8 provides a overview of power requirements for the two different CPU features, 1.9 GHz and 1.65 GHz. 

    Table 3-8   Ip5-590 and p5-595 server specifications

    
      
        	
          Description

        
        	
          Range

        
      

      
        	
          Recommended operating temperature 
(8-core, 16-core, 32-core)

        
        	
          10 degrees to 32 degrees C 
(50 degrees to 89.6 degrees F)

        
      

      
        	
          Recommended operating temperature
(48-core and 64-core)

        
        	
          10 degrees to 28 degrees C 
(50 degrees to 82.4 degrees F)

        
      

      
        	
          Operating voltage

        
        	
          200 to 240, 380 to 415, or 480 volts AC 

        
      

      
        	
          Operating frequency

        
        	
          50/60 plus or minus 0.5 Hz

        
      

      
        	
          Maximum power consumption (1.9 GHz processor)

        
        	
          22.7 kW

        
      

      
        	
          Maximum power consumption (1.65 GHz processor)

        
        	
          20.3 kW

        
      

      
        	
          Maximum thermal output (1.9 GHz processor)

        
        	
          77.5 kBTUa/hr (British Thermal Unit)

        
      

      
        	
          Maximum thermal output (1.65 GHz processor)

        
        	
          69.3 kBTU1/hr (British Thermal Unit)

        
      

    

    

    1 1000 British Thermal Unit (BTU)

    Due to the high power load from these servers to the power distribution panels, special care for planning of the power cabling and power cable connections is important to ensure equal load on the three phases of the power distribution. Table 3-9 provides a overview about the line cords, connectors and circuit breaker rating.

    Table 3-9   Breaker rating and cord information

    
      
        	
          3-phase supply voltage (50/60 Hz)

        
        	
          200-240 V

        
        	
          200-240 V

        
        	
          380-415 V

        
        	
          480 V

        
      

      
        	
          Recommended client -circuit-breaker rating (see note)

        
        	
          60 A (60 A plug) or 80 A (100 A plug)

        
        	
          63 A (no plug)

        
        	
          32 A (no plug)

        
        	
          30 A (30 A plug)

        
      

      
        	
          Cord information

        
        	
          14 ft, 6 AWG power cord (60 A plug) or 6 and 14 ft, 6 AWG power cord (100 A plug)

        
        	
          14 ft, 6 AWG power cord, (electrician installed)

        
        	
          14 ft, 8 AWG power cord, (electrician installed

        
        	
          6 and 14 ft, 8AWG power cord (30 A plug)

        
      

      
        	
          Recommended receptacle

        
        	
          IEC309, 60 A, type 460R9W (not provided) or IEC309, 100A, type 4100R9W (not provided)

        
        	
          Not specified, electrician installed

        
        	
          Not specified, electrician installed

        
        	
          IEC309, 30 A, type 430R7W (not provided)

        
      

    

     

    
      
        	
          Note: The following points should be taken under consideration:

          •The exact circuit breaker ratings may not be available in all countries. Where the specified circuit breaker ratings are not acceptable, use the nearest available rating. Use of a time delayed circuit breaker is recommended. Use of a GFI circuit breaker is not recommended.

          •IBM strongly recommends the use of a metal back box with power cords using IEC-309 plugs.

          •Maximum inrush current is rated to 163 amps.

        
      

    

    An optional Integrated Battery Backup Feature (IBF) is available. The IBF is designed to protect against power line disturbances, such as short-term power loss or brown-out conditions. An IBF requires 2U of space in the primary system rack or in the powered Expansion Rack. The IBF attaches to the system bulk power regulators. The IBF is not an Uninterruptable Power Source (UPS) and is not intended to replace a UPS by keeping the system powered on indefinitely in case of AC line outage.

    Balancing power loads

    The p5-590 and p5-595 require three-phase power. Two of three phases will carry an equal amount of current, with no current drawn on the third phase. 

    Depending on the number of Bulk Power Regulators (BPRs) in your system, phase imbalance can occur in line currents. All systems are provided with two bulk power assemblies (BPAs), with separate power cords. Figure 3-6 on page 53 shows the relationship between the BPA and BPR. Phase currents will be divided between two power cords in normal operation. 

    Table 3-10 illustrates phase imbalance as a function of BPR configuration. 

    Table 3-10   Phase imbalance and BPR configuration

    
      
        	
          Number of BPRs per BPA

        
        	
          Phase A Line Current

        
        	
          Phase B Line Current

        
        	
          Phase C Line Current

        
      

      
        	
          1

        
        	
          Power / Vline

        
        	
          Power / Vline

        
        	
          0

        
      

      
        	
          2

        
        	
          0.5 Power / Vline

        
        	
          0.866 Power / Vline

        
        	
          0.5 Power / Vline

        
      

      
        	
          3

        
        	
          0.577 Power / Vline

        
        	
          0.577 Power / Vline

        
        	
          0.577 Power / Vline

        
      

    

    Figure 3-11 is an example of feeding several loads of this type from two power panels in a way that balances the load among the three phases.

    [image: ]

    Figure 3-11   Balance load on phases

    3.2.3  Physical package p5-570

    One p5-570 CEC drawer is packaged in a 4U3 rack-mounted enclosure, and it is available only in the rack-mounted form factor. 

    The following sections discuss the major physical attributes that are found on the p5-570 building block, as shown in Figure 3-11.

    Table 3-11   Physical packaging of the p5-570 

    
      
        	
          Dimension

        
        	
          One p5-570 building block

        
      

      
        	
          Height

        
        	
          174.1 mm (6.85 in)

        
      

      
        	
          Width

        
        	
          483 mm (19.0 in)

        
      

      
        	
          Depth

        
        	
          790 mm (31.1 in)

        
      

      
        	
          Weight

        
        	
          63.6 kg (140 lb)

        
      

    

    IBM 7014 Model T40 and T42 considerations

    At the time of writing, we have two limitations for the IBM 7014 Model T40 and T42 rack. The design of the rack added a stabilizer flange on the height of EIA position 37. This stabilizer flange does not allow enough space for the processor and SP Flex cables. The stabilizer flange is shown in Figure 3-12 on page 63.

    [image: ]

    Figure 3-12   Stabilizer flange

    The second limitation on the older IBM 7014 T40 and T42 is found in the rear right bottom corner. The welding bead of the rack in the corner may not allow enough space to connect the rear SP flex cable to the CEC. The only solution here is to move the entire CPU complex up in the rack by one EIA unit. If you have a requirement to move the CPU complex, contact your IBM service representative more information and assistance.

    To allow for future growth with the p5-570 from a basic 2-core system to a fully configured 16-core system, the initial order should include the FC 9570 for each additional CEC that you may need installed later. FC 9570 is the Virtual Enclosure feature. As each additional CEC drawer must be added beneath the existing CECs in a managed system p5-570, the system is grown from top to bottom. Including a FC 9570 in a single CEC order will place a Virtual Enclosure beneath the first CEC in the rack to allow space for an additional CEC below the first CEC. The maximum number of FC 9570 is three per system.

    The IBM 7014 T42 rack requires special handling because of its height of 2015 mm (79.3 in). If a system is ordered with a 42U rack, it cannot be shipped by air, and additional time will be required for shipping. Requested arrival dates should be adjusted accordingly, as the system will typically arrive later than the calculated arrival date (CAD). Site planning should be done in advance to ensure that the rack will fit under any low doorways at the client location.

    To help ensure the installation and serviceability in non-IBM or industry-standard racks, review the vendor’s installation planning information for any product-specific installation requirements. Original Equipment Manufacturer (OEM) Racks need to have a different set of rails to enable the installation of an p5-570 CEC. Consult with your sales representative to order FC 7164: IBM/OEM RACK MTG RAIL KIT, ADJUSTABLE DEPTH, MODEL 570.

    The processor and SP Flex cables present an additional planning requirement. To install the cables in the rack, additional space is needed on the left of the CEC (this is about 70 mm (2.75 in)). The drawing shown in Figure 3-13 on page 65 shows position of the cable. This additional space must be flat and on the same level as the mounting rail.
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    Figure 3-13   SMP Flex cable 

    3.2.4  Physical package p5-590 and p5-595

    The physical package of the p5-590 and p5-595 is a 24-inch frame containing a redundant Bulk Power assembly (BPA), CEC housing for up to four 16-core processor books, four hot plug blowers (two in the front, two in rear) for the CEC, and up to four I/O drawers. 

    Table 3-12 lists the major physical attributes found on the p5-590 and p5-595 servers.

    Table 3-12   IBM eServer™ p5 590 and p5 595 server physical packaging 

    
      
        	
          Dimension

        
      

      
        	
          Height

        
        	
          2025 mm (79.7 in.)

        
      

      
        	
          Width

        
        	
          785 mm (30.9 in.)

        
      

      
        	
          Depth

        
        	
          1326 mm (52.2 in.)1 or 1681 mm (66.2 in.)2

        
      

      
        	
          Weight

        
      

      
        	
          Minimum configuration

        
        	
          1241 kg (2735 lb)

        
      

      
        	
          Maximum configuration

        
        	
          2458 kg (5420 lb)

        
      

    

    

    1 With slimline doors installed

    2 With acoustical doors installed

    Depending on the configuration, number of processor books, and number of I/O drawers (to name just a few), the weight of the system can reach up to 2458 kg (5420 lb.), so careful planning of the raised floor is important. The structure of the raised and floor tiles must be capable of sustaining this load.

     

    
      
        	
          Attention: There is the potential for bodily injury, or severe damage to the equipment or the client's facility if untrained personnel move large, heavy systems and frames. 

        
      

    

    Your server might be shipped carrying a warning label, as shown in Figure 3-14.
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    Figure 3-14   Warning label

    Figure 3-15 explains where to place the cut out in the floor for the power and signal cables. This example is for a single frame system; additional frames may be needed, and depending on the type of frame, one or two more cut out panels. Raised-floor cutouts should be protected by electrically nonconductive molding, appropriately sized, with the edges treated to prevent cable damage and to prevent casters from rolling into the floor cutouts. 
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    Figure 3-15   Floor cut out 

    In a multi-frame installation, it is possible that a floor tile with cable cutouts will bear two concentrated static loads up to 476 kg (1050 lb.) per caster/leveler. Thus, the total concentrated load can be as high as 953 kg (2100 lb.). Contact the floor tile manufacturer or consult a structural engineer to ensure that the raised floor assembly can support this load. 

    The frame measures 2025 mm (79.7 in.) with the bulk power subsystem installed. To reduce the weight and height for shipment of the system, the bulk power supply can be removed. To have the system shipped from the factory, order FC 7960 Compact Handling Option. This feature allows the system or expansion rack to pass through doors at the client location that are less than the 2.02 M (79.5 inches) normally required. With this feature, the top 8U section of the rack (including the power subsystem) is removed at the factory and shipped separately for installation at the client location. The height of the rack with the upper section removed is approximately 1.65 m (65 inches). FC 7960 is a chargeable feature.

    3.2.5  Maintenance clearances

    To allow for easy access for system updates, system upgrades, and scheduled maintenance, work space around the servers is necessary. The service clearance figures given are for a system inside a IBM 7014 rack. Similar clearances may apply for a system inside an OEM rack.

    Figure 3-16 shows the recommended space layout.
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    Figure 3-16   Service clearance IBM 7014 rack

    There are several possible frame configurations of the p5-590 and p5-595 servers. Figure 3-17 on page 69 shows service clearances for double-frame systems with acoustical doors.
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    Figure 3-17   Service clearance p5-590 and p5-595

    Front-service access is necessary on the p5-590 and p5-595 to accommodate a service shelf and a lift tool. These service items will be used to service the processor books and I/O drawers due to their size and weight.

     

    
      
        	
          Note: The p5-595 and 590 servers must be installed in a raised floor environment.

        
      

    

    3.2.6  Air conditioning and cooling 

    Cooling and controlling the humidity inside the computer room is critical to the efficiency and reliability of the servers. 

    The cooling requirements for IBM System p server are listed in Table 3-13 for the p5-590 and p5-595.

    Table 3-13   p5-590 and p5-595

    
      
        	
           

        
        	
          Typical heat release

        
        	
          Airflow nominal

        
        	
          Airflow nominal maximum at 35 degrees C (95 degrees F)

        
      

      
        	
          Description

        
        	
          kW

        
        	
          cfm

        
        	
          m3/hr

        
        	
          cfm

        
        	
          m3/hr

        
      

      
        	
          Minimum configuration

        
        	
          6.1

        
        	
          635

        
        	
          1080

        
        	
          915

        
        	
          1556

        
      

      
        	
          Maximum configuration

        
        	
          22.7

        
        	
          1760

        
        	
          2992

        
        	
          2460

        
        	
          4182

        
      

      
        	
          Typical configuration

        
        	
          13

        
        	
          1310

        
        	
          2227

        
        	
          1790

        
        	
          3043

        
      

      
        	
          ASHRAE class

        
        	
          3

        
      

      
        	
          Minimum configuration

           

        
        	
          16-core at 1.65 GHz with a single I/O drawer

        
      

      
        	
          Maximum configuration

        
        	
          64-core at 1.9 GHz with 4 I/O drawers

        
      

      
        	
          Typical configuration

        
        	
          32-core at 1.65 GHz with 4 I/O drawers

        
      

    

    The environmental requirements regarding operating and non-operating temperatures, and humidity are listed in Table 3-14.

    Table 3-14   Environment requirements

    
      
        	
           

        
        	
          p5-570 

        
        	
          p5-590 and p5-595

        
      

      
        	
          Recommend operating temperature

        
        	
          5 degrees to 35 degrees C (41 degrees to 95 degrees F)

        
        	
          8-core, 16-core, and 32-core: 10 degrees to 32 degrees C (50 degrees to 89.6 degrees F)

        
      

      
        	
          48-core and 64-core: 10 degrees to 28 degrees C (50 degrees to 82.4 degrees F)

        
      

      
        	
          Non operating temperature

        
        	
          5 degrees to 40 degrees C (41 degrees to 104 degrees F)

        
        	
          10 degrees to 43 degrees C (50 degrees to 109.4 degrees F)

        
      

      
        	
          Storage temperature

        
        	
           

        
        	
          1 degrees to 60 degrees C (33.8 degrees to 140 degrees F)

        
      

      
        	
          Shipping temperature

        
        	
          -40 degrees to 60 degrees C (-40 degrees to 140 degrees F)

        
        	
          -40 degrees to 60 degrees C (-40 degrees to 140 degrees F)

        
      

      
        	
          Wet bulb temperature

        
      

      
        	
          Operating

        
        	
          23 degrees C (73.4 degrees F)

        
        	
          23 degrees C (73.4 degrees F)

        
      

      
        	
          Non operating

        
        	
          27 degrees C (80.6 degrees F)

        
        	
          23 degrees C (73.4 degrees F)

        
      

      
        	
          Storage

        
        	
           

        
        	
          27 degrees C (80.6 degrees F)

        
      

      
        	
          Shipping

        
        	
           

        
        	
          29 degrees C (84.2 degrees F)

        
      

      
        	
          Noncondensing humidity

        
        	
          8 to 80% operating and non operating

        
        	
           

        
      

      
        	
          5 to 100% shipping 

        
        	
          5 yo 80% storage

          5 to 100% shipping 

        
      

      
        	
          Maximum altitude

        
        	
          3048 m (10000 ft.)

        
        	
           

        
      

    

    The airflow inside the servers is designed to take cool air from the front inside the server and move it out from the rear of the server. This leads to a hot aisle and cold aisle concept. The hot aisle at the rear of the server will carry the hot air away, therefore the front of the server must reside on the cold aisle to allow for a sufficient amount of cold air to adequately cool the server. 

    Figure 3-18 presents the hot aisle and cold aisle concept.
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    Figure 3-18   Hot aisle/cold aisle concept

    In Figure 3-19, an incorrect implementation of the hot aisle and cold aisle concept is shown. Hot exhaust air is circulating around the servers in the first row, so the cooling system is not working effectively anymore and there is a risk of the servers in the first row overheating. 
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    Figure 3-19   Wrong setup of the hot aisle and cold aisle concept

    A site inspection of the computer room before installation or upgrade of the system should include the raised floor and cooling system. One matter of inspection is to ensure a proper airflow from the air conditioning device into the raised floor. Figure 3-20 illustrates the path for the cold air flowing from the air conditioner into the raised floor being blocked by infrastructural installations like water pipes, small concrete wall, floor jacks, and other miscellaneous hardware.
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    Figure 3-20   Infrastructural installation blocking airflow

    3.2.7  Optional Rear Door Heat eXchanger (FC 6858)

    Improved cooling from the heat exchanger enables clients to more densely populate individual racks, freeing valuable floor space without the need to purchase additional air conditioning units. The Rear Door Heat eXchanger for the T42 rack features:

    •Water-cooled heat exchanger door designed to dissipate heat generated from the back of computer systems before it enters the room.

    •An easy-to-mount rear door design that attaches to client-supplied water, using industry standard fittings and couplings.

    •Up to 15 kW (approximately 50,000 BTUs/hr) of heat removed from air exiting the back of a fully populated rack.

    •One year limited warranty.

    Physical specifications

    The following are the key physical specifications:

    •Approximate height: 1945.5 mm (76.6 in.)

    •Approximate width: 635.8 mm (25.03 in.)

    •Approximate depth: 141.0 mm (5.55 in.)

    •Approximate weight: 31.9 kg (70.0 lb)

    Client responsibilities

    It is up to the client to ensure the following is available:

    •Secondary water loop (to building chilled water)

    •Pump solution (for secondary loop)

    •Delivery solution (hoses and piping)

    •Connections: standard 3/4 inch internal threads

    

    1 One significant characteristic of TN-S system is the safety ground is only connected to neutral on central grounding point in the building. For more information, contact your IBM installation

    planning representative.

    2 LAN cables using Fiber connections as an example.

    3 One Electronic Industries Association Unit (1U) is 44.45 mm (1.75 in).
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Server hardware planning

    This chapter describes how to plan your server. We discuss the initial planning as well as hardware upgrades during the lifetime of the server. The layout of the I/O subsystem is important for the overall availability and performance of the IBM System p server. This chapter provides the information you need to design the server according to your needs, regarding:

    •Internal I/O subsystem p5-570 

    •Remote I/O setup

    •7311 Model D10, 7311 Model D11, and 7311 Model D20 I/O drawers

    •p5-590 and p5-595 I/O

    •I/O drawer attachment

    •InfiniBand Attachment

    •I/O Device assignment considerations

    •Boot device planning

    •System upgrades CEC, PU Book, and I/O

    •Resource planning using the IBM System Planning Tool

    •Planning for the Hardware Management Console

    •Web-based System Manager 

    4.1  Planning for PCI placement

    Planning for I/O adapter cards based on PCI or PCI-X architecture is a significant task. To ensure the availability of the server environment for 24x7 operation, all connections to I/O devices, such as SCSI disks, SAN attachments, LAN, and WAN lines, should be redundant. The recommendation is to spread all your adapter cards across all I/O drawers to build redundant paths out of the system. This hardware redundancy in the I/O area opens the opportunity to do hardware upgrades, microcode updates, and maintenance work while the system is up and running in production. For example, if two Fibre Channel adapters support multipath I/O to one logical unit number, and if one path is broken due to a upgrade or service action, the device driver chooses another path using another adapter in another I/O drawer automatically. All IBM PCI adapters currently support EEH. If a non-IBM PCI adapter does not have enhanced error handling capabilities built into their device drivers and if this device fails, the PCI host bridge in which it is placed and the other adapters in this PCI host bridge are affected. Therefore, we strongly recommend that you place all adapters without enhanced error handling capabilities on their own PCI host bridge and that you do not assign these adapters on the same PCI host bridge to different partitions.

    4.2  Internal I/O subsystem of the p5-570

    The internal I/O subsystem of the p5-570 resides on the system planar and the I/O backplane. The service processor is packaged in a separate module plugged into the I/O Backplane. An internal RIO-2 bus is embedded in the system planar. The system planar contains both the Enterprise RIO-2 hub and the PCI-X Host bridge chip to connect to the integrated I/O that is packaged on the system planar. Two RIO-2 ports of the Enterprise hub chip are used for the integrated I/O and the remaining two ports are routed to external connectors. For further RIO-2 expansion, an additional RIO-2 adapter card can be plugged in Slot 6.

    4.2.1  PCI-X slots and adapters

    PCI-X, where the X stands for extended, is an enhanced PCI bus that delivers a bandwidth of up to 1 GBps, running a 64-bit bus at 133 MHz. PCI-X is backward-compatible, so the p5-570 can support existing 3.3 V PCI adapters.

    The p5-570 system planar provides six PCI-X slots and several integrated PCI devices that interface the three PCI-X to PCI-X bridges to the primary PCI-X buses on the PCI-X Host bridge chip.

    PCI-X Slot 6 can accept a short PCI-X or PCI card, and its space is shared with the Remote I/O expansion card, so if the Remote I/O expansion card is installed, this slot is not available to host a PCI adapter. The remaining PCI-X slots are full-length cards. A dual 1 Gb Ethernet adapter is integrated on the system planar.

    64-bit and 32-bit adapters

    IBM offers 64-bit adapter options for the p5-570, as well as 32-bit adapters. Higher-speed adapters use 64-bit slots because they can transfer 64 bits of data for each data transfer phase. Generally, 32-bit adapters can function in 64-bit PCI-X slots; however, some 64-bit adapters cannot be used in 32-bit slots. For a full list of the adapters that are supported on the p5-570 systems, and for important information regarding adapter placement, see the IBM Systems Hardware Information Center.

    4.2.2  EEH adapters and partitioning

    The PCI-X slots in the p5-570 system support hot-plug and Extended Error Handling (EEH). In the unlikely event of a problem, EEH-enabled adapters respond to a special data packet that is generated from the affected PCI-X slot hardware by calling system firmware, which examines the affected bus, allows the device driver to reset it, and continues without a system reboot. 

    When the platform is prepared for partitioning or is partitioned, the POWER Hypervisor prevents disabling EEH upon system initialization. Firmware in the partition will detect any non-EEH device drivers that are installed and not configure them. Therefore, all adapters in IBM System p server must be EEH capable in order to be used by a partition. This also applies to I/O adapters installed in I/O drawers attached to a IBM System p server.

    Non-IBM PCI adapters may not support EEH. Failure on one of these devices can affect the PCI Host Bridge (PHB). If a severe error occurs, the PHB can end up in a freeze state, and this freeze will affect all adapters on the same bridge. Clearing this condition requires a reboot.

    All IBM System p server platform IO slots are managed the same way with respect to EEH.

    4.2.3  Remote I/O setup 

    For a mirrored I/O drawer setup, a minimum of two independent Remote Input Output (RIO) loops are required. The default p5-570 configuration provides one pair of RIO-2 connectors to support one RIO loop, which can operate up to 1 GHz.

    The p5-570 building block (CEC) has a default RIO-2 bus to connect the internal PCI-X slots through the PCI-X to PCI-X bridges, and supports up to four external I/O drawers. To support more I/O drawers in one p5-570 building block, the RIO-2 expansion card (FC 1800) is required. The RIO-2 expansion card supports up to four additional I/O drawers. If the combined system is made of more than one p5-570 building block, the optional RIO-2 expansion card may be not be required if I/O drawers can be shared between the default RIO-2 loop of each p5-570 building blocks.

    The supported I/O drawers are the 7311 Model D10, 7311 Model D11, and 7311 Model D20.

    The p5-570 system has six internal PCI-X slots. If more PCI-X slots are needed to dedicate more adapters to a partition or to increase the bandwidth of network adapters, up to 20 7311 model D10, 7311 model D11, and 7311 model D20 I/O drawers can be added to the p5-570 system.

    4.2.4  7311 Model D10 and 7311 Model D11 I/O drawers

    The 7311-D10 is not supported in p5-570 initial orders. Only an existing 7311-D10 drawers at the client site may be migrated from other systems to an p5-570. The 7311-D11 can be in the initial order and it provides six additional PCI-X slots supporting an enhanced blind-swap mechanism. That is the first difference between the two I/O drawer models. The other difference is that the 7311-D11 has six slots that are PCI-X capable, and the D10 has five PCI-X capable slots and one PCI slot. The two types of blind-swap cassette mechanisms are unique for any I/O drawer model; therefore, you cannot move a blind-swap cassette from a D10 to a D20 or from a D20 to a D10. Drawers must have a RIO-2 adapter to connect to the server.

    Each primary PCI-X bus is connected to a PCI-X-to-PCI-X bridge, which provides three slots with Extended Error Handling (EEH) for error recovering. In the 7311 Model D10 I/O drawer, slot 1 is a standard PCI slot, which operates at 33 MHz and 5 V signaling. In the 7311 Model D11 I/O drawer, Slots 1 to 6 are PCI-X slots that operate at 133 MHz and 3.3 V signaling. Example 4-1 on page 81 shows a conceptual diagram of the 7311 Model D10 I/O drawer.
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    Figure 4-1   Conceptual diagram of the 7311 Model D10 I/O drawer

    7311 Model D10 features

    This I/O drawer model provides the following features:

    •Six adapters slots:

     –	Five hot-plug 64-bit 133 MHz 3.3 V PCI-X slots, full length, blind-swap cassette

     –	One hot-plug 64-bit 33 MHz 5 V PCI slot, full length, blind-swap cassette

    •Default redundant hot-plug power and cooling

    •Two default Remote I/O ports and two SPCN ports

    7311 Model D11 features

    This I/O drawer model provides the following features:

    •Six hot-plug 64-bit, 133 MHz, 3.3 V PCI-X slots, full length, enhanced blind-swap cassette

    •Default redundant hot-plug power and cooling

    •Two default remote (RIO-2) ports and two SPCN ports

     

    
      
        	
          Note: The 7311-D10 must have the RIO- 2 loop adapter (FC 6438) to be supported by a p5-570.

        
      

    

    4.2.5  7311 Model D20 I/O drawer

    The 7311 Model D20 I/O drawer must have the RIO-2 loop adapter (FC 6417) to be connected to the p5-570. The PCI-X host bridge inside the I/O drawer provides two primary 64-bit PCI-X buses running at 133 MHz. Therefore, a maximum bandwidth of 1 GBps is provided by each of the buses. To avoid overloading an I/O drawer, follow the recommendation in the IBM Systems Hardware Information Center.

    7311 Model D20 internal SCSI cabling

    A 7311 Model D20 supports hot-swappable disks using two 6-pack disk bays for a total of 12 disks. Additionally, the SCSI cables (FC 4257) are used to connect a SCSI adapter (any of various features) in slot 7 to each of the 6-packs, or two SCSI adapters, one in Slot 4 and one in Slot 7. See Figure 4-2 for a detailed view.
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    Figure 4-2   7311 Model D20 internal SCSI cabling

     

    
      
        	
          Note: Any 6-packs and the related SCSI adapter can be assigned to a partition. If one SCSI adapter is connected to both 6-packs, then both 6-packs can be assigned only to the same partition.

        
      

    

    4.2.6  7311 I/O drawer and RIO-2 cabling

    You can connect up to four I/O drawers in the same loop, and up to 20 I/O drawers to the p5-570 system.

    Each RIO-2 port can operate at 1 GHz in bidirectional mode and is capable of passing data in each direction on each cycle of the port. Therefore, the maximum data rate is 4 GBps per I/O drawer in double barrel mode.

    There is one default primary RIO-2 loop in any p5-570 building block. This feature provides two Remote I/O ports for attaching up to four 7311 Model D10, 7311 Model D11, or 7311 Model D20 I/O drawers to the system in a single loop. Different I/O drawer models can be used in the same loop, but the combination of I/O drawers must be a total of four per single loop. The optional RIO-2 expansion card may be used to increase the number of I/O drawers that can be connected to one p5-570 building block, and the same rules of the default RIO-2 loop must be considered. The method that is used to connect the drawers to the RIO-2 loop is important for performance. Figure 4-3 on page 84 shows how you could connect four I/O drawers to one p5-570 building block. This is a logical view; actual cables should be wired according to the installation instructions.

    For 24x7 availability, a redundant layout of the I/O subsystem is vital. Your I/O adapters should be placed in different drawers so that even if a complete drawer is not available, due to maintenance or upgrades, at least one path for I/O operations is available. Figure 4-3 shows the layout for cabling the I/O drawers.
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    Figure 4-3   RIO-2 cabling examples

     

    
      
        	
          Note: If you have 20 I/O drawers, although there are no restrictions on their placement, this can affect performance.

        
      

    

    RIO-2 cables are available in different lengths to satisfy different connection requirements. Table 4-1 on page 85 lists the available RIO cables for IBM System p server.

    Table 4-1   RIO cables 

    
      
        	
          Supported system

        
        	
          Length

        
        	
          Feature code

        
      

      
        	
          p5-590 and p5-595

        
        	
          0.6 m

        
        	
          7924a

        
      

      
        	
          p5-570

        
        	
          1.2 m 

        
        	
          31461

        
      

      
        	
          p5-570, p5-590, and p5-595

        
        	
          3.5 m 

        
        	
          31472

        
      

      
        	
          p5-570, p5-590, and p5-595

        
        	
          8.0 m

        
        	
          3170b

        
      

      
        	
          p5-570

        
        	
          10 m

        
        	
          3148b

        
      

    

    

    1 This cable is only be used to interconnect I/O drawers.

    2 CEC RIO Port to I/O drawer.

    To calculate the RIO-2 cable length add enough additional length to ensure the I/O drawer can be moved into the service position without disconnecting the cables. This applies, to the same extent, to the cables connected to the I/O cards, such as Ethernet and Fibre Channel, for example. About 1 m additional length is needed on each cable.

    4.2.7  7311 I/O drawer and SPCN cabling

    The System Power Control Network (SPCN) is used to control and monitor the status of power and cooling within the I/O drawer. SPCN is a loop: cabling starts from SPCN port 0 on the p5-570 to SPCN port 0 on the first I/O drawer. The loop is closed by connecting the SPCN port 1 of the I/O drawer back to port 1 of the p5-570 system. If you have more than one I/O drawer, you continue the loop, connecting the next drawer (or drawers) with the same rule. 

    Figure 4-4 shows examples of cabling up the SPCN.
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    Figure 4-4   SPCN Loop

    If your p5-570 is equipped with two redundant service processor cards (SP), both SPs must be cabled into the SPCN loop following the above rules.

    There are SPCN cables to satisfy different length requirements. Table 4-2 lists the available SPCN cables for IBM System p server.

    Table 4-2   SPCN cables

    
      
        	
          Supported system

        
        	
          Length

        
        	
          Feature code

        
      

      
        	
          p5-570, 7311 D10, 7311 D11, and 7311 D20

        
        	
          2 m

        
        	
          6001

        
      

      
        	
          p5-570, 7311 D10, 7311 D11, and 7311 D20

        
        	
          3 m

        
        	
          6006

        
      

      
        	
          p5-570, 7311 D10, 7311 D11, and 7311 D20 

        
        	
          6 m

        
        	
          6008

        
      

      
        	
          p5-570, 7311 D10, 7311 D11, 7311 D20

        
        	
          15 m

        
        	
          6007

        
      

    

    To calculate the SPCN cable length, add enough additional length to ensure the I/O drawer can be moved into service position without disconnecting the cables. 

    4.3  p5-590 and p5-595 I/O 

    The p5-590 and p5-595 use remote I/O drawers (that are 4U) for directly attached PCI or PCI-X adapters and SCSI disk capabilities. Each I/O drawer is divided into two separate halves. Each half contains 10 blind-swap hot-plug PCI-X slots and one or two Ultra3 SCSI 4-pack backplanes for a total of 20 PCI-X slots and up to 16 hot-swap-capable disk bays per drawer. 

    A minimum of one I/O drawer is required per system. I/O drawer FC 5791 contains 20 PCI-X slots and 16 disk bays, and FC 5794 contains 20 PCI-X slots and eight disk bays. 

    Existing 7040-61D I/O drawers may be attached to a p5-590 and p5-595 as additional I/O drawers, if available. Only 7040-61D I/O drawers containing FC 6571 PCI-X planars are supported. FC 6563 PCI planars must be replaced with FC 6571 PCI-X planars before the drawer can be attached. RIO-2 drawer interconnects is the only supported protocol (as opposed to the older RIO) in the p5-590 and p5-595.

    Only adapters supported on the p5-590 and p5-595 feature I/O drawers are supported in 7040-61D I/O drawers, if attached. Unsupported adapters must be removed before attaching the drawer to the p5-590 and p5-595 server. The p5-590 and p5-595 only support EEH adapters when partitioned. 

    A maximum of eight I/O drawers can be connected to a p5-590. Each I/O drawer contains twenty 3.3-volt PCI-X adapter slots and up to sixteen disk bays. Fully configured, the p5-590 can support 160 PCI adapters and 128 disks at 15,000 rpm.

    A maximum of 12 I/O drawers can be connected to a p5-595. Each I/O drawer contains twenty 3.3-volt PCI-X adapter slots and up to sixteen disk bays. Fully configured, the p5-595 can support 240 PCI adapters and 192 disks at 15,000 rpm.

    A blind-swap hot-plug cassette (equivalent to those in FC 4599) is provided in each PCI-X slot of the I/O drawer. Cassettes not containing an adapter will be shipped with a plastic filler card installed to help ensure proper environmental characteristics for the drawer. If additional blind-swap hot-plug cassettes are needed, FC 4599 should be ordered.

    All 10 PCI-X slots on each I/O drawer planar are capable of supporting either 64-bit or 32-bit PCI or PCI-X adapters. Each I/O drawer planar provides 10 PCI-X slots capable of supporting 3.3 V signaling PCI or PCI-X adapters operating at speeds of up to 133 MHz. Each I/O drawer planar incorporates two integrated Ultra3 SCSI adapters for direct attachment of the two 4-pack blind-swap backplanes in that half of the drawer and these adapters do not support external SCSI device attachments. Each half of the I/O drawer is powered separately. FC 5791 is a 7040-61D with 16 disk bays and FC 5794 is a 7040-61D with eight disk bays.

    4.3.1  I/O drawer attachment

    System I/O drawers are connected to the p5-590 and p5-595 CEC using RIO-2 loops. Drawer connections are made in loops to help protect against a single point-of-failure resulting from an open, missing, or disconnected cable. Systems with non-looped configurations could experience degraded performance and serviceability. The system has a non-looped configuration if only one RIO-2 path is running.

    RIO-2 loop connections operate at 1 GHz. RIO-2 loops connect to the system CEC using RIO-2 loop attachment adapters (FC 7818). Each of these adapters has two ports and can support one RIO-2 loop. Up to six of the adapters can be installed in each 16-core processor book. Up to 8 or 12 I/O drawers can be attached to the p5-590 and p5-595, depending on the model and attachment configuration.

    I/O drawers may be connected to the CEC in either single-loop or dual-loop mode. Dual-loop mode is recommended whenever possible, as it provides the maximum bandwidth between the I/O drawer and the CEC.

    •Single-loop (Figure 4-5 on page 91) full drawer mode connects an entire I/O drawer to the CEC using one RIO-2 loop (two ports). The two I/O planars in the I/O drawer are connected together using a short RIO-2 cable. A single-loop connection requires one loop (two ports) per I/O drawer.

    •Dual-loop (Figure 4-6 on page 92) half drawer mode connects each I/O planar in the drawer to the CEC separately. Each I/O planar is connected to the CEC using a separate RIO-2 loop. A dual-loop connection requires two loops (four ports) per I/O drawer. With dual-loop configuration, the RIO-2 bandwidth for the I/O drawer is higher.

    Table 4-3 lists the number of single-looped and double-looped I/O drawers that can be connected to a p5-590 and p5-595 server based on the number of processor books installed.

    Table 4-3   Number of possible I/O loop connections

    
      
        	
          Number of processor books

        
        	
          Single loop 

        
        	
          Dual loop 

        
      

      
        	
          1 

        
        	
          6

        
        	
          3

        
      

      
        	
          2 

        
        	
          8 (590) 12 (595)

        
        	
          6

        
      

      
        	
          3 

        
        	
          12 (p5-595)

        
        	
          9 (p5-595)

        
      

      
        	
          4 

        
        	
          12 (p5-595)

        
        	
          12 (p5-595)

        
      

    

    On initial orders of p5-590 and p5-595 servers, IBM manufacturing will place dual-loop-connected I/O drawers as the lowest numerically designated drawers followed by any single-looped I/O drawers. Table 4-4 lists the available RIO cables for p5-590 and p5-595.

    Table 4-4   RIO cables 

    
      
        	
          Supported system

        
        	
          Length

        
        	
          Feature code

        
      

      
        	
          p5-590 and p5-595

        
        	
          0.6 m

        
        	
          79241

        
      

      
        	
          p5-570, p5-590, and p5-595

        
        	
          3.5 m 

        
        	
          3147

        
      

      
        	
          p5-570, p5-590, and p5-595

        
        	
          8.0 m

        
        	
          3170

        
      

    

    

    1 This cable is only be used to interconnect I/O drawers.

    The general rules for RIO loops inside a p5-590 and p5-595 server are as follows:

    •A minimum of two cables are required for each loop for each GX+ adapter. Interconnection between drawers in a loop requires a additional RIO-2 cable.

    •A minimum of two cables are required for each loop for each GX+ adapter. Interconnection between drawers in a loop requires a additional RIO-2 cable.

    •FC 7924 (0.6 m) can only be used as a jumper cable to connect the two I/O drawer planars in a single loop.

    •FC 3147 (3.5 m) can only be used to connect FC 5791 or FC 5794 risers that are in either a FC 5792 frame or the FC 8691 frame bolted to the primary frame to the GX+ adapters in a processor book.

    •For the p5-595, FC 3170 (8.0 m) can only be used to connect FC 5791 or FC 5794 risers that are in either a FC 5792 frame or the FC 8691 frame bolted to the FC 5792 frame to the GX+ adapters in a processor book.

    •I/O drawer RIO-2 cables are no longer than 8 m.

    •For GX+ adapters to I/O drawer cabling, the first I/O drawer is connected to the first GX+ adapter. The second I/O drawer to the next available GX+ adapter. All double-looped drawers will be connected first and then the single-looped.

    •The RIO-2 cabling is GX+ adapter port 0 to I/O drawer riser port 0 and GX+ adapter port 1 to I/O drawer port 1.

    Full-drawer cabling

    For an I/O drawer, the following connections are required:

    •One cable from the P1 RIO-2 Riser card J0 to CEC I/O card Px-Cx-T1. 

    •One cable from the P2 RIO-2 Riser card J1 to CEC I/O card Px-Cx-T2. 

    These cables provides a data and communication path between the memory cards and the I/O drawers. See Figure 4-5 on page 91 for the cabling layout.

    •A cable is also added between a P1 RIO-2 Riser card J1 and P2 RIO-2 Riser card J0 in each drawer. 

    This cable ensures that each side of the drawer (P1 and P2) can be accessed by the CEC I/O (RIO-2 adapter) card, even if one of the cables are damaged. Each half of the I/O drawer can communicate with the CEC I/O card for its own uses or on behalf of the other side of the drawer. 

    There is an identifier (ID) in the cable plugs that gives the length of the cable to the Inter-Integrated Circuit (I2C) bus and the service processor.

    The cable ID is the function that verifies the length of the RIO-2 cable. There are different RIO-2 cables, because we use CEC frame, a powered 24-inch A frame, and an unpowered 24-inch Z frame for the I/O drawer. With the cable ID, we calculate the length and the link speed for the RIO-2 cable.
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    Figure 4-5   Single loop 7040-61D

    Half-drawer cabling 

    Although I/O drawers will not be built in half-drawer configurations, they can be cabled to, and addressed by the CEC, in half drawer increments. See Figure 4-6 on page 92 for the cabling layout. 

    Both STI connectors on one CEC I/O card Px-Cx-T1 and Px-Cx-T2 will be cabled to both ports on the P1 RIO-2 Riser card.

    Both STI connectors on a different CEC I/O card Px-Cx-T1 and Px-Cx-T2 (possibly on a different processor book) will be cabled to both ports on the P2 RIO-2 Riser card.
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    Figure 4-6   Dual loop 7040-61D

    To simplify the management of the server, we strongly recommend that I/O loops be configured as described in the IBM Systems Hardware Information Center, and to only follow a different order when absolutely necessary.

    In any case, it becomes extremely important for the management of the system to keep an up-to-date cabling documentation of your systems, because it may be different from the cabling diagrams of the installation guides.

    The I/O drawers provide internal storage and I/O connectivity to the system. Figure 4-7 shows the rear view of an I/O drawer, with the PCI-X slots and riser cards that connect to the RIO-2 ports in the I/O books.
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    Figure 4-7   I/O drawer RIO-2 ports

    Each drawer is composed of two physically symmetrical I/O planar boards that contain 10 hot-plug PCI-X slots each, and PCI adapters can be inserted in the rear of the I/O drawer. The planar boards also contain either one or two integrated Ultra3 SCSI adapters and SCSI Enclosure Services (SES), connected to a SCSI 4-pack backplane.

    Logical view of a RIO-2 drawer

    Figure 4-8 shows a logical schematic of an I/O drawer (FC 5791) and the relationship between the internal controllers, disks, and I/O slots.
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    Figure 4-8   I/O drawer top view - logical layout

    Each of the 4-packs supports up to four hot-swap-capable Ultra3 SCSI disk drives, which can be used for installation of the operating system or storing data. 

    The RIO-2 riser cards are connected to the planar boards. The RIO-2 ports of each riser card are connected through I/O loops to RIO-2 ports on I/O books in the CEC. The connectivity between the I/O drawer RIO-2 ports and the I/O books RIO-2 ports is described in Remote I/O loop.

    On each planar board, the ten PCI-X slots have a 3.3V PCI bus signaling and operates at 33 MHz, 66 MHz, or 133 MHz, depending on the adapter. All PCI-X slots are PCI 2.2 compliant and are hot-plug enabled (see “Logical view of a RIO-2 drawer” on page 93).

    PCI adapters have different bandwidth requirements, and there are functional limitations on the number of adapters of a given type in an I/O drawer or a system.

    The complete set of limitations are described in the Hardware Information Center. This is regularly updated and should be considered as the reference for any questions related to PCI limitations.

    In a RIO-2 I/O-drawer, all the I/O slots can be populated with high speed adapters (for example, Gigabit Ethernet, Fibre Channel, ATM, or Ultra320 SCSI adapters). All can be populated, but in some situations, we might not get optimum performance on each because of bandwidth limitation.

    Blind-swap hot-plug PCI cassette

    Also named the blind-swap mechanism (Figure 4-9 on page 95) or PCI carrier, each PCI (I/O) card must be housed in a blind-swap hot-plug cassette before being installed.

    All PCI-X slots on the p5-590 and p5-595 are PCI 2.2-compliant and are hot-plug enabled, which allows most PCI adapters to be removed, added, or replaced without powering down the system. This function enhances system availability and serviceability.

    The function of hot-plug PCI adapters is to provide concurrent adding or removal of PCI adapters when the system is running. In the I/O drawer, the installed adapters are protected by plastic separators called blind-swap hot-plug cassettes. These are used to prevent grounding and damage when adding or removing adapters. The hot-plug LEDs outside the I/O drawer indicate whether an adapter can be plugged into or removed from the system.

    The hot-plug PCI adapters are secured with retainer clips on top of the slots; therefore, you do not need a screwdriver to add or remove a card, and there is no screw that can be dropped inside the drawer. 
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    Figure 4-9   Blind-swap PCI hot-plug cassette

    4.3.2  Supported PCI I/O adapters 

    As the list of supported adapters and the placement rules might change, check this information in the IBM Systems Hardware Information Center.

    4.4  InfiniBand attachment 

    This section discusses the features and capabilities that demonstrate InfiniBand’s superior abilities to support RAS relative to the PCI bus and other proprietary switch fabric and I/O solutions. Furthermore, it provides an overview of how the InfiniBand architecture supports a comprehensive hardware, software, and system solution. The comprehensive nature of the architecture is illustrated by providing an overview of the major sections of the InfiniBand 1.1 specification. The scope of the 1.1 specification ranges from industry standard electrical interfaces and mechanical connectors to well-defined software and management interfaces. 

    The following section is an excerpt from an IBM Redpaper (IBM eServer BladeCenter and Topspin InfiniBand Switch Technology, REDP-3949) that was based on a third party whitepaper, with permission to reproduce. The original whitepaper may be obtained at the following URL:

    http://www.mellanox.com/pdf/whitepapers/IB_Intro_WP_190.pdf

    Because I/O interconnects are governed by mechanical and electrical limitations more severe than the scaling capabilities of architecture, these two laws lead to an eventual imbalance and limit system performance. This would suggest that I/O interconnects must change radically every few years in order to maintain system performance. 

    Bus architectures have a tremendous amount of inertia because they dictate the mechanical connections of computer systems and network interface cards as well as the bus interface architecture of semiconductor devices. For this reason, successful bus architectures typically enjoy a dominant position for 10 years or more. The PCI bus was introduced to the standard PC architecture in the early 1990s and has maintained its dominance with only one major upgrade during that period: from 32-bit/33 MHz to 64-bit/66 MHz. The PCI-X initiative takes this one step further to 133 MHz and seemingly should provide the PCI architecture with a few more years of life. But there is a divergence between what personal computers (PCs) and servers require. 

    PCs are not pushing the bandwidth capabilities of PCI 64/66. PCI slots offer a great way for home or business users to purchase networking, video decoding, advanced sound capability, or other cards to upgrade the capabilities of their PC. On the other hand, servers today often include clustering, networking (Gigabit Ethernet), and storage (Fibre Channel) cards in a single system and these push the 1 GBps bandwidth limit of PCI-X. With the deployment of the InfiniBand Architecture, the bandwidth limitation of PCI-X becomes even more acute. The InfiniBand Architecture has defined 4X links, which are being deployed as PCI Host Channel Adapters (HCA) in the market today. Even though these HCA offer greater bandwidth than has ever been achieved, PCI-X is a bottleneck because the total aggregate bandwidth of a single InfiniBand 4X link is 20 Gbps or 2.5 GBps. 

    The popularity of the Internet and the demand for 24x7 uptime is driving system performance and reliability requirements to levels that today’s PCI interconnect architectures can no longer support. Data storage elements, Web, application, and database servers, and enterprise computing are driving the need for fail-safe, always-available systems, offering ever higher performance. The trend in the industry is to move storage out of the server to isolated storage networks and distribute data across fault-tolerant storage systems. These demands go beyond a simple requirement for more bandwidth, and PCI-based systems have reached the limits of shared bus architectures. With CPU frequencies passing the gigahertz (GHz) threshold and network bandwidth exceeding 1 Gbps, there is a need for a new I/O interconnect offering higher bandwidth to support and scale with today’s devices.

    InfiniBand is a switch-based serial I/O interconnect architecture operating at a base speed of 2.5 Gbps or 10 Gbps in each direction (per port). Unlike shared bus architectures, InfiniBand is a low pin count serial architecture that connects devices on the printed circuit board (PCB) and enables Bandwidth Out of the Box, spanning distances up to 17 m over ordinary twisted pair copper wires. Over common fiber cable, it can span distances of several kilometers or more. Furthermore, InfiniBand provides both QoS (Quality of Service) and RAS. These RAS capabilities have been designed into the InfiniBand Architecture from the beginning and are critical to its ability to serve as the common I/O infrastructure for the next generation of compute server and storage systems at the heart of the Internet. As a result, InfiniBand will radically alter the systems and interconnects of the Internet infrastructure. This section discusses the features inherent to InfiniBand that enable this transformation.
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    Figure 4-10   InfiniBand system fabric

    4.4.1  Application clustering

    The Internet today has evolved into a global infrastructure supporting applications such as streaming media, business-to-business solutions, e-commerce, and interactive portal sites. Each of these applications must support an ever-increasing volume of data and demand for reliability. Service providers are in turn experiencing tremendous pressure to support these applications. They must route traffic efficiently through increasingly congested communication lines while offering the opportunity to charge for differing QoS and security levels. Application Service Providers (ASP) have arisen to support the outsourcing of e-commerce, e-marketing, and other e-business activities to companies specializing in Web-based applications. These ASPs must be able to offer highly reliable services that offer the ability to dramatically scale in a short period of time to accommodate the explosive growth of the Internet. The cluster has evolved as the preferred mechanism to support these requirements. A cluster is simply a group of servers connected by load-balancing switches working in parallel to serve a particular application.

    InfiniBand simplifies application cluster connections by unifying the network interconnect with a feature-rich managed architecture. InfiniBand’s switched architecture provides native cluster connectivity, thus supporting scalability and reliability inside and out of the box. Devices can be added and multiple paths can be utilized with the addition of switches to the fabric. High-priority transactions between devices can be processed ahead of lower-priority items through QoS mechanisms built into InfiniBand.

    4.4.2  Interprocessor communication

    Interprocessor communication enables multiple servers to work together on a single application. A high-bandwidth, low-latency reliable connection is required between servers to ensure reliable processing. Scalability is critical as applications require more processor bandwidth. The switched nature of InfiniBand provides connection reliability for interprocessor communication systems by allowing multiple paths between systems. Scalability is supported with fully hot-swap-capable connections managed by a single unit (subnet manager). With multicast support, single transactions can be made to multiple destinations. This includes sending to all systems on the subnet, or to only a subset of these systems. The higher-bandwidth connections (4X and 12X) defined by InfiniBand provide backbone capabilities for interprocessor communication clusters without the need for a secondary I/O interconnect.

    4.4.3  Storage area networks

    Storage area networks are groups of complex storage systems connected through managed switches to allow very large amounts of data to be accessed from multiple servers. Today, storage area networks are built using Fibre Channel switches, hubs, and servers that are attached through Fibre Channel host bus adapters (HBA). Storage area networks are used to provide reliable connections to large databases of information that the Internet Data Center requires. A storage area network can restrict the data that individual servers can access, thereby providing an important partitioning mechanism (sometimes called zoning or fencing).

    The fabric topology of InfiniBand enables communication between storage and server to be simplified. Removal of the Fibre Channel network enables servers to directly connect to a storage area network without a costly HBA. With features such as Remote DMA (RDMA) support, simultaneous peer-to-peer communication, and end-to-end flow control, InfiniBand overcomes the deficiencies of Fibre Channel without the need for an expensive, complex HBA.

    More information can be found at:

    http://www.infinibandta.org/home

    4.4.4  InfiniBand technical overview

    InfiniBand is a switch-based, point-to-point interconnect architecture developed for today’s systems with the ability to scale for next-generation system requirements. It operates both on the PCB as a component-to-component interconnect and an “out of the box” chassis-to-chassis interconnect. Each individual link is based on a four-wire 2.5 Gbps bidirectional connection. The architecture defines a layered hardware protocol (physical, link, network, and transport layers) as well as a software layer to manage initialization and the communication between devices. Each link can support multiple transport services for reliability and multiple prioritized virtual communication channels.

    To manage the communication within a subnet, the architecture defines a communication management scheme that is responsible for configuring and maintaining each of the InfiniBand elements. Management schemes are defined for error reporting, link failover, chassis management, and other services, to ensure a solid connection fabric. 

    The InfiniBand feature set includes:

    •Layered protocol: physical, link, network, transport, and upper layers

    •Packet-based communication

    •Quality of Service

    •Three link speeds

    •1X - 2.5 Gbps, 4-wire

    •4X - 10 Gbps, 16-wire

    •12X - 30 Gbps, 48-wire

    •PCB, copper, and Fiber Cable interconnect

    •Subnet management protocol

    •Remote DMA support

    •Multicast and unicast support

    •Reliable transport methods: message queuing

    •Communication flow control: link level and end to end

    4.4.5  InfiniBand layers

    The InfiniBand Architecture is divided into multiple layers where each layer operates independently of one another. As shown in Figure 4-11, InfiniBand has the following layers: physical, link, network, transport, and upper layers.
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    Figure 4-11   InfiniBand layers

    4.4.6  Physical layer

    InfiniBand is a comprehensive architecture that defines electrical and mechanical characteristics for the system. These include cables and receptacles for fiber and copper media, backplane connectors, and hot-swap characteristics. 

    InfiniBand Architecture specification V1.0

    InfiniBand defines three link speeds at the physical layer: 1X, 4X, and 12X. Each individual link is a four-wire serial differential connection (two wires in each direction) that provide a full duplex connection at 2.5 Gbps. 

    InfiniBand physical link

    The data rates and pin counts for these links are shown in Table 4-5.

    Table 4-5   InfiniBand link rates

    
      
        	
          InfiniBand link

        
        	
          Signal count

        
        	
          Signaling rate

        
        	
          Data rate

        
        	
          Fully duplexed data rate

        
      

      
        	
          1X

        
        	
          4

        
        	
          2.5 Gbps

        
        	
          2.0 Gbps

        
        	
          4.0 Gbps

        
      

      
        	
          4X

        
        	
          16

        
        	
          10 Gbps

        
        	
          8 Gbps

        
        	
          16.0 Gbps

        
      

      
        	
          12X

        
        	
          48

        
        	
          30 Gbps

        
        	
          24 Gbps

        
        	
          48.0 Gbps

        
      

    

     

    
      
        	
          Note: The bandwidth of an InfiniBand 1X link is 2.5 Gbps. The actual raw data bandwidth is 2.0 Gbps (data is 8b/10b encoded). Due to the link being bi-directional, the aggregate bandwidth with respect to a bus is 4 Gbps. Most products are multi-port designs where the aggregate system I/O bandwidth will be additive.

        
      

    

    InfiniBand defines multiple connectors for “out of the box” communications. Both fiber and copper cable connectors, as well as a backplane connector for rack-mounted systems, are defined.

    4.4.7  Link layer

    The link layer (along with the transport layer) is the heart of the InfiniBand Architecture. The link layer encompasses packet layout, point-to-point link operations, and switching within a local subnet. 

    Packets

    There are two types of packets in the link layer: management and data packets. Management packets are used for link configuration and maintenance. Device information, such as virtual lane support, is determined with management packets. Data packets carry up to 4 KB of a transaction payload.

    Switching

    Within a subnet, packet forwarding and switching is handled at the link layer. All devices within a subnet have a 16-bit local identifier (LID) assigned by the subnet manager. All packets sent within a subnet use the LID for addressing. Link-level switching forwards packets to the device specified by a destination LID within a local route header (LRH) in the packet. The LRH is present in all packets.

    QoS 

    QoS is supported by InfiniBand through virtual lanes (VL). These VLs are separate logical communication links that share a single physical link. Each link can support up to 15 standard VLs and one management lane (VL 15). VL15 is the highest priority and VL0 is the lowest. Management packets use VL15 exclusively. Each device must support a minimum of VL0 and VL15 while other VLs are optional. 

    As a packet traverses the subnet, a service level (SL) is defined to ensure its QoS level. Each link along a path can have a different VL, and the SL provides each link a desired priority of communication. Each switch/router has an SL-to-VL mapping table that is set by the subnet manager to keep the proper priority with the number of VLs supported on each link. Therefore, the InfiniBand Architecture can ensure end-to-end QoS through switches, routers, and over the long haul. 

    Credit-based flow control 

    Link-level flow control is used to manage data flow between two point-to-point links. Flow control is handled on a per-VL basis, allowing separate virtual fabrics to maintain communication utilizing the same physical media. Each receiving end of a link supplies credits to the sending device on the link to specify the amount of data that can be received without loss of data. Credit passing between each device is managed by a dedicated link packet to update the number of data packets the receiver can accept. Data is not transmitted unless the receiver advertises credits indicating that receive buffer space is available.

    Data integrity 

    At the link level, there are two CRCs per packet, variant CRC (VCRC) and invariant CRC (ICRC), that ensure data integrity. The 16-bit VCRC includes all fields in the packet and is recalculated at each hop. The 32-bit ICRC covers only the fields that do not change from hop to hop. The VCRC provides link-level data integrity between two hops and the ICRC provides end-to-end data integrity. In a protocol such as Ethernet, which defines only a single CRC, an error can be introduced within a device that then recalculates the CRC. The check at the next hop would reveal a valid CRC even though the data has been corrupted. InfiniBand includes the ICRC so that when a bit error is introduced, the error will always be detected.

    4.4.8  Network layer

    The network layer handles routing of packets from one subnet to another. (Within a subnet, the network layer is not required.) Packets that are sent between subnets contain a global route header (GRH). The GRH contains the 128-bit IPv6 address for the source and destination of the packet. The packets are forwarded between subnets through a router, based on each device’s 64-bit globally unique ID (GUID). The router modifies the LRH with the proper local address within each subnet. Therefore, the last router in the path replaces the LID in the LRH with the LID of the destination port. Within the network layer, InfiniBand packets do not require the network layer information and header overhead when used within a single subnet (which is a likely scenario for InfiniBand system area networks).

    4.4.9  Transport layer

    The transport layer is responsible for in-order packet delivery, partitioning, channel multiplexing, and transport services (reliable connection, reliable datagram, unreliable connection, unreliable datagram, raw datagram). The transport layer also handles transaction data segmentation when sending, and reassembly when receiving. Based on the maximum transfer unit (MTU) of the path, the transport layer divides the data into packets of the proper size. The receiver reassembles the packets based on a base transport header (BTH) that contains the destination queue pair and packet sequence number. The receiver acknowledges the packets and the sender receives these acknowledgements and updates the completion queue with the status of the operation. InfiniBand Architecture offers a significant improvement for the transport layer: all functions are implemented in hardware.

    InfiniBand specifies multiple transport services for data reliability. Table 4-6 describes each of the supported services. For a given queue pair, one transport level is used.

    Table 4-6   Transport services

    
      
        	
          Class of service

        
        	
          Description

        
      

      
        	
          Reliable connection

        
        	
          Acknowledged - connection oriented

        
      

      
        	
          Reliable datagram

        
        	
          Acknowledged - multiplexed

        
      

      
        	
          Unreliable connection

        
        	
          Unacknowledged - connection oriented

        
      

      
        	
          Unreliable datagram

        
        	
          Unacknowledged - connectionless

        
      

      
        	
          Raw datagram

        
        	
          Unacknowledged - connectionless

        
      

    

    4.4.10  InfiniBand elements

    The InfiniBand Architecture defines multiple devices for system communication: a channel adapter, switch, router, and subnet manager. Within a subnet, there must be at least one channel adapter for each endnode and a subnet manager to set up and maintain the link. All channel adapters and switches must contain a subnet management agent (SMA) required for handling communication with the subnet manager. 

    4.4.11  InfiniBand architecture

    In this section, we discuss the two items that make up the InfiniBand architecture. 

    More Information can be found at:

    http://www.infinibandta.org/home

    4.4.12  Channel adapters

    A channel adapter connects InfiniBand to other devices. There are two types of channel adapters: a Host Channel Adapter (HCA) and a Target Channel Adapter (TCA). 

    An HCA provides an interface to a host device and supports all software verbs defined by InfiniBand. Verbs are an abstract representation that defines the required interface between the client software and the functions of the HCA. Verbs do not specify the application programming interface (API) for the operating system, but define the operation for OS vendors to develop a usable API.

    A TCA provides the connection to an I/O device from InfiniBand with a subset of HCA features necessary for specific operations of each device.

    4.4.13  Switch

    Switches are the fundamental components of an InfiniBand fabric. A switch contains more than one InfiniBand port and forwards packets from one of its ports to another based on the LID contained within the layer two LRH. Other than management packets, a switch does not consume or generate packets. Like a channel adapter, switches are required to implement an SMA to respond to Subnet Management Packets. Switches can be configured to forward either unicast packets (to a single location) or multicast packets (addressed to multiple devices).

    IBM is currently selling two different switches to form InfiniBand fabric. The Machine Type of these switches is 7048.

    The Topspin 120 is a cost-effective, 1U, stackable 4X Server Switch for building high-performance clusters using selected IBM servers. It is designed to deliver:

    •Flexible high-performance backbone for the utility datacenter

    •Value based on a single chip design

    •Easy management using a subnet manager

    •Entry-class price

    •Complete end-to end solutions 

    The Topspin 270 Server Switch is designed to deploy clusters in mission-critical environments. It delivers:

    •Outstanding reliability, availability, and serviceability (RAS) features

    •Rapid Service Architecture

    •Intelligence

    •Embedded high-performance subnet manager 

    The Topspin 120 and 270 Server Switch are a programmable switching platform that consists of a switched multiterabit interconnect and an intelligent control architecture. The high-bandwidth, low-latency interconnection is extremely adaptable. The switches enable an outstanding level of application scaling, rapid deployment, and resource consolidation.

    Topspin 120 Server Switch

    The Topspin 120 Server Switch is an ideal combination of price, performance, and packaging for building high-performance computing clusters. Fully nonblocking with embedded subnet management, it offers 24 ports of 10 Gbps connectivity in a single, compact 1U chassis. 

    Cluster scalability: With 24 InfiniBand ports and the ability to easily cascade multiple switches, IT managers can deploy optimally sized clusters today and help protect their initial investments with the flexibility to upgrade over time.

    Value: Based on a single chip design, the Topspin 120 offers nonblocking performance at an excellent price per port. Unique to this intelligent switch, all system and subnet management is embedded. With embedded management and high availability features, management and maintenance of the Topspin 120 are a breeze.

    Easy management: Using the embedded subnet manager, you can deploy the Topspin 120 out of the box in minutes. And with topology transparency, no changes are necessary to existing SAN and IP management tools. Configuration and maintenance are simplified with a full-featured GUI and command-line interface (CLI) through a serial console, Telnet, or SSH connection, enabling remote monitoring, upgrades, and troubleshooting. You can manage the Topspin 120 using the Topspin management suite or with existing management systems using standard protocols like SNMP.

    High availability features: The Topspin 120 offers enterprise-class reliability features at an economy-class price. The system supports hot-swap-capable redundant power supplies and cooling. In addition, the system supports subnet manager failover for large clusters. You can deploy the Topspin 120 in pairs to help prevent single points of failure at the system level.

    Complete end-to-end solution: The Topspin 120 complete switched computing solution includes:

    •10 Gbps InfiniBand host channel adapters with complete upper layer protocols suite (IPoIB, MPI, SDP, SRP, uDAPL, and VIPL)

    •Embedded subnet manager 

    The Topspin 120 shares common software with the other Topspin server switches, offering a clear growth path.

    Benefits

    The following are the key benefits of the switch:

    •Server connectivity at 10 Gbps

    •Excellent price/performance for high-performance computing clusters 

    Features

    The following are the key features of the switch:

    •High-performance, switched 10 Gbps

    •Interconnected 24 nonblocking 4X InfiniBand ports

    •1U stackable architecture

    •Intelligent switch with embedded subnet management 

    System architecture

    The following is the basic system architecture of the switch:

    •Twenty-four nonblocking 4X InfiniBand copper ports

    •One RS-232 serial port and one Ethernet management port

    •Performance 4X InfiniBand ports: 10 Gbps line speed, full duplex 

    Topspin 270 Server Switch

    The Topspin 270 provides an InfiniBand switch designed to maximize reliability, availability, and serviceability (RAS). With fully redundant, hot-plug-capable components and hitless failover, the Topspin 270 provides a director-class, 96-port switch for building scalable, highly available clusters. 

    Rapid service architecture: The Topspin 270 is designed to eliminate downtime. In large clusters, a key to minimizing downtime is the ability to rapidly service hardware and software upgrades. With fully redundant power, cooling and control processors, every system FRU (field replaceable unit) is hot-swap-capable and supports auto-failover. In the Topspin 270 Rapid Service Architecture, a passive mid-plane design isolates all active electronics on the front of the chassis, with all cables connected to the back. This enables switch modules to be replaced without detaching a single cable, a powerful concept when all ports are cabled and a board needs to be quickly replaced, improving mean time to repair. Also, multiple system image versions automate rolling upgrades and rollback further enhanced with the ability to auto-upgrade field replaceable units (FRUs) and components when inserted.

    The Topspin 270 is designed to be an intelligent fabric, providing comprehensive chassis management and system-level management. The Topspin 270 auto-detects, isolates and auto-recovers failures at the component level. Each FRU actively reports health checks, including detection of potential problems such as rising temperature and error rates. A full suite of diagnostic health checks assesses all component health, proactively notifying the administrator.

    The Topspin 270 also includes Topspin's embedded high performance subnet manager (HPSM). The subnet manager database is intelligently synchronized across multiple controllers, enabling stateful failover if a switch fails without losing transactions. The Topspin 270 quickly identifies and isolates trouble areas, or hot spots. This is complemented with full performance monitoring, including graphing bandwidth utilization and error rates in real time.

    Benefits

    The following are the benefits of the switch:

    •Up to 96 4x InfiniBand ports in a single 6U enclosure

    •Rapid Service Architecture enabling FRU replacements without uncabling

    •High availability features and stateful failover to eliminate service disruptions

    •Comprehensive performance and diagnostics tools in a fully managed switch 

    Features

    The following are the key features of the switch:

    •Redundant and hot-plug-capable FRUs enabling no single point of failure

    •Redundant, synchronized embedded subnet managers

    •Auto-detection of and auto-recovery from system errors

    •Rolling system upgrades designed to minimize fabric disruptions 

    System architecture

    The following is the basic architecture of the switch:

    •Up to 96 nonblocking 4X InfiniBand ports

    •One RS-232 serial port, one Ethernet management port per management module performance

    •All ports nonblocking, wire-speed 1.92 Tbps aggregate bandwidth (96 ports x 10 Gbps x 2 directions)

    •Chassis 6U 19 inch rack mountable chassis

    •Passive mid-plane

    •All modules hot-swap-capable

    •Operational status LEDs

    •Port status LEDs

    •Management module — two per system

    •10/100 Ethernet and RS-232 console ports

    •System status LEDs

    •Power supply — two per system

    •Fan module — two per system deployment, and resource consolidation.

    4.4.14  Host Channel Adapters

    On October 4, 2005, IBM announced two Host Channel Adapter (HCA) for IBM System p. Basically, there are two different architectures of the adapters. The PCI-X HCA plugs into a PCI-X slot, preferably into the system unit to avoid RIO bus congestion. The GX bus attached adapters offer high performance for the IBM System p server. 

    In order to support clustering with InfiniBand HCA on IBM System p, an HMC is required on POWER4 and IBM System p server. The minimum HMC code version for InfiniBand support is V5R1, including the latest available fixes.

    Table 4-7 provides an overview on the different HCA for IBM System p. 

    Table 4-7   Available HCA by feature code 

    
      
        	
          FC

        
        	
          Description

        
        	
          Available

        
      

      
        	
          1820

        
        	
          PCI-X Dual-port 4x IB HCA

        
        	
          November 18, 2005

        
      

      
        	
          1809

        
        	
          GX Dual-port 4x IBM HCA

        
        	
          November 18, 2005

        
      

      
        	
          1810

        
        	
          GX Dual-port 4x IBM HCA

        
        	
          November 18, 2005

        
      

      
        	
          1811

        
        	
          GX Dual-port 4x IBM HCA

        
        	
          November 18, 2005

        
      

      
        	
          1812

        
        	
          GX Dual-port 4x IBM HCA

        
        	
          November 18, 2005

        
      

      
        	
          7820

        
        	
          GX Dual-port 12x IBM HCA

        
        	
          November 18, 2005

        
      

    

    FC 1820 is a PCI-X based HCA, as shown in Figure 4-12. This adapter is designed to plug into existing I/O drawers. Supported systems are IBM System p server as well as some POWER4 based servers. The PCI-X based HCA offers 4x IB links, with a maximum signaling rate of 10 Gbps. As this card plugs into a PCI-X slot, it can only be used by the LPAR owning this PCI-X slot. 

    [image: ]

    Figure 4-12   PCI-X HCA

    The GX bus HCA is a unique form factor design based on the system type it plugs into. Figure 4-13 shows one of the unique GX bus adapters.

    [image: ]

    Figure 4-13   GX bus HCA

    The GX Bus connects directly to the processor. The block diagram of the GX bus attachment realized in the p5-590 and p5-595 is shown in Figure 4-14 on page 111. The GX bus provides a high bandwith connection to internal system buses. In addition to the high bandwith, the GX bus HCA is virtualized, so it can be shared across LPARs. The GX bus implementation is available on all the IBM System p server.

    [image: ]

    Figure 4-14   GX bus attachment p5-590 and p5-595

     

    
      
        	
          Note: p5-570 must have a second processor card installed in order to get the GX bus slot activated. There is no need to have all CuOD resources activated; only the physical processor card must be present.

        
      

    

    Table 4-8 lists all IBM System p server and the number of supported HCA per FC. 

    Table 4-8   Server support by feature code IBM System p server

    
      
        	
          FC

        
        	
          9115 (505)

        
        	
          9110 (510)

        
        	
          9111 (520)

        
        	
          9131 (52A)

        
        	
          9113 (550)

        
        	
          9133 (55A)

        
        	
          9117 (570)

        
        	
          9118 (575)

        
        	
          9119 (590/595)

        
        	
          9123 (710)

        
        	
          9124 (720)

        
      

      
        	
          1820

        
        	
          1

        
        	
          1

        
        	
          2

        
        	
          2

        
        	
          4

        
        	
          2

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          2

        
        	
          2

        
      

      
        	
          1809

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          1

        
        	
          1

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          1

        
      

      
        	
          1810

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          11 2

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
      

      
        	
          1811

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          1

        
        	
          n

        
        	
          n

        
        	
          n

        
      

      
        	
          1812

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          1

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
      

      
        	
          7820

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          n

        
        	
          4

        
        	
          n

        
        	
          n

        
      

    

    

    1 A second CPU must be installed per CEC to provide access to the GX bus.

    2 Per CEC (so a 4-CEC 570 could have four adapters).

    Table 4-9 lists POWER4 based systems and the number of FC 1820s that are supported in the systems.

    Table 4-9   HCA FC for POWER4 based systems 

    
      
        	
          FC

        
        	
          7028 (p630)

        
        	
          7038 (p650)

        
        	
          7039 (p655)

        
        	
          7040 (61D)

        
        	
          7311 (D10/D11?D20)

        
      

      
        	
          1820

        
        	
          2

        
        	
          2

        
        	
          2

        
        	
          6

        
        	
          2

        
      

    

    Due to the high datarate on InfiniBand, the cable length is restricted.

    Table 4-10 lists cables that can be ordered with the adapter from IBM.

    Table 4-10   InfiniBand cables

    
      
        	
          FC

        
        	
          Description

        
      

      
        	
          1835

        
        	
          3 m 4 x IB cable

        
      

      
        	
          1836

        
        	
          8 m 4 x IB cable

        
      

      
        	
          1839

        
        	
          1.5 m 4 x IB cable

        
      

      
        	
          1838

        
        	
          8 m 12 x to three 4x IB cable

        
      

    

     

    
      
        	
          Important: InfiniBand cables are ordered on the supported servers.

        
      

    

    4.5  I/O device assignment considerations

    With the introduction of the Advanced POWER Virtualization feature, the number of available I/O options and scenarios has increased considerably. To ensure that the maximum benefits from all available partition environments are gained from the implementation or upgrade, you need a greater understanding of the hardware I/O architectural platform.

    The hardware limitations of each IBM System p server model also influence aspects of the implementation or upgrade planning.

    4.5.1  Media devices

    If your installation media is removable media (for example, CD-ROM, DVD-RAM, or 4 mm tape), the corresponding devices should be configured. However, the configuration of removable media devices depends on the hardware architecture of IBM System p server, as described in this section.

    p5-570 

    As the hardware design of this server is based on modular building blocks, each Central Electronics Complex component supports two media bays that accept the optional slim-line media devices, such as IDE DVD-ROM (FC 2640) or DVD-RAM (FC 5751) drives.

    These servers can be configured with a USB diskette drive (FC 2591), which can be supported on either an integrated (standard) or external USB adapter. USB supports human interface devices (HID) like keyboard and mouse and the USB diskette drive. 

     

    
      
        	
          Note: The maximum number of internal media devices in a fully configured p5-570 (4 CEC building blocks) is eight.

        
      

    

    p5-590 and p5-595

    These servers can be configured with an optional storage device enclosure (FC 7212-102), which can only be mounted in an 19-inch rack. This enclosure contains two media bays, which can support any combination of the following IDE or SCSI devices:

    •(FC 1103) DVD-RAM drive

    •(FC 1104) 8 mm VXA-2 tape drive

    •(FC 1105) 4 mm DAT72 DDS-4 tape drive kit

    •(FC 1106) DVD-ROM drive

     

    
      
        	
          Note: One of the media bays must contain an optical drive.

        
      

    

    Each of these servers can be configured with a USB diskette drive (FC 2591), which can be supported on either an integrated or external USB adapter. A USB adapter (FC 2738) is required for an external USB port connection.

    If your installation media is in the network, one of the following network adapters must be assigned to the partition:

    •Ethernet

    •Token ring

    4.5.2  Boot device considerations

    The following sections describe the boot device considerations for partitions.

    Full system partition1 and dedicated partitions

    When implementing either of these partitioning models, each partition requires its own separate boot device. Therefore, you must assign at least one boot device and a corresponding adapter per partition. The)IBM System p server support boot devices connected with SCSI, SSA, and Fibre Channel adapters. Boot over network is also available as an operating system installation option. Introduced with IBM System p server is the ability to boot from virtual devices provided by the Virtual I/O Server running on the server, virtual disk drives, as well as virtual Ethernet networks. 

    p5-570

    Each system drawer can contain up to six internal disks that are housed in one split 6-pack disk drive bay. These disks are connected to two Ultra320 internal SCSI controllers with dual ports, allowing each of the 3-packs to be assigned to a unique partition. Additional partitions must be assigned to the boot adapter and disk drive from the following options:

    •A boot adapter inserted in one of five PCI-X slots in the system. A bootable external disk subsystem is connected to this adapter.

    •7311-D10: This drawer supports five hot-plug 64-bit 133 MHz 3.3 V PCI-X slots and one hot-plug 64-bit 33 MHz 5V PCI slot. All slots have the full length, blind-swap cassette.

    •7311-D11: A bootable adapter inserted in one of six PCI-X slots in this drawer connected to the system. A bootable external disk subsystem can be connected to this adapter. This drawer supports six hot-plug 64-bit 133 MHz 3.3V PCI-X slots, full length, enhanced blind cassette.

    •7311-D20: A bootable SCSI adapter (which can have various features) is inserted in the PCI-X slot 7, or two SCSI adapters, one in PCI-X slot 5 and PCI-X slot 7 in a 7311-D20 I/O drawer connected to the system. The adapter(s) is connected to one of 6-pack disk bays of drawer that houses the boot disk drive.

    •A boot adapter inserted in one of seven PCI-X slots in a 7311-D20 I/O drawer connected to the system. A bootable external disk subsystem is connected to this adapter.

     

    
      
        	
          Note: The p5-570 model can support up to a total combination of 20 7311-D10, 7311-D11, and 7311-D20 I/O drawers. If you have 20 I/O drawers, although there are no restrictions on their placement, this can affect performance.

        
      

    

    p5-590 and p5-595

    Partitions must be assigned to the boot adapter and disk drive from the following options:

    •An internal disk drive inserted in one of the 4-pack disk bays on I/O drawer and the SCSI controller on the drawer. The 7040-61D I/O drawer (FC 5791) can have up to 16 internal SCSI disk drives in the four 4-pack disk bays. Each of the disk bays is connected to a separate internal SCSI controller on the drawer.

    •A boot adapter inserted in one of 20 PCI-X slots in a 7040-61D I/O drawer connected to the system. A bootable external disk subsystem is connected to this adapter.

    You should select the adapter of the boot device from the PCI-X slot of the system or the first I/O drawer if the system is running as a full system partition. The system locates the boot device faster. In a partitioned environment, the placement of the boot adapter does not affect the boot speed of partition.

    The following points apply to the p5-590 and p5-595 models:

    •The p5-590 supports up to eight 7040-61D I/O drawers, and the p5-595 supports up to 12. The minimum hardware configurations of these models require at least one I/O drawer.

    •Existing 7040-61D I/O drawers may be attached to a p5-595 server as additional I/O drawers. Each 16-core processor book includes six Remote I/O-2 attachment cards for connection of the system I/O drawers.

    •The parallel ports on these models are not supported in a partitioned environment.

    Virtual I/O Server

    The Virtual I/O Server (VIOS) complements the IBM System p server with Micro-Partitioning technology. The following sections outlines what effect the VIOS has on the boot device capabilities of partitions in the shared resource pool.

    Virtual SCSI disks

    Virtual SCSI facilitates the sharing of physical disk resources (I/O adapters and devices) between the VIOS and the client partitions. VIOS client partitions must be assigned a SCSI adapter and disk drive(s) as follows:

    •One or more client SCSI adapter(s) from the available candidates on the HMC.

    •One or more logical volumes, which appear as real disk devices (hdisks).

    For redundancy and high availability, consider mirroring AIX 5L and Linux partition operating system disks across multiple virtual disks.

     

    
      
        	
          Note: Once a virtual boot disk is assigned to a client partition, the Virtual I/O Server must be available before the client partitions are able to boot.

        
      

    

    Virtual Ethernet

    When installing or maintaining partitions with a virtual Ethernet adapter, the AIX 5L Network Installation Manager, Network Installation Manager on Linux, and Cluster Server Manager application operate in the same manner as they would with a dedicated Ethernet adapter assigned to the partition(s). Virtual Ethernet does not require the Virtual I/O server.

    4.5.3  Network devices

    It is mandatory to assign a network adapter to each partition. In addition to providing network access to client systems of a partition, the connection is also needed to provide the capability to manage the operating system and the applications in the partition remotely, either with a telnet session or a graphical user interface, such as the Web-based System Manager. 

    An Ethernet network connection between partitions (LPAR) and the HMC must be available if you want to use the following services:

    •Service Agent

    •Service Focal Point

    •Inventory Scout

    •Dynamic logical partitioning

    •Partition Load Manager

    These services communicate over the TCP/IP network between the partitions and the HMC. We recommend having a separate service network running all these services between the LPAR and the HMC. 

    4.5.4  Graphics console

    If you need direct console access to a partition without using the network, the partition must be assigned a graphics console. A graphics console is available on a partition by configuring the following features on the partition:

    •A graphics adapter (FC 2849) with a graphics display

    •A USB keyboard and mouse adapter (FC 2738) with a USB keyboard and a USB mouse attached

    Only one graphics console is supported per partition. The graphics console is functional only when AIX 5L is running. For any installation or service processor support functions, you have to use the virtual terminal function on the HMC.

    4.6  System upgrades

    In this section, we discuss how to upgrade the server and the steps needed to plan your upgrades. For the p5-570 and p5-590 and p5-595, at the time of publication, all updates are installed by an IBM service representative. For all orders, the IBM service representative receives an Installation Guide (WCII). This guide covers the complete installation and configuration of the upgrade (MES).

    4.6.1  Adding a CEC p5-570

    Adding a CEC to an existing p5-570 server is a disruptive action. The CECs are connected together by two cables: the SMP flex cable in the front and the SP flex cable in back of the system. Up to the writing of this redbook, a hotplug of these cables is not possible. The CEC holds up to two CPU cards. The memory modules slot are located on the CPU cards. To balance the memory configuration, it can be necessary to move memory DIMMs between the CPU cards. The memory DIMM slots are shown in Figure 4-15.

    [image: ]

    Figure 4-15   Memory DIMM slots

    The plugging of memory DIMMs has to follow these rules:

    •Memory should be spread across all processor cards.

    •Memory can only be plugged in sets of Quads.

    •Quads must be made up of the same DIMM. 

    •FC 4492 DIMM specific rules:

     –	Can only be plugged on FC 8971 processor cards for iSeries, and FC 7830, FC 7832, and FC 7834 processor cards for IBM System p.

     –	Can only be plugged as a Quad set alone, with another Quad set of FC 4492 DIMMs or with a Quad set of FC 4494 and FC 7049 DIMMs.

     –	Cannot be plugged next to any other 2 GB, 4 GB, 8 GB, or 16 GB Quad set.

     –	FC 4492 DIMMs will slow the system memory clock down from 266 MHz to 200 MHz. 

    •FC 4494 and FC 7049 DIMM specific rules:

     –	Can only be plugged on FC 8971 processor cards for iSeries and FC 7830, FC 7832, FC 7833, FC 7834 processor cards for IBM System p.

     –	Cannot be plugged on a processor card with another size DIMM.

     –	Exception: FC 4494 and FC 7049 and FC 4492 can be plugged on the same processor cards. 

     –	FC 4494 and FC 7049 slow the system memory clock down from 266 MHz to 200 MHz. 

    •200 MHz DIMM specific rules:

     –	FC 4492, FC 4494, and FC 7049 are 200 MHz DIMMs.

     –	Cannot be plugged on the same processor card with 266 MHz DIMMs.

     –	Can coexist with 266 MHz DIMMs within the same enclosure or on the same system provided they do not reside on the same processor card. 

    Figure 4-16 provides the plugging chart for memory DIMMs in p5-570.
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    Figure 4-16   DIMM plugging chart p5-570

    Memory restriction

    The p5-570 does not support Original Equipment Manufacturer (OEM) memory, and there is no exception to this rule. OEM memory is not certified for use in pSeries and in the IBM System p server systems. If the p5-570 is populated with OEM memory, you could experience unexpected and unpredictable behavior.

    All IBM memory is identified by an IBM logo and a white label printed with a barcode on top and an alphanumeric string on the bottom, created according to the rule shown in Figure 4-17.

    [image: ]

    Figure 4-17   Part label

    4.6.2  Adding a 7311 D11 or 7311 D20 

    A 7311 D11 or 7311 D20 drawer can be added to a p5-570 while the system is powered on if the server is managed by an HMC. A server not managed by an HMC needs to power down before adding a I/O drawer.

    Refer to 7.1.2, “Concurrent add of a RIO drawer” on page 342 for a step by step example of such an operation.

    4.6.3  Adding a RIO adapter or InfiniBand adapter to a p5-570

    Adding a RIO adapter or InfiniBand adapter to an existing p5-570 server is a disruptive action. To install the additional RIO adapter or InfiniBand adapter, PCI Slot 6 must be empty. If a PCI card is installed in Slot 6, plan ahead to relocate or remove this card.

    Install the RIO adapter or InfiniBand adapter by moving it into Slot 6 and push the handle up to insert the card fully inside the system. Secure the card with the thumbscrew. The procedure to install and secure the adapter is shown in Figure 4-18 on page 121.

    [image: ]

    Figure 4-18   RIO adapter or InfiniBand adapter

    4.6.4  Adding a Processor Unit Book on an p5-590 and p5-595

    Adding a Processor Unit Book (PU Book) on a p5-590 and p5-595 is a disruptive action. The system needs to be powered off. To add the PU Book inside the central electronics complex (CEC), depending on the configuration of your server, it may be necessary to move some memory cards and I/O cards between the PU books to ensure a balanced memory and I/O configuration for optimal system performance. Figure 4-19 on page 122 provides an overview on the memory slots numbering schema in the PU Book.

    Plugging of memory cards has to follow these rules:

    •For a p5-590 and p5-595, the minimum memory requirements are two FCs (one pair) for 16-core and four FCs per PU book for 32-core, 48-core, and 64-core systems.

    •Memory must be ordered in identical pairs.

    •Each PU book has 16 memory slots.

    •Memory is spread out in identical pairs per processor.

    •We recommend that no more than two different sizes of memory cards should be used in any processor book.

    •There are two types of memory: DDR1 and DDR2.

    •DDR1 and DDR2 memory cannot reside in the same book.

    •An individual PU Book must be populated with only DDR 1 based cards or only with DDR 2 based cards.

    •Mixing of memory technologies within a PU Book is not allowed.

    •There are 16 memory riser card slots on a PU Book planar.

    •Memory cards must be plugged in pairs.

    •A valid minimum memory configuration within a PU Book are two pairs of cards. Likewise, a valid minimum memory configuration for a multi PU Book system (32-, 48-, or 64-core) are two pairs of cards per processor book.

    •Figure 4-19 shows the correlation between MCM, GX bus slot, and memory slot.
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    Figure 4-19   Memory pairs for p5-590 and p5-595

    Table 4-11 shows the memory card location plus PU Book number for a one to four PU Book system.

    Table 4-11   Memory card location 

    
      
        	
          1 PU Book

          16-core

        
        	
          2 PU Book 

          32-core

        
        	
          3 PU Book

          48-core

        
        	
          4 PU Book

          64-core

        
      

      
        	
          PU Book 0 MC01

        
        	
          PU Book 0 MC01

        
        	
          PU Book 0 MC01

        
        	
          PU Book 0 MC01

        
      

      
        	
          PU Book 0 MC02

        
        	
          PU Book 0 MC02

        
        	
          PU Book 0 MC02

        
        	
          PU Book 0 MC02

        
      

      
        	
          PU Book 0 MC03

        
        	
          PU Book 1 MC01

        
        	
          PU Book 1 MC01

        
        	
          PU Book 1 MC01

        
      

      
        	
          PU Book 0 MC04

        
        	
          PU Book 1 MC02

        
        	
          PU Book 1 MC02

        
        	
          PU Book 1 MC02

        
      

      
        	
          PU Book 0 MC05

        
        	
          PU Book 0 MC03

        
        	
          PU Book 2 MC01

        
        	
          PU Book 2 MC01

        
      

      
        	
          PU Book 0 MC06

        
        	
          PU Book 0 MC04

        
        	
          PU Book 2 MC02

        
        	
          PU Book 2 MC02

        
      

      
        	
          PU Book 0 MC15

        
        	
          PU Book 1 MC03

        
        	
          PU Book 0 MC03

        
        	
          PU Book 3 MC01

        
      

      
        	
          PU Book 0 MC16

        
        	
          PU Book 1 MC04

        
        	
          PU Book 0 MC04

        
        	
          PU Book 3 MC02

        
      

      
        	
          PU Book 0 MC08

        
        	
          PU Book 0 MC05

        
        	
          PU Book 1 MC03

        
        	
          PU Book 0 MC03

        
      

      
        	
          PU Book 0 MC09

        
        	
          PU Book 0 MC06

        
        	
          PU Book 1 MC04

        
        	
          PU Book 0 MC04

        
      

      
        	
          PU Book 0 MC12

        
        	
          PU Book 1 MC05

        
        	
          PU Book 2 MC03

        
        	
          PU Book 1 MC03

        
      

      
        	
          PU Book 0 MC13

        
        	
          PU Book 1 MC06

        
        	
          PU Book 2 MC04

        
        	
          PU Book 1 MC04

        
      

      
        	
          PU Book 0 MC07

        
        	
          PU Book 0 MC15

        
        	
          PU Book 0 MC05

        
        	
          PU Book 2 MC03

        
      

      
        	
          PU Book 0 MC10

        
        	
          PU Book 0 MC16

        
        	
          PU Book 0 MC06

        
        	
          PU Book 2 MC04

        
      

      
        	
          PU Book 0 MC11

        
        	
          PU Book 1 MC15

        
        	
          PU Book 1 MC05

        
        	
          PU Book 3 MC03

        
      

      
        	
          PU Book 0 MC14

        
        	
          PU Book 1 MC16

        
        	
          PU Book 1 MC06

        
        	
          PU Book 3 MC04

        
      

      
        	
           

        
        	
          PU Book 0 MC08

        
        	
          PU Book 2 MC05

        
        	
          PU Book 0 MC05

        
      

      
        	
           

        
        	
          PU Book 0 MC09

        
        	
          PU Book 2 MC06

        
        	
          PU Book 0 MC06

        
      

      
        	
           

        
        	
          PU Book 1 MC08

        
        	
          PU Book 0 MC15

        
        	
          PU Book 1 MC05

        
      

      
        	
           

        
        	
          PU Book 1 MC09

        
        	
          PU Book 0 MC16

        
        	
          PU Book 1 MC06

        
      

      
        	
           

        
        	
          PU Book 0 MC12

        
        	
          PU Book 1 MC15

        
        	
          PU Book 2 MC05

        
      

      
        	
           

        
        	
          PU Book 0 MC13

        
        	
          PU Book 1 MC16

        
        	
          PU Book 2 MC06

        
      

      
        	
           

        
        	
          PU Book 1 MC12

        
        	
          PU Book 2 MC15

        
        	
          PU Book 3 MC05

        
      

      
        	
           

        
        	
          PU Book 1 MC13

        
        	
          PU Book 2 MC16

        
        	
          PU Book 3 MC06

        
      

      
        	
           

        
        	
          PU Book 0 MC07

        
        	
          PU Book 0 MC08

        
        	
          PU Book 0 MC15

        
      

      
        	
           

        
        	
          PU Book 0 MC10

        
        	
          PU Book 0 MC09

        
        	
          PU Book 0 MC16

        
      

      
        	
           

        
        	
          PU Book 1 MC07

        
        	
          PU Book 1 MC08

        
        	
          PU Book 1 MC15

        
      

      
        	
           

        
        	
          PU Book 1 MC10

        
        	
          PU Book 1 MC09

        
        	
          PU Book 1 MC16

        
      

      
        	
           

        
        	
          PU Book 0 MC11

        
        	
          PU Book 2 MC08

        
        	
          PU Book 2 MC15

        
      

      
        	
           

        
        	
          PU Book 0 MC14

        
        	
          PU Book 2 MC09

        
        	
          PU Book 2 MC16

        
      

      
        	
           

        
        	
          PU Book 1 MC11

        
        	
          PU Book 0 MC12

        
        	
          PU Book 3 MC15

        
      

      
        	
           

        
        	
          PU Book 1 MC14

        
        	
          PU Book 0 MC13

        
        	
          PU Book 3 MC16

        
      

      
        	
           

        
        	
           

        
        	
          PU Book 1 MC12

        
        	
          PU Book 0 MC08

        
      

      
        	
           

        
        	
           

        
        	
          PU Book 1 MC13

        
        	
          PU Book 0 MC09

        
      

      
        	
           

        
        	
           

        
        	
          PU Book 2 MC12

        
        	
          PU Book 1 MC08

        
      

      
        	
           

        
        	
           

        
        	
          PU Book 2 MC13
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    In addition to the memory cards added to the PU Book, depending on the configuration of your server, some GX bus adapters have to be moved. It is important to move the cards in the right sequence to retain I/O bus numbering. After all existing cards have been moved, additional ones can be plugged in while following the numbering. Figure 4-20 provides an example of a two PU Book add, upgrading a 32-core server to a 64-core server.

    [image: ]

    Figure 4-20   GX bus adapter cards

    4.6.5  Adding GX cards and I/O drawers 

    At the time of the writing of this redbook, adding a GX adapter and I/O drawer to a p5-590 and p5-595 is a disruptive action. 

    To add GX Cards and I/O Drawers to p5-590 and p5-595 servers, follow the placement rules to maintain a correct RIO loop setup. Each PU Book has six GX slots to install GX adapter cards. GX adapters are available as RIO bus adapters for I/O drawers or InifiniBand GX bus adapters to connect to a InfiniBand fabric.

    4.6.6  Available education about your server

    IBM provides education about your server as well as further informations on your system. Resource Link™ gives you access to Planning documents, Education, and much more. The main page from Resource Link is shown in Figure 4-21. The resource link is available at:

    http://www.ibm.com/servers/resourcelink
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    Figure 4-21   Resource Link main page

    The education section consistently provides HTML based classes about IBM System p servers. The HMC classes are available as well on this Internet page. Figure 4-22 shows the Resource Link education page listing the available classes at the time of the writing of this redbook.
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    Figure 4-22   Resource Link education page

    4.7  Resource planning using the System Planning Tool

    The IBM System Planning Tool (SPT) is the next generation of the IBM LPAR Validation Tool (LVT). It contains all of the functions from the LVT and is integrated with the IBM Systems Workload Estimator (WLE). System plans generated by the SPT can be deployed on the system by the Hardware Management Console (HMC). The SPT is available to assist the user in system planning, design, validation, and to provide a system validation report that reflects the user’s system requirements while not exceeding system recommendations. The SPT is a PC based browser application designed to be run in a stand-alone environment.

    This tool is continuously receiving updates, so even if it has been a short time since you last looked at it, it may be worth an update and another look to experience the latest ease-of-use features.

    Several configurations may be required in order to determine, ultimately, what resources you need. If you switch from batch to a transaction-based system, be sure to run SPT for each system to determine the ceiling amount of resources you may require. 

    SPT is a Web-based tool. The installation adds an icon to your desktop.

    The IBM System Planning Tool (SPT) can be download from the Internet at:

    http://www.ibm.com/servers/eserver/support/tools/systemplanningtool/

    Figure 4-23 shows the download page. In addition to the program file, you can download an update for older version of LVT as well as a LVT user guide.

    The Web site includes handy demos as well as links to additional information, including IBM Redbooks on the topic.

    [image: ]

    Figure 4-23   IBM System Planning Tool download page

    4.7.1  System Selection dialog

    After the tool is launched, you can create a (new) plan, open an existing plans, or get help information, as shown in Figure 4-24 on page 131.
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    Figure 4-24   System Planning Tool: creating a new system plan

    When you select Create a new system plan, you are prompted with a window similar to the one shown in Figure 4-25. Click Next.
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    Figure 4-25   Add System selection menu

    When you click Create a new system (advanced), select the basic attributes of the machine that you plan to validate, as shown in Example 4-26, as part of the Add System Wizard.
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    Figure 4-26   System Type selection dialog

    Select the basic attributes of the machine that you desire, as shown in Figure 4-27. Performance estimates and other information will help you with your decisions.
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    Figure 4-27   IBM System Planning Tool: System Selection processor feature

    The browse function allows you to look through the list of available features, as shown in Figure 4-28.
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    Figure 4-28   Browse Processor Features dialog

    4.7.2  Processor Partition Specifications dialog

    The processor panel of the Partition Specifications dialog assigns CPU and micropartition information as required, as shown in Figure 4-29 on page 135. It also provides information on the number of licenses required, and the total allocation of resources.
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    Figure 4-29   Processor attributes for Partition Specifications dialog

    4.7.3  Memory Specification dialog

    After you complete the processor specification fields, enter the memory specifications for each of the logical partitions that you previously specified (Figure 4-30). Note that you can select memory block size.
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    Figure 4-30   Memory and Virtual I/O attributes

    As you enter the memory specifications, the unallocated memory and the amount that is required by the POWER Hypervisor are shown. These values increase as the number of virtual devices defined increase. Internal validation prevents configurations that do not have enough resources.

    This tool answers a common question in planning: What is the memory usage of the POWER Hypervisor?

     

    
      
        	
          Tip: This page in the SPT is a key place where you can see the amount of memory used by the POWER Hypervisor.

        
      

    

    4.7.4  Assigning virtual slots

    The next window enables you to define the various virtual devices for each defined virtual device, as shown in Figure 4-31.
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    Figure 4-31   System Virtual Adapter dialog

    Figure 4-32 summarizes your actions. 
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    Figure 4-32   System summary

    When you select Finish, the system configuration will be added to a list, as shown in Figure 4-33. Note that though the virtual partition information is valid, you still need to define the hardware required to allow the systems to boot, communicate, and so on. As required, select the rest of the hardware features you require on the system and validate them.
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    Figure 4-33   Work with Planned Systems dialog

    Selecting Place Hardware brings up a window that allows you to add the resources to complete your configuration, as shown in Figure 4-34.
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    Figure 4-34   Place Hardware dialog

    Add the resources until you have satisfied your hardware requirements and eliminated any error messages, as shown in Figure 4-35.
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    Figure 4-35   Add Disk Drives dialog

    All your work in SPT can be used as input for the IBM eConfig marketing configurator. Select the link and export the SPT output for the system into a .cfr file. See Figure 4-36 on page 141 for an example.
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    Figure 4-36   SPT export to system configuration tools

    With a working configuration, you can also deploy this information on an ordered system through the HMC, as shown in Figure 4-37.
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    Figure 4-37   Deploying a configuration

    The final dialog (Figure 4-38) provides instructions on how to use your configuration on a system through the use of the HMC. Using the System Planning Tool is an ideal way to plan and eliminate the most common errors that occur during initial system configuration.
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    Figure 4-38   Deployment help information

    4.8  Planning for the Hardware Management Console

    To use all the advanced partioning and virtualization technology built into a IBM System p server, a Hardware Management Console (HMC) is required.

    The HMC provides a set of functions that are necessary to manage partition configurations by communicating with the service processor, as follows:

    •Logical partitioning control.

    •Capacity on Demand resource control.

    •Creation of partition and system profiles.

    •Boot, start, and stop actions for the system or individual partitions.

    •Displaying system and partition status.

    In a non-partitionable system, the LED codes are displayed in the operator panel. In a partitioned system, the operator panel shows the word LPAR instead of any partition LED codes. Therefore, all LED codes for system partitions are displayed over the HMC.

    •An embedded DVD-RAM for creating and storing configuration backup information.

    •Cluster support when combined with IBM Cluster Systems Management (CSM) V1.4 or later.

    •Using a virtual console for each partition or controlled system.

    With this feature, every partition can be accessed over the trusted network HMC connection to the server. This is a convenient feature when the partition is not reachable across the public network.

    •The HMC provides a Service Focal Point for the systems it controls. It is connected to the service processor of the system using network connection and must be connected to each partition using an Ethernet LAN for Service Focal Point and to coordinate dynamic logical partitioning operations. 

    •The HMC provides tools for problem determination and service support, such as call-home and error log notification through an analog phone line or the Internet. 

    Remote access to HMC is possible through the graphical user interface by using a Web-based systems management client or through the command line of the HMC by using a ssh client. There is no access using the telnet command.

    There are several models of HMC that were available for IBM System p over the years. These models can be upgraded to manage IBM System p server. However, a single HMC cannot manage both POWER4 and POWER5 systems. The upgrade is a reinstall of the HMC code level to one that is compatible with IBM System p server.

    Clients with 19-inch rack-mounted systems who have additional space in their racks or clients who prefer rack mounted systems should consider ordering the rack-mounted version. Table 4-12 provides an overview on the different types and models of HMC and their use.

    Table 4-12   Types of HMCs

    
      
        	
          Type

        
        	
          Supported managed systems

        
        	
          HMC code version

        
      

      
        	
          7315-CR3 (rack-mount)

        
        	
          POWER4 or POWER51

        
        	
          HMC 3.x, HMC 4.x, or HMC 5.x

        
      

      
        	
          7315-C04 (desktop)

        
        	
          POWER4 or POWER51

        
        	
          HMC 3.x, HMC 4.x, or HMC 5.x

        
      

      
        	
          7310-CR3 (rack-mount)

        
        	
          POWER5

        
        	
          HMC 4.x or HMC 5.x

        
      

      
        	
          7310-C04 (desktop)

        
        	
          POWER5

        
        	
          HMC 4.x or HMC 5.x

        
      

      
        	
          7310-C05 (desktop)

        
        	
          POWER5

        
        	
          HMC 4.x or HMC 5.x

        
      

      
        	
          1- Licensed Internal Code needed (FC 0961) to upgrade these HMCs to manager POWER5 systems. A single HMC cannot be used to manage a mixed environment of POWER4 and POWER5 systems.

        
      

    

    When planning for the HMC installation, also consider that the distance between the HMC and the managed system must be within 8 m (26 ft.) distance. The distance complies with IBM maintenance rules.

    The following are the characteristics of the HMC for IBM System p server. 

    •It connects to the managed system or systems using an Ethernet LAN connection.

    •It runs a Java-based application running in a pre-installed operating system.

    •The user is able to access the management applications through a GUI interface or using a command-line interface. Both of these interfaces can be used either by locally operating the HMC (using the keyboard and mouse) or accessing it remotely, through one of the following ways:

     –	It can be operated remotely using a Web-based System Management Remote Client running on a Windows operating system based PC, Linux operating system based PC, or AIX 5L operating system based workstation.

     –	It can also be operated remotely using the command-line interface through an SSH connection to the HMC.

     

    
      
        	
          Note: Some functions are only available from the HMC console and not remote. Security features and configuration of remote access are available on the HMC console only.

        
      

    

    •A virtual console terminal can be configured to run on the HMC for each partition reducing the need for extra hardware in each partition. 

    The HMC V3.x is used for POWER4 managed systems and HMC 4.x or later for POWER5 systems (pSeries and iSeries). For managing POWER5 pSeries machines, HMC V4.2 or later is required. At the time of writing, HMC V5.2 is available.

     

    
      
        	
          Note: To support p5-590 and p5-595 minimum HMC code version is 4.3.1. 

        
      

    

    Table 4-13 shows a detailed relationship between the POWER5 pSeries servers and the supported HMCs.

    Table 4-13   Supported HMCs for pSeries and OpenPower platforms

    
      
        	
          Managed system

        
        	
          HMC model supported

        
        	
          HMC required

        
      

      
        	
          p5-505

        
        	
          7310-C05 or 7310-CR33

        
        	
          No1

        
      

      
        	
          p5-510

        
        	
          7310-C05 or 7310-CR33

        
        	
          No1

        
      

      
        	
          p5-520

        
        	
          7310-C05 or 7310-CR33

        
        	
          No1

        
      

      
        	
          p5-550

        
        	
          7310-C05 or 7310-CR33

        
        	
          No1

        
      

      
        	
          p5-570

        
        	
          7310-C05 or 7310-CR33

        
        	
          No1

        
      

      
        	
          p5-575

        
        	
          7310-C05 or 7310-CR33

        
        	
          Yes2

        
      

      
        	
          p5-590

        
        	
          7310-C05 or 7310-CR33

        
        	
          Yes2

        
      

      
        	
          p5-595

        
        	
          7310-C05 or 7310-CR33

        
        	
          Yes2

        
      

      
        	
          OpenPower™ 720

        
        	
          7310-C05 or 7310-CR33

        
        	
          No1

        
      

      
        	
          OpenPower 710

        
        	
          7310-C05 or 7310-CR33

        
        	
          No1

        
      

      
        	
          1 An HMC is not required if the system runs in full system partition. For a partitioned environment, an HMC is required.

          2 We recommend having two HMCs installed for high availability considerations.

          3 Previous HMC models with the latest HMC code level are also supported.

        
      

    

     

    
      
        	
          Important: An HMC is required for p5-590 and p5-595 and p5-570 equipped with dual redundant SP cards.

        
      

    

    We recommend that a second HMC be configured for redundancy. Either HMC can actively manage the same managed systems.

    •Access to an HMC is required on all p5-590 and p5-595 to manage hardware and low-level software functions. There is one significant difference regarding the HMC connection to the managed server with the p5-570 versus p5-590 and p5-595: The p5-570 managed system to HMC connection can be realized on a private direct network2 using the HMC as DHCP server or on an open network with fixed IP addresses. p5-590 and p5-595 do not support fixed IP addresses on an open network. It always must be connected to a private LAN at all times using the HMC as a DHCP server.

     

    
      
        	
          Note: We recommend configuring this connection as a private direct or indirect network on p5-570 with single SP card. p5-570, p5-590 and p5-595 with dual, redundant SP cards must connect to a private direct or indirect1 network on the HMC. 

        
      

    

    

    1 Private indirect network: An HMC connected to more than one managed system using a Ethernet switch or Ethernet hub.

    The maximum number of HMCs supported by a single POWER5 managed system is two. The number of LPARs managed by a single HMC has been increased from earlier versions of the HMC to the current supported release, as shown in Table 4-14.

    Table 4-14   HMC history 

    
      
        	
          HMC code

        
        	
          No. of HMCs

        
        	
          No. of servers

        
        	
          No. of LPARs

        
        	
          Other information

        
      

      
        	
          4.1.x

        
        	
          1

        
        	
          4

        
        	
          40

        
        	
          iSeries Only

        
      

      
        	
          4.2.0

        
        	
          2

        
        	
          16

        
        	
          64

        
        	
          p5 520 550 570

        
      

      
        	
          4.2.1

        
        	
          2

        
        	
          32

        
        	
          160

        
        	
          OpenPower 720

        
      

      
        	
          4.3.1

        
        	
          2

        
        	
          32

        
        	
          254

        
        	
          p5-590/595

        
      

      
        	
          4.4.0

        
        	
          2

        
        	
          32

        
        	
          254

        
        	
          p5 575

          HMC 7310-CR3/C04

        
      

      
        	
          4.5.0

        
        	
          2

        
        	
          32/48

        
        	
          254

        
        	
          48 for non p5-590/595

        
      

      
        	
          5.1.0

        
        	
          2

        
        	
          32/48

        
        	
          254

        
        	
          48 for non p5-590/595

        
      

      
        	
          5.2.0

        
        	
          2

        
        	
          32/48

        
        	
          254

        
        	
          48 for non p5-590/595

        
      

    

    4.8.1  HMC network interfaces

    The HMC supports up to three separate physical Ethernet interfaces. In the desktop version of the HMC, this consists of one integrated Ethernet and up to two plug-in adapters. In the rack-mounted version, this consists of two integrated Ethernet adapters and up to one plug-in adapter. Use each of these interfaces in the following ways:

    •One network interface can be used exclusively for HMC-to-managed system communications (and must be the eth0 connection on the HMC). This means that only the HMC, Bulk-Power Controllers (BPC), and service processors of the managed systems would be on that network. Even though the network interfaces into the service processors are SSL-encrypted and password-protected, having a separate dedicated network can provide a higher level of security for these interfaces. 

    •Another network interface would typically be used for the network connection between the HMC and the logical partitions on the managed systems, that is, the HMC-to-logical partition communications for functions such as dynamic LPAR and Service Focal Point.

    •The third interface is an optional additional Ethernet connection that can be used for remote management of the HMC. This third interface can also be used to provide a separate HMC connection to different groups of logical partitions. For example, you could do any of the following: 

     –	An administrative LAN that is separate from the LAN on which all the usual business transactions are running. Remote administrators could access HMCs and other managed units using this method. 

     –	Different network security domains for your partitions, perhaps behind a firewall with different HMC network connections into each of those two domains.

    Network interface on the HMC

    As an example of three Ethernet cards in an HMC, Table 4-15 provides a overview about the Ethernet port numbering in a CR3 rack mounted HMC.

    Table 4-15   Third Ethernet card in the expansion slot of HMC

    
      
        	
          Planar Board port 1 (lower)

        
        	
          Planar Board port 1 (upper)

        
        	
          Expansion adapter slot (either)

        
      

      
        	
          eth0

        
        	
          eth1

        
        	
          Both are empty

        
      

      
        	
          eth1

        
        	
          eth2

        
        	
          eth0

        
      

    

    Figure 4-39 shows a picture of the port and PCI slot layout for a rack-mounted HMC model CR3.
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    Figure 4-39   Port and PCI slot layout rack-mounted HMC Model CR3

     

    
      
        	
          Important: The position of eth0 on the HMC is dependant on the network card configuration of the HMC. Check your documentation before connecting the network cables.

        
      

    

    Network interface on server to HMC

    On the back of the p5-570 service processor, there are two Ethernet ports labeled HMC1 and HMC2. One HMC connects to HMC1; the second HMC, if available, connects to HMC2. As long as there is no second HMC, this Ethernet connection can be used to connect the SP to the open network.

    An p5-570 with dual redundant SP cards and one HMC connected has a Ethernet cable running between the two HMC2 ports on the SP cards. 

    For the location of the HMC ports on an p5-570, refer to Figure 4-40.
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    Figure 4-40   HMC ports on p5-570

    Figure 4-41 provides a full illustration of the service processor card of an p5-590 and p5-595. The cabling of the SP inside the p5-590 and p5-595 has to follow several rules and no changes are allowed. Both Ethernet connections on the SP in the p5-590 and p5-595 are connected to the BPC and from the BPC to the HMC.
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    Figure 4-41   Service processor (front view)

    4.8.2  Private and open networks in the HMC environment

    For any configuration of IBM System p server using dual redundant service processors, the connection between the HMC and managed system must be a private direct or indirect network in a one-HMC configuration.

    In a private direct or indirect network, the only elements on the physical network are the HMC and the service processors of the managed systems. In addition, the HMC provides Dynamic Host Configuration Protocol (DHCP) services on that network that allow it to automatically discover and assign IP configuration parameters to those service processors. You can configure the HMC to select one of several different address ranges to use for this DHCP service, so that the addresses provided to the service processors do not conflict with addresses used on the other networks to which the HMC is connected. The DHCP services allow the elements on the private service network to be automatically configured and detected by the HMC, while at the same time preventing address conflicts in the network.

    On a private direct or indirect network, all of the elements are controlled and managed by the HMC. The HMC also acts as a functional firewall, isolating that private direct or indirect network from any of the open networks to which the HMC is also attached. The HMC does not allow any IP forwarding; clients on one network interface of the HMC cannot directly access elements on any other network interface.

    A p5-570 with one SP card can work directly on the customers open network for HMC - managed system connection. But for this configuration, we recommend connecting the SP to a private direct or indirect network using the HMC as DHCP server.

    Using the HMC as a DHCP server

    When configuring the HMC as a DHCP server on a private direct or indirect network, you will have the option of selecting from a range of IP addresses for the DHCP server to assign to its clients (the BPCs and service processors of the servers). With p5-590 and p5-595 servers, one HMC must be set up as a DHCP server on the private LAN - this is optional on other IBM System p server systems, where static (or default) IP addresses could be used. The selectable address ranges include segments from the standard non-routable IP address ranges.

    In addition to these standard ranges, there is also a special range of IP addresses that is reserved for this use. This special range can be used to avoid conflicts in cases where the HMC-attached open networks are using one of the non routable address ranges. Based on the range selected, the HMC network interface on the private direct or indirect network will be automatically assigned the first IP address of that range, and the service processors will then be assigned addresses from the rest of the range.

    The DHCP server in the HMC uses automatic allocation. This means that each unique service processor Ethernet interface will be reassigned exactly the same IP address each time it is started. Each Ethernet interface has a unique identifier based upon a built-in Media Access Control (MAC) address. This allows the DHCP server to reassign the same IP parameters.

    Private direct networking

    Private direct networking is an Ethernet connection between port eth0 on the HMC and port HMC 1 on a IBM System p server server (Figure 4-42 on page 152). On the p5-590 and p5-595, this direct connection would be to the first port of the Bulk Power Controller (this setup is performed during the system installation). For this connection, an Ethernet cross-over is not needed; a standard Ethernet cable will work, because the HMC ports on the service processor are X-ports. The network is provided by the HMC is DHCP serving, DNS, and Firewall. These components can be established by the tasks included in the Guided Setup wizard.

    The p5-590 and p5-595 requires one private direct network connection using DHCP for at least one HMC in the configuration.

    The managed system must be powered down and disconnected from any battery or power source prior to completing this operation. 
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    Figure 4-42   Private direct network

    Private indirect network

    This section describes the general concepts of using an indirect network, which is useful when configuring a second HMC.

    A private indirect network (Figure 4-43 on page 153) is effectively the same as a private direct network, but the signals pass through one or many hubs or switches. In Figure 4-43 on page 153, two servers are connected to a hub and two HMCs are connected to the same hub. One HMC is connected to IBM Service and Support. This HMC is actively managing both servers. The second HMC is connected but redundant, in that it is not actively managing either of the servers. We do not have any recommendation for the type of hub or switch that can be used in this arrangement other than it supports industry standard Ethernet. 

    We suggest that you connect the HMC directly to the server before installing if on an active network so you are confident with the HMC operation and management.
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    Figure 4-43   HMC with hub/switch attachment

    Private network and a public network

    As there are two network connections on an HMC, you can connect it to both a private direct or indirect network and a public network. The HMC (see Figure 4-44) is the DHCP server to the indirect connected servers on the private network. There is also a connection to the local public network as a DHCP client. In this network, we have Web-based System Management Remote Clients (WSMRC) and a remote HMC. This arrangement is probably what most large clients would choose. The main HMC is located in the dark machine room. The remote HMC and could be located in the bridge or IT department for operational use. 
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    Figure 4-44   HMC attached to both private and public network

    By default, the default DHCP IP address range is 192.168.0.2 - 192.168.255.254. The HMC’s network address is 192.168.0.1 and the network mask is 255.255.0.0.

    You can configure the HMC to select one of several different IP address ranges to use for this DHCP service so that the addresses provided to the managed systems do not conflict with addresses used on other networks to which the HMC is connected. We have a choice of standard nonroutable IP address ranges that will be assigned to its clients. The ranges are:

    •192.168.0.2 - 192.168.255.254

    •172.16.0.3 - 172.16.255.254

    •172.17.0.3 - 172.17255.254

    •10.0.0.2 10.0.0.254

    •10.0.128.2 - 10.0.143.254

    •10.0.255.2 - 10.0.255.254

    •10.1.0.2 - 10.1.15.254

    •10.1.255.2 - 10.1.255.254

    •10.127.0.2 - 10.127.15.254

    •10.127.255.2 - 10.127.255.254

    •10.128.0.2 - 10.128.15.254

    •10.128.128.2 - 10.128.128.254

    •10.128.240.2 - 10.128.255.254

    •10.254.0.2 - 10.254.0.254

    •10.254.240.2 - 10.254.255.254

    •10.255.0.2 - 10.255.0.254

    •10.255.128.2 - 10.255.143.254

    •10.255.255.2 - 10.255.255.254

    •9.6.24.2 - 9.6.24.254

    •9.6.25.2 - 9.6.25.254

    The 9.6.24.2 - 9.6.25.254 range is a special range of IP addresses that can be used to avoid conflicts in cases where the HMC is attached to an open network that is already using nonroutable addresses.

    4.8.3  HMC connections

    For the p5-570 with dual redundant SP, and the p5-590 and p5-595, an HMC must be directly attached. In general, we recommend private service networks for all systems because of the simplified setup and greater security; however, a private direct or indirect network is required between HMC and the p5-590 and p5-595 servers because of the following reasons:

    •The Bulk Power Controllers are dependent upon the HMC to provide them with DHCP addresses (there is no way to set a static addresses).

    •The HMC must distribute information to the service processors and BPCs about the topology of the network.   

    •The service processors acquire their TCP/IP address information from the HMC, as they are connected to the HMC through an internal hub in the BPC, and then through the network connection from the BPC to the HMC.

    The use of two HMCs requires the use of different DHCP address ranges, so that the two Ethernet interfaces in each service processor and BPC are configured on different subnets. 

    If there are multiple systems (additional Managed Server Frames), then an external hub or switch is required for each of the private direct or indirect networks.

    Figure 4-45 shows the connections between a primary and secondary HMC and the redundant BPCs in a system frame. If additional powered frames are attached, hubs are used to connect the network. Notice the need for a network connection between each HMC and the corresponding BPC in a given configuration.
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    Figure 4-45   Primary and secondary HMC to BPC connections

    4.8.4  Predefined HMC user accounts

    The HMC users (login accounts) are associated with specific definitions of authorized tasks and resources (roles). The default (predefined) roles are as follows: 

    super administrator	The super administrator acts as the root user, or manager of the HMC system. The super administrator has unrestricted authority to access and modify most of the HMC system. 

    service representative	A service representative is an employee who is at your location to install, configure, or repair the system. 

    operator 	An operator is responsible for daily system operation. 

    product engineer 	A product engineer assists in support situations, but cannot access HMC user management functions. To provide support access for your system, you must create and administer user IDs with the product engineer role. 

    viewer 	A viewer can view HMC information, but cannot change any configuration information. 

    The HMC predefined users include invscout, which is used internally for the collection of Vital Product Data (VPD). This is not a login account, but must not be deleted.

    Pre-defined passwords for hscroot and root are included with the HMC. It is imperative to your systems security that you change all predefined passwords during the initial setup of the system (see Table 4-16). The root user is not accessible except at boot time for file system check and recovery operations.

    Table 4-16   HMC default user passwords

    
      
        	
          User

        
        	
          Password

        
        	
          Purpose

        
      

      
        	
          hscroot

        
        	
          abc123

        
        	
          Is used to log in for the first time. 

        
      

      
        	
          root

        
        	
          passw0rd

        
        	
          Only for authorized service provider.

        
      

    

    The Advanced System Management Interface is a service that is provided to allow access to the system to perform such actions as powering on the system, changing the boot configuration, and other tasks. ASMI can be launched from a Web browser or from the HMC. 

    The HMC microcode Version 4.5 is the first version of HMC microcode that provides a proxy service inside the HMC to transfer ASMI data between the private direct or indirect network the managed systems are connected to and the clients open network. 

    4.9  Web-based System Manager

    The Web-based System Manager is a tool to remotely access the HMC functions using the same GUI as you have on HMC. For remote access, the HMC needs some configuration to allow remote access with WebSM and ssh.

    4.9.1  Where to download Web-based System Manager

    The Web-based system manager (WebSM) can be downloaded to your PC directly from the HMC. Just point your Web browser to:

    http://HMC_IP/remote_client.html 

    as shown in Figure 4-46 on page 159. Authenticate as hscroot user with the correct password for the HMC. 
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    Figure 4-46   How to download Web-based Systems Manager

    After logging on as hscroot, a remote client selection table is presented to you. Two different client packages are available. The Install shield provides a fixed package to you, and does not check for updates on startup. The Java Web Start is doing startup checks and downloads updates to code if available. An example window is shown in Figure 4-47.
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    Figure 4-47   HMC download page

    The next window gives you a choice to download Linux or Windows capable code. The Windows version is downloaded to a setup.exe file on your PC. The file size is about 100 MB. The Linux operating system version is named wsmlinuxclient.exe and is about the same file size. For reference, see Figure 4-48.
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    Figure 4-48   Select Linux or Windows install image

    4.9.2  Installation on PC

    In the following, the installation of the Windows client is discussed. Clicking the just downloaded setup.exe file starts the installation program for Windows. The Install shield wizard comes up, as shown in Figure 4-49.
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    Figure 4-49   WebSM InstallShield

    The installation routine is started by clicking the Next button (you have the choice to change the directory where the client will be installed into). By default, it will be installed to C:\Program Files\websm. An icon to start the client will be created by the installer on your desktop. The icon is shown in Figure 4-50.
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    Figure 4-50   Icon to start Web-based System Manager

    4.9.3  Using the HMC client

    To start the client, you have to provide a host name or IP address of the HMC you want to connect in the Host name field. As soon as the HMC is connected to the client, the User name and Password fields are activated. A sample Log on window is shown in Figure 4-51. 

     

    
      
        	
          Note: We recommend configuring the IP addresses and host names of your HMC(s) into your DNS services.
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    Figure 4-51   WebSM logon window

    The graphical user interface (GUI) of the WebSM has several areas. To give you an overview, we added Figure 4-52, which shows the areas.
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    Figure 4-52   HMC GUI areas

    4.9.4  Enabling remote access to an HMC

    
      
        	
          Tip: Add the -Duser.language option of the Java start command in c:\ProgramFiles\websm\bin\wsm.bat. 
Example: java -Duser.language=en -Xmx64m -ss128k......
This allows you to run the WebSM client independent of the language setup of your PC.

        
      

    

    By default, the remote access to HMC is not active. Some configuration steps in the GUI are needed to switch on the remote capabilities of the HMC. The following steps configure the remote access on the HMC:

    1.	In the management area of the HMC main panel, select HMC Management → HMC Configuration. 

    2.	In the right panel, select Enable or Disable Remote Command Execution and select Enable the remote command execution using the ssh facility (see Figure 4-53). As a second step, the remote virtual terminal needs to be activated as well.
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    Figure 4-53   Remote access control

    The HMC provides firewall capabilities for each Ethernet interface. You can access the firewall menu using the graphical interface of the HMC: 

    1.	In the “Navigation Area” of the HMC main panel, select HMC Management → HMC Configuration. 

    2.	In the right panel, select Customize Network Setting, press the LAN Adapters tab, choose the interface used for remote access, and press Details. 

    3.	In the new window, select the Firewall tab. 

    Figure 4-54 provides an example of the firewall setup window. 
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    Figure 4-54   Firewall settings for ethx interface

    If you have a firewall in your network infrastructure between your PC running the WebSM client and the HMC, Table 4-17 provides an overview of the ports that need to be open to support a client with the HMC.

    Table 4-17   Ports needed for HMC connection with HCM behind Firewall

    
      
        	
          Service

        
        	
          Port Numbers

        
      

      
        	
          Secure Web Access

        
        	
          443

        
      

      
        	
          Web Access

        
        	
          80

        
      

      
        	
          WEB-SM

        
        	
          9090, 9940, and 30000 through 30009 

        
      

      
        	
          5250

        
        	
          2300 (non-SSL), 2301 (SSL)

        
      

      
        	
          Secure Shell

        
        	
          22

        
      

      
        	
          CIM Indicator

        
        	
          9197, 9198

        
      

      
        	
          CIM

        
        	
          5988

        
      

      
        	
          TTY Proxy

        
        	
          2302

        
      

      
        	
          TTY

        
        	
          9735

        
      

      
        	
          Bob Cat

        
        	
          4411

        
      

      
        	
          FCS Datagram

        
        	
          9900:udp

        
      

      
        	
          FCS

        
        	
          9920

        
      

      
        	
          RMC

        
        	
          657:udp

        
      

      
        	
          L2TP

        
        	
          1701:udp

        
      

      
        	
          NTP

        
        	
          123:udp

        
      

      
        	
          VPN Support

        
        	
          500:udp, 4500:udp

        
      

      
        	
          ASMI Proxy Service

        
        	
          9443

        
      

    

    While WebSM provides a great GUI interface to your HMC, there will be instances where you choose not to use WebSM. In those cases, you can use the Secure Shell (SSH) to execute HMC commands remotely. From an AIX 5L system, you can use the Open SSH product provided on the AIX 5L Bonus Pack. On Windows based clients, you can use a product such as PuTTY. It is available for download at:

    http://www.chiark.greenend.org.uk/~sgtatham/putty/ 

    On Linux distributions, use the default SSH function.

    For the remote command syntax, review the manual Hardware Management Console for pSeries Installation and Operations Guide, SA38-0590.

    

    1 IBM System p server do not support the full system partition configuration as it was on POWER4 based systems. On IBM System p server, the POWER Hypervisor is always active, so a full system partiton is in fact a partition owning all resources in the server.

    2 The private direct network is controlled by the HMC. The HMC is running a DHCP server to provide IP addresses to this network.
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Service processor and firmware 

    This chapter describes the service processor (SP) of the IBM System p server. 

    The service processor is responsible for performing several functions within the system. The purpose of this chapter is to accomplish the following:

    •Summarize how the service processor binary image is packaged and executed on the platform.

    •Explain why and when to update the service processor firmware.

    •Introduce concepts of dual service processor cards.

    •Present firmware updates of adapters and external devices.

    •Discuss how to access the service processor user interface (ASMI).

    5.1  Service processor

    The service processor (SP) is an embedded controller that is running the SP internal operating system. The SP operating system contains specific programs and device drivers for the SP hardware.

    All p5-590 and p5-595 servers are shipped with dual SP cards. One is considered the primary and the other secondary. They are connected together over the Ethernet ports in the bulk power controller (BPC).

    A new service processor card (FC 7997) provides redundant service processor support capability for the p5-570. A second card (FC 7997) must be ordered to implement the redundant service processor function. An additional CEC enclosure is also required to host the second service processor card.

    The service processor is a separately powered microprocessor, separate from the main instruction processing complex. The service processor enables POWER Hypervisor and Hardware Management Console surveillance, selected remote power control, environmental monitoring (only critical errors are supported under the Linux operating system), reset and boot features, remote maintenance and diagnostic activities, including console mirroring. On systems without a Hardware Management Console, the service processor can place calls to report surveillance failures with the POWER Hypervisor, critical environmental faults, and critical processing faults even when the main processor is inoperable. The service processor provides services common to modern computers:

    •Environmental monitoring

    The service processor monitors the server’s built-in temperature sensors, sending instructions to the system fans to increase rotational speed when the ambient temperature is above the normal operating range. Using an architected operating system interface, the service processor notifies the operating system of potential environmental related-problems, so that the system administrator can take appropriate corrective actions before a critical failure threshold is reached.

    The service processor can also post a warning and initiate an orderly system shutdown for a variety of other conditions:

     –	When the operating temperature exceeds the critical level.

     –	When the system fan speed is out of operational specification.

     –	When the server input voltages are out of operational specification.

    •Mutual Surveillance

    The service processor monitors the operation of the POWER Hypervisor firmware during the boot process and watches for loss of control during system operation. It also allows the POWER Hypervisor to monitor service processor activity. The service processor can take appropriate action, including calling for service, when it detects that the POWER Hypervisor firmware has lost control. Likewise, the POWER Hypervisor can request a service processor repair action if necessary.

    •Availability

    The auto-restart (reboot) option, when enabled, can reboot the system automatically following an unrecoverable firmware error, firmware hang, hardware failure, or environmentally induced (AC power) failure.

    •Fault Monitoring

    BIST (built-in self-test) checks processor, L3 cache, memory, and associated hardware required for proper booting of the operating system, when the system is powered on at the initial install or after a hardware configuration change (for example, an upgrade). If a non-critical error is detected or if the error occurs in a resource that can be removed from the system configuration, the booting process is designed to proceed to completion. The errors are logged in the system nonvolatile random access memory (NVRAM). When the operating system completes booting, the information is passed from the NVRAM into the system error log where it is analyzed by error log analysis (ELA) routines. Appropriate actions are taken to report the boot time error for subsequent service if required.

    5.1.1  Service processor architecture

    The SP core features a five-stage pipeline instruction processor and contains 32-bit general purpose registers. The flash ROM contains a compressed image of a software load.

    The service processor base unit offers the following connections:

    •Two Ethernet Media Access Controller (MAC3) cores, which is a generic implementation of the Ethernet Media Access (MAC) protocol compliant with ANSI/IEEE 802.3, IEEE 802.3u, and ISO/IEC 8802.3 CSMA/CD Standard. The Ethernet MAC3 supports both half-duplex (CSMA/CD) and full-duplex operation at 10/100 Mbps. Both Ethernet ports are only visible to the service processor.

     

    
      
        	
          Note: You can use either a crossed or straight Ethernet cable to access the Ethernet MAC3 ports on the SP. 

        
      

    

    •IBM System p5 systems have two system port communication interfaces, located on the rear of the system. In addition to the rear port 1, system port 1 can be accessed by a connector on the operator panel from the front of machine. A converter cable might be needed to connect a standard 9 pin serial cable. Both system port 1 connections are not available simultaneously; when one is connected, the other is deactivated. System ports are available only when the system is in the platform standby state.

    •The service processor extender unit offers the two System Power Control Network (SPCN) ports to control the power of the attached I/O subsystem. The SPCN control software and the service processor software run on the same processor.

    5.1.2  Dual redundant service processor cards

    All p5-590 and p5-595 servers are shipped with dual service processor cards. They are connected together over the Ethernet ports in the bulk power controller (BPC).

    With the release of firmware 01SF235_160_160, IBM is providing a zero-priced upgrade to enable redundant service processor function on the p5-590 and p5-595 servers.

    For p5-570 system, redundant service processors are available as an option. FC 7997 is the feature number for the new service processor card for service processor redundancy/node failover support. One is considered the primary and the other the secondary. New systems are shipped with new cards. For older systems, if a client wants to have redundant service processor function, they can order a feature conversion from FC 7881 single old style SP to FC 7997 new style SP and add a second FC 7997 SP.

    A platform without a redundant service processor experiences a high-impact outage when its service processor fails. The platform is out of service until the service processor FRU is replaced. The goal of redundant service processor functionality is to eliminate client outages due to service processor hardware failures. 

    In a dynamic failover implementation, when the primary service processor fails for any reason (firmware or hardware, including the I/O path to the Hypervisor), the back-up service processor takes over operations of the running system with minimal user, user application, and operating system impact. 

    To accomplish the dynamic failover functionality, both the Hypervisor and HMC: 

    •Have full knowledge of both (redundant) sibling service processors 

    •Support communication to both sibling SPs 

    •Synchronize with the new primary SP during the failover

    5.1.3  Configure a redundant SP on a p5-570

    Redundant SPs on p5-570 can be used with one or two HMCs. We recommend having two HMCs.

    The HMC must be configured as a DHCP server and the service processor must be configured to request a DHCP address for SP failover to function correctly.

    Single HMC

    The requirements for the configuration of a system with a single HMC are as follows: 

    •An HMC must be attached to a p5-570 system to support a redundant SP. The p5-570 system must have at least two p5-570 Central Electronic Complex (CEC) drawers plugged into the rack.

    •One Ethernet hub or switch must be available to create the network connections. 

    For reference, Figure 5-1 shows how to connect the Ethernet cables from the HMC to the Ethernet hub or switch and from the Ethernet hub or switch to the dual service processor cards. 
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    Figure 5-1   Dual SP to one HMC

    The Ethernet cable from the eth0 port on the HMC connects to the Ethernet switch or hub. From the Ethernet switch or hub, one cable connects to the T1 HMC1 port on each of the two the service processor cards. One Ethernet cable connects both T2 HMC2 ports of both SP cards.

    Dual HMC

    The requirements for the configuration of a system with two HMCs:

    •An HMC must be attached to a p5-570 system to support redundant SP. The p5-570 must have, at least, two p5-570 CEC drawers plugged into rack to support redundant SP. 

    •Two Ethernet hubs or switches must be available to create the network connections. A VLAN setup in switches can be used to create two LANs.

    For reference, Figure 5-2 shows how to connect the Ethernet cables from the HMC to both Ethernet hubs or switches and from the Ethernet hub or switch to the dual service processor cards. 
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    Figure 5-2   Dual SP to dual HMC

    The Ethernet cable from eth0 port on HMC1 connects to the Ethernet hub or switch 0. From the Ethernet hub or switch 0, one Ethernet cable connects to the T1 HMC1 port on each of the two service processor cards.

    The Ethernet cable from eth0 port on HMC2 goes to the Ethernet hub or switch 1. From the Ethernet hub or switch 1, one Ethernet cable connects to the T2 HMC2 port on each of the two service processor cards.

    Figure 5-3 gives an example of dual SPs in a p5-570 and the Ethernet cabling for T1 ports on the service processor cards.
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    Figure 5-3   Dual SP p5-570

    The system power control network (SPCN) is used to control power on and power off of the system components. Both redundant service processors integrate into the SPCN loop to allow control regardless of which service processor is active. The SP Flex cable contains the system interconnect signals, such as JTAG, I2C, clocks, and others. An example of a correct SPCN cable is provided in Figure 5-4.

     

    
      
        	
          Note: It is important to ensure the SPCN configuration maintains a closed loop.
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    Figure 5-4   SPCN loop configuration

    5.1.4  Service processor takeover to redundant service processor

    Detection of certain CEC hardware alerts will cause the primary service processor to terminate the initialization of the SP firmware. After the initialization has been terminated, the primary service processor will initiate a failover to the backup service processor (when supporting firmware is available and installed). In the case where a system dump is performed, this will occur on the primary service processor detecting the CEC hardware failure. If the dump has not been extracted prior to the failover, then the CEC hardware data must be shadowed to the new primary. The CEC hardware data and main store memory would then be extracted from this new primary.

    From the HMC, a user can open an Advanced System Management Interface (ASMI) Web browser session to view error log information and access the service processor. ASMI menus are accessible as long as there is the power applied to the frame. ASMI sessions can also be opened while partitions are running. It is possible to connect to the service processor using a personal computer as long as the personal computer is connected to the service processor network. 

    5.1.5  IBM System p server firmware

    Based on the advanced design of the IBM System p server, the service processor is programmable. The programming of the service processor hardware operating system is done by the firmware on the service processor. The firmware for IBM System p server enables the integration of advanced functions throughout the lifetime of the system. The advanced functions are enhancements related to functionality of the system, problem handling, and error recovery. 

    The firmware is the licensed internal code (LIC) stored on the service processor of IBM System p server. Each service processor has two updatable non-volatile dedicated flash memory areas to store independent copies of LIC. 

    The service processor performs low-level hardware initialization and configuration of all processors. The POWER Hypervisor performs higher-level configuration for features like the virtualization support. Maintaining two copies ensures that the service processor can run even if a flash memory copy becomes unavailable and allows for redundancy in the event of a problem during the upgrade of the firmware.

    The servers also support dynamic firmware updates, in which applications remain operational while IBM system firmware is updated for many operations.

    All updates and fixes for server firmware can be downloaded from:

    http://www14.software.ibm.com/webapp/set2/firmware/gjsn

    The service processor has various functional states, which can be queried and reported to the POWER Hypervisor. Examples for service processor states are standby, reset, power up, power down, and runtime. 

    Two copies of firmware 

    The service processor maintains two copies of the server firmware. One copy is considered the backup copy and is stored on the permanent side, referred to as the “p-side”. The other copy is considered the temporary copy and is stored on the temporary side, referred to as the “t-side”. We recommend that you start and run the server from the temporary side.

    All firmware updates are installed by default to the t-side. Before server firmware is flashed1 to the t-side, the firmware image residing on the t-side will be copied to the p-side. If you want to preserve the contents of the permanent side, select Install and Activate from the Licensed Internal Code Update - Advanced Features menu on the HMC interface.

    Use the new level of firmware for a period of time to verify that it works correctly. When you are sure that the new level of firmware works correctly, you can permanently install the server firmware by accepting the temporary firmware image. Select the Accept item from the Licensed Internal Code Update - Advanced Features menu on the HMC interface.

    Conversely, if you decide that you do not want to keep the new level of server firmware, you can remove the current level of firmware. When you remove the current level of firmware, you copy the firmware image that is currently installed on the permanent side to the temporary side.

     

    
      
        	
          Tip: With Dual redundant SPs, each SP is holding a t-side and a p-side. Both SP cards firmware levels are in sync.

        
      

    

    5.1.6  POWER Hypervisor

    The advanced virtualization techniques available with POWER technology require a powerful management interface for allowing a system to be divided into multiple partitions, each running a separate operating system image instance. This is accomplished using firmware known as the POWER Hypervisor. The POWER Hypervisor provides software isolation and security for all partitions.

    The POWER Hypervisor is active in all systems, even those containing just a single partition. 

    The POWER Hypervisor is loaded at boot time by the service processor into the main memory of the IBM System p5. 

    Server firmware requires memory to support the logical partitions on the server. The amount of memory required by the server firmware varies according to several factors. Factors influencing server firmware memory requirements include the following:

    •Number of logical partitions

    •Partition environments of the logical partitions

    •Number of physical and virtual I/O devices used by the logical partitions

    •Maximum memory values given to the logical partitions

     

    
      
        	
          Note: Firmware level updates can also change the server firmware memory requirements. Larger memory block sizes can exaggerate the memory requirement change.

        
      

    

    Generally, you can estimate the amount of memory required by POWER Hypervisor to be approximately eight percent of the system installed memory. The actual amount required for your particular configuration can be calculated with the SPT tool. 

    5.1.7  Firmware differences 

    The main difference between p5-570 and p5-590 and p5-595 server firmware is the additional Power codes used on the p5-590 and p5-595 systems to control bulk power supplies.

    The power codes are contained in a separate firmware package. This package is dependent on the level of server firmware. The readme file provides this information on top of the text. The power code and the corresponding readme files can be found at:

    http://www14.software.ibm.com/webapp/set2/firmware/gjsn

     

    
      
        	
          Note: At the time of the writing of this redbook, both the System and Bulk Power firmware updates on p5-590 and p5-595 must be carried out by IBM CE or authorized service provider.

        
      

    

    Figure 5-5 provides one example of the header of the readme file pointing out the corresponding server firmware level.
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    Figure 5-5   The readme file for POWER codes

    The firmware image for the power code includes firmware for the bulk power controller, distributed converter assembly (DCA), fans, and clustering switch. The power code binary image is stored on the BPC service processor flash.

    The system power code image (stored on the BPC part of service processor) contains the power code for the frames that house the CEC cages, I/O cages, and clustering switches. The BPC service processor code load not only has the code load for the BPC service processor itself, but it also has the code for the DCA, bulk power regulator, fans, and other more granular field replaceable unit that have firmware to help manage the frame and its power and cooling controls. The BPC service processor code load also has the firmware for the cluster switches that may be installed in the frame.

    The BPC part of the service processor has a two sided flash and overall it is the same hardware as the CEC service processor. When the concurrent firmware Install/Activate command from the HMC is initiated, the BPC service processor reboots as part of the concurrent activate process. The BPC initialization sequence central electronics complex after the reboot is unique. The BPC service processor must check the code levels of all the down level devices, including DCAs, BPRs, fans, cluster switches, and it must load those if they are different than what is in the active flash side of the BPC. Since the p5-590 and p5-595 have dual BPC service processors for each frame side, both will be updated as part of the firmware update process.

    5.1.8  IBM System p server and HMC microcode 

    The dependencies between HMC Code and IBM System p server firmware are documented in the IBM System p server firmware readme file.

    The section 2.0 Cautions and Important Notes in the readme file provides the information you need to ensure IBM System p server firmware and HMC microcode are working together. Example 5-1 shows the text that is extracted from the readme file of IBM System p server firmware.

    Example 5-1   Cautions and important notes section from firmware readme file
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    2.0 Cautions and Important Notes

    The backleveling of firmware from any given release level to an earlier release level is not supported on Power5 systems. If you feel that it is necessary to backlevel the firmware on your system to an earlier release level, please contact your next level of support.

     

    The following page will display the recommended HMC code and server firmware” levels for the currently supported Power5 releases. Power5 Code Matrix: http://techsupport.services.ibm.com/server/hmc/power5/tips/matrix.html

     

    For systems that are managed by an HMC

     

        * Before attempting to load this system firmware please ensure that your HMC software has been upgraded to Version 5, Release 1.0 Go to this URL to access the HMC microcode packages the HMC microcode packages http://techsupport.services.ibm.com/server/hmc/power5/download/v51.Recovery.html.
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    The readme file is providing the links to the resources for HMC microcode on the Internet. 

    In general the starting point for HMC microcode upgrades, updates, and fixes is found at:

    http://techsupport.services.ibm.com/server/hmc#v5

    On that Web page, you can select the version of HMC microcode matching your IBM System p server firmware level. Clicking the link brings you directly to all available upgrades for this version or updates and fixes for this version of HMC microcode. Figure 5-6 on page 183 gives you an example of the HMC microcode Web page. The HMC microcode versions HMC V5.x and HMC V4.x are used on IBM System p server.

     

    
      
        	
          Note: On machines connected to an HMC, you can check the server firmware level on the HMC or you can check the server firmware in an AIX 5L partition by using the lsmcode command.
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    Figure 5-6   HMC microcode Web page

    Under some circumstances, to integrate a firmware update into your server, it might be necessary to update the operating system. The information about a operating system level change will be placed into the Cautions and Important Notes section in the firmware description file.

    5.1.9  Concurrent and non-concurrent firmware update policy

    IBM introduced the Concurrent Firmware Maintenance (CFM) function on p5 systems in system firmware level 01SF230_126_120, which was released on June 16, 2005. This function supports nondisruptive system firmware service packs to be applied to the system concurrently (without requiring an IPL to activate changes). More information about firmware naming conventions can be found in the section firmware naming convention.

    For systems that are not managed by an HMC, the installation of system firmware is always disruptive. The system-level code update process is based on an entire updatable image being available for download. This image is referred to as the microcode image.

    All updates and fixes for server firmware can be downloaded from:

    http://www14.software.ibm.com/webapp/set2/firmware/gjsn

    Each firmware level is represented by an RPM formatted file. This file contains the firmware, a description file containing important information about functions added in the new release and problems fixed as well, as information about how to apply the firmware onto the server. The XML formatted file provided with the RPM-format file is needed with the HMC.

     

    
      
        	
          Note: Check the file name of the XML file for accuracy after download. Some Web browsers might change the file name. As an example, 01SF235_160_160.xml is a correct file name for the XML file.

        
      

    

    Figure 5-7 on page 185 shows the firmware download page. Notice the RPM, XML, and description (readme) file.
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    Figure 5-7   Firmware download page

    Every level is classified by impact and severity ranking. Table 5-1 provides the impact ranking.

    Table 5-1   Impact statements

    
      
        	
          Classification Flag

        
        	
          Description

        
      

      
        	
          Availability

        
        	
          Fixes that improve the availability of resources.

        
      

      
        	
          Data

        
        	
          Fixes that resolve Customer data error.

        
      

      
        	
          Function

        
        	
          Fixes that add (introduce) or affect system/machine operation with regards to Features, Connectivity, and Resource.

        
      

      
        	
          Security

        
        	
          Fixes that improve or resolve security issues.

        
      

      
        	
          Serviceability

        
        	
          Fixes that influence problem determination/fault isolation and maintenance with regards to Diagnostic errors, Incorrect FRU calls, and False Error (No operational impact).

        
      

      
        	
          Performance

        
        	
          Fixes that improve or resolve throughput or response times.

        
      

      
        	
          Usability

        
        	
          Fixes that improve user interfaces/messages.

        
      

    

    In addition to the impact statement, an severity ranking is provided. Table 5-2 provides the severity ranking.

    Table 5-2   Severity definitions

    
      
        	
           Classification Flag

        
        	
           Symbol Meaning

        
        	
           Description

        
      

      
        	
          HIPER

        
        	
          High Impact/PERvasive

        
        	
          Should be installed as soon as possible.

        
      

      
        	
          SPE

        
        	
          SPEcial Attention

        
        	
          Should be installed at the earliest convenience. It has fixes for low potential, high impact problems.

        
      

      
        	
          ATT

        
        	
          ATTention

        
        	
          Should be installed at earliest convenience. It has fixes for low potential low to medium impact problems.

        
      

      
        	
          PE

        
        	
          Programming Error 

        
        	
          Can install when convenient. Fixes minor problems.

        
      

    

     

    
      
        	
          Note: The concurrent levels of system firmware may, on occasion, contain fixes that are known as deferred. These deferred fixes can be installed concurrently, but will not be activated until the next IPL. Deferred fixes, if any, will be identified in the Firmware Update Descriptions table of the server firmware description file. For deferred fixes within a service pack, only the fixes in the service pack that cannot be concurrently activated are deferred.

        
      

    

    5.1.10  Firmware naming convention

    Use Example 5-2 on page 187 as a reference to determine whether your installation will be concurrent or disruptive. The example explains the release level, service pack level, and the last disruptive service pack level. If the firmware is the first of a new release level, the service pack level and last disruptive service pack level are equal.

    Example 5-2   System firmware file naming convention
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    System firmware file naming convention:

    	 01SFXXX_YYY_ZZZ

    		  XXX is the release level

    			  YYY is the service pack level

    					ZZZ is the last disruptive service pack level

    Disruptive installation rules:

    If the release levels (XXX) are different, the installation is disruptive.

    Example: Currently installed release is SF225, new release is SF230

    If the service pack level (YYY) and the last disruptive service pack level (ZZZ) are equal the installation is disruptive.

    Example: 01SF230_120_120 is currently installed on your system.

    Concurrent installation rules:

    If the service pack level (YYY) is higher than the service pack level currently installed on your system, the installation can be applied concurrently.

    Example: Currently installed firmware level is 01SF230_126_120, new firmware level is 01SF230_143_120.
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          Note: On machines connected to an HMC, you can check the server firmware level on the HMC or you can check the server firmware in AIX 5L by using the lsmcode command.

        
      

    

    5.1.11  IBM System p servers firmware life cycle

    IBM will support multiple firmware releases in the field. Under expected circumstances, a server can operate on an existing firmware release, using concurrent firmware fixes to stay up-to-date with the current patch level. Under normal operating conditions, IBM intends to provide patches for an individual firmware release level for up to one year after code general availability. After this period, clients can install a planned update to stay on a supported firmware release. Figure 5-8 provides an example on a firmware life cycle. 
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    Figure 5-8   Firmware life cycle 

    Activation of new enhanced server firmware functions will require installation of a server firmware release level.

     

    
      
        	
          Note: Upgrading to a new firmware release is a disruptive process to server operations in that it requires a scheduled outage and full server reboot.

        
      

    

    In addition to concurrent and disruptive server firmware updates, IBM will also offer concurrent fix patches that include functions that do not activate until a subsequent server reboot. The concurrent levels of system firmware may, on occasion, contain fixes that are known as deferred. These deferred fixes can be installed concurrently, but will not be activated until the next IPL. Deferred fixes, if any, will be identified in the Firmware Update Descriptions table of the server firmware description file. For deferred fixes within a service pack, only the fixes in the service pack that cannot be concurrently activated are deferred.

    5.1.12  Firmware for PCI and PCI-X adapter cards

    On most of the advanced PCI and PCI adapters supported in IBM System p server, the firmware is upgradeable to allow the addition of future functional enhancement as well as advanced error handling functions to avoid a loss of resources while the system is in production. This also applies to the integrated devices on the system planars, such as SCSI devices. 

    The firmware for PCI, PCI-X, and integrated devices is sometime referred to as microcode for adapters. The necessary files for updating PCI and PCI-X adapters can be downloaded from following Web page:

    http://www.software.ibm.com/webapp/set2/firmware/gjsn

    Each firmware package has an readme file included. This readme file gives you particular information about the upgrades and fixes inside the new level of firmware, as well as instructions on how to install the firmware to the PCI, PCI-X, and integrated devices.

    The firmware is packaged in a binary file. You first need to unpack the binary file. To unpack the binary file, follow the instructions on unpacking given in the readme file.

    Example 5-3 shows part of the readme file for the FC 5716 Fibre Channel card.

    Example 5-3   Download and unpack adapter firmware
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    6.0 Downloading and Unpacking the Firmware Update Package

    Instructions for downloading and unpacking firmware update packages follows.

     

    6.1 Internet Package

     

    The download choices are:

     

        *    Description    (Instruction document)

        *    AIX format      (For downloading to an AIX system)

        *    DOS format      (For downloading to a DOS, OS2, Windows workstation.

     

    You will want a copy of the description and one of the above formats. You may transfer the files to

    the target system in one of the following ways:

     

        * Download the AIX format to the target AIX system

        * Download the AIX format to an AIX system and ftp the file to the target 	system.

        * Download the AIX format to an AIX system and use a diskette to transfer the file to the target system.

        * Download the DOS format to a DOS, OS2 or Windows workstation.

     

     

    Detailed download /unpacking instruction follow for each format.

     

    NOTE: 

    The following values apply to this microcode file: Filesize: 526328 bytes Checksum: 22221

     

    6.1.1 Downloading AIX Format File to target AIX system

     

    Note: The following instructions use AIX commands. AIX commands are CASE SENSITIVE (lower and upper)

               and must be entered exactly as shown.

    1. Create a directory on the AIX system to receive the files

    type

            mkdir /tmp/ucode

          press enter

     

    2. Transfer the AIX format file to the /tmp/ucode directory (using “Save as...”)

    3. Unpack the file as follows:

     

         cd /tmp/ucode

         chmod +x *

    ./FC5716FW.bin

    You will need the password **RS/6000**

     

       The following file will be unpacked:

     

    df1000fa.190104

        

       Use   sum df1000fa.190104 to verify that the checksum is 22221

       If the check is incorrect, retrieve the firmware from the website again and follow the instructions to unpack.

     

     

    4. Move the microcode to the microcode directory.

     

          mv /tmp/ucode/df1000fa.190104 /etc/microcode/df1000fa.190104.
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          Note: When downloading microcode, you will be presented with a License Agreement, which you must accept to download the selected file. In addition, for some microcode, you will be required to enter the following eleven-character, case-sensitive password to unpack the microcode after download: 

          **RS/6000**

        
      

    

    Keep in mind all installed adapters must be assigned to a partition to receive this code update. The other option is put the system in Full System Partition mode to update all the adapters. The code update will only occur on that LPAR. You must perform the same procedures across all LPARs to update the adapters in the entire system. If installing code from a floppy diskette, ensure that the floppy drive must be configured as part of that LPAR. Example 5-4 on page 191 provides a sample of the firmware installation for the FC 5716 Fibre Channel card.

    Example 5-4   Update adapter firmware 
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    7.1 Using the AIX Command-Line Method

     

    You are now ready to FLASH the EEPROM in the adapter using the single command:

     

    diag -d fcsX -T download

     

    Where X is the number found from the “lsdev -C | grep fcs “command.

    Self-explanatory menus will step you through the microcode installation.

    Repeat each step in 7.1 above for all the cards that need the update.

     

    To Back level the firmware

     

    diag -d fcsX -T “download -f -l previous”

     

     Back to Contents

     

    7.2 Using the Download Microcode Diagnostic Service Aid Method

     

    From the command line login, log in as root.

     

    Enter

        diag

    Select

        Task Selection (Diagnostics, Advanced Diagnostics, Service Aids, etc.)

    Select

        Download Microcode

    Select the device returned for above

        fcs*

    Press enter when prompted to download the microcode

     

    Upon completion, a message will state that the firmware has be successfully downloaded and that

    the new level is 190104.

     

    Exit.
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    Check the firmware readme file for dependencies between the adapter firmware and the operating system. In some cases, a operating system update might be needed to update device driver files for the particular device.

     

    
      
        	
          Important: Do not power off the system or the device during microcode download, as this may permanently damage the device currently being updated.

        
      

    

    5.1.13  Firmware for storage devices 

    To keep the advanced storage devices inside the IBM System p server up to date, IBM is providing firmware updates for DVD, CD-ROM, SCSI enclosure, tape drives, and disk drives (DASD). These firmware updates include functional enhancements as well as advanced error handling functions to avoid a loss of resources while the system is in production.

    The firmware for storage devices is sometimes referred to as microcode.

    The essential files to update your storage devices DVD, CD-ROM, SCSI, DASD, and tape devices can be downloaded from the following Web page:

    http://www14.software.ibm.com/webapp/set2/firmware/gjsn

     

    
      
        	
          Note: When downloading microcode, you will be presented with a License Agreement, which you must accept to download the selected file. In addition, for some microcode, you will be required to enter the following eleven-character, case-sensitive password to unpack the microcode after download: 

          **RS/6000**

        
      

    

    The firmware packages for storages devices contain a readme file. This readme file provides information about upgrades and fixes (microcode change history) inside the new level of firmware, as well as instructions on how to install the firmware to the devices.

    The firmware is packaged in a binary file. You first need to unpack the binary file. To unpack the binary file, follow the instructions on unpacking given in the readme file.

    Example 5-5 on page 193 shows the part of the readme file for the disk drive that shows how to upgrade the firmware on a disk drive in the stand-alone method by booting up from the diagnostic CD. If the system is running in LPAR mode, the LPAR owning the device with the need for an update has to own the CD/DVD drive in the LPAR profile. You can use the default service mode bootlist to boot the diagnostic CD or you have to change the bootlist inside SMS to enable the CD/DVD drive as the first boot device. 

    Example 5-5   Update drive firmware from diagnostic CD
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    2.4.1.2.2 Standalone (Service Mode) Download

     

    This procedure is used for all drives including rootvg or paging space drives

    1. Properly shutdown the system.

    2. Boot up the system in standalone diagnostics mode with the CDROM diagnostics(Use diagnostics level 4.21 or above; It is recommended to use the same level

        of Diagnostic CD as the AIX).

    3. Select the “Task Selection” from diagnostics menu.

    4. Select “Microcode Download” from “Task Selection” menu.

    5. Select resource that microcode will be applied to(hdisk?) and PRESS ENTER.

    6. Press “F7” to commit.

          (The current microcode level of the resource you selected earlier will be displayed at the top of the screen)

    7. Make the following selections on the next screen:

        Select Input Device --------------------------------------- [diskette]

        Microcode level to download -----------------------------[latest]

        Download latest level even if -----------------------------[yes]

        current is missing

     

    NOTE: A prompt will ask you to insert the microcode diskette into the floppy drive. Insert the diskette which accompanies these instructions. If this level is already installed in the drive you've selected a message will let you know. A message also may come up to let you know that the Diskette(or Disk) does not have the previous level microcode file. This is true and is not required to complete the download.

    PRESS “F7” to commit

    8. You will receive a msg. “Current Microcode is....” and “Download has completed successfully”

           (this may take a few minutes)

    9. Return to the Tasks Selection menu and repeat this procedure for each hard disk that requires this microcode.

    10. Exit diagnostic and reboot system in normal mode. 
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          Note: You can use the default service mode bootlist from SMS in the following way.

          When the keyboard POST indicator (the word keyboard) is shown on the firmware console, and before the last POST indicator (the word speaker) is shown, press the 5 key on either the attached keyboard or the ASCII keyboard to indicate that a service mode boot should be initiated using the default service mode boot list.The default service mode bootlist has the CD/DVD as the first boot device configured.

        
      

    

    Check the firmware readme file for dependencies between the device firmware and the operating system. In some cases, an operating system update might be needed to update device driver files for the particular device.

    5.1.14  Best practices to handle firmware updates

    The best way to get information about changed firmware for any of your IBM System p server, PCI and PCI-X Adapters, and all your storage devices, is to use the IBM subscriptions service on the Internet. Point your Web browser to the following site:

    https://techsupport.services.ibm.com/server/pseries.subscriptionSvcs

    If you do not already have an IBM ID, sign up to get an IBM ID using your e-mail address.

    Now you can log in to Subscription services for UNIX servers using your IBM ID. You will be presented with the Web page, as shown in Figure 5-9 on page 195. This Web page allows to select certain areas in the systems, for example, the Microcode updates page is selected. You can select individual systems or select all systems. On the bottom of the page, press the Safe preferences data button to save your selections.
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    Figure 5-9   Subscription service

    Subsequently, you are finished with your subscriptions to the IBM Subscription service whenever one of the subscribed microcode files is changed on the Web page. IBM subscription services will send an e-mail to inform the subscriber about the change. The sender of the e-mail is IBM UNIX server support.

    5.1.15  Microcode Discovery Service

    The IBM Microcode Discovery Service (MDS) is provided as both an Internet and a CD-ROM based service. MDS captures your machine data in order to:

    •Determine the microcode levels installed on your system.

    •Compare the levels on your system with the latest levels available from IBM.

    •Generate a comparison report listing microcode subsystems that may need to be updated.

    The Internet MDS service compares the microcode levels to those on the Download microcode Web page. The report generated by this service provides a link to retrieve the latest levels from the Download microcode Web page. 

    The CD-based service on the Microcode Update Files and Discovery Tool CD-ROM compares levels to the microcode on that CD-ROM. The CD-based report provides a link to retrieve microcode from that same CD-ROM. All current microcode updates have been packaged on one CD-ROM image. The image also includes a Discovery Tool that compares microcode levels on your system to current levels and allows you to select and update down levels of microcode. IBM provides this CD-Image on the Internet at:

    http://www14.software.ibm.com/webapp/set2/firmware/gjsn

    You can download this CD-ROM image to burn your own “Microcode Update Files & Discovery Tool CD-ROM”. The image is in ISO 9660 format. Clicking the link presents a License Agreement, which you must accept before the image will download.

     

    
      
        	
          Note: For IBM System p5 System and Power Sub-System firmware, this CD only contains the highest Release / Service Pack level available. To obtain previous Release / Service Pack levels, you must download the files from the Microcode download Web site. 

        
      

    

    5.2  Access to the service processor user interface

    The Advanced System Management Interface (ASMI) on IBM System p server is available at platform standby and also during runtime. For the runtime of the server, you have access to ASMI through HMC or on midrange systems through the second port on the service processor (if it is not connected to a second HMC or a redundant SP). System ports2 for serial access to ASMI are only available for ASMI at platform standby and are disabled during runtime. There is no access on system ports to p5-590 and p5-595 systems, which only allow access to ASMI through the HMC. 

    This section has the following components:

    •Summarize ASMI User accounts.

    •How to access the ASMI menus using the HMC.

    •How to access the ASMI menus using a Web browser.

    •How to access ASMI menus using system port if system is power off.

    •Access to ASMI using Web-based System Manager Remote Client.

    •Overview of various ASMI functions.

    User access to ASMI is protected by access levels. The credentials are the same whether you are using an HMC Web browser, a Web browser, or system port access to ASMI. Table 5-3 lists the access levels and correspondending user ID, as well as the default password to be used for the first login.

    Table 5-3   ASMI access levels and default passwords

    
      
        	
          Access Level

        
        	
          User ID

        
        	
          Default password

        
      

      
        	
          Administrator

        
        	
          admin

        
        	
          admin

        
      

      
        	
          General User

        
        	
          general

        
        	
          general

        
      

    

    If you are an administrator, you can change your password and the passwords for general user accounts, as well as the password used by the HMC to access the service processor. Users with general authority can view settings in the ASMI menus.

    For special service tasks, a Service Provider login is available through your service provider. This login can be used to reset a lost service processor administrator password. This can be a chargeable service in your country.

    Access the ASMI menus using the HMC

    The HMC Service Focal Point application is the entry point for gaining ASMI access. On the HMC Service Focal Point application, select the Service Utilities option. See Figure 5-10 for reference.
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    Figure 5-10   Service Focal Point

    All p5 systems connected to the HMC are listed. Highlight the system you want to connect by clicking the description or Machine type-model/serial, as shown in Figure 5-11 on page 199.
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    Figure 5-11   Select service processor 

    Click the Selected drop-down menu and select Launch ASM Menu, as shown in Figure 5-12.
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    Figure 5-12   Select Launch ASM Menu

    As part of the Launch ASM Menu dialog, the serial number and host name or IP address of the service processor are presented and must be verified, as shown in Figure 5-13.
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    Figure 5-13   Check host name or IP address

    The Web browser on the HMC will open shortly after you pressed the OK button. 

    Access the ASMI menus using a Web browser

    You can access the ASMI menus by using one of the common Web browsers. The Web interface is available during all phases of system operation, including the IPL and run time. However, some of the menu options in the Web interface are unavailable during IPL or run time to prevent usage or ownership conflicts if the system resources are in use during that phase. 

    Connect an Ethernet cable from the PC or mobile computer to the Ethernet port labeled HMC1 on the back of the managed system. If HMC1 is occupied, connect an Ethernet cable from the PC or mobile computer to the Ethernet port labeled HMC2 on the back of the managed system.

    Table 5-4 shows HMC connectors and their IP setup attributes.

    Be aware that a secure https connection is used to connect your PC or mobile computer to the service processor’s HMC port. For example, if you connected your PC or mobile computer to HMC1, type https://192.168.2.147 in your PC's or mobile computer's Web browser.

    Table 5-4   IP Addresses used to connect Web-browser to ASMI

    
      
        	
          Server connector

        
        	
          IP address

        
        	
          Subnet mask

        
      

      
        	
          HMC1

        
        	
          192.168.2.147

        
        	
          255.255.255.0

        
      

      
        	
          HMC2

        
        	
          192.168.3.147

        
        	
          255.255.255.0

        
      

    

    Access ASMI menus using system port

    The ASMI on an ASCII console supports a subset of the functions provided by the Web interface and is available only when the system is in the platform standby state.

    Using a null modem cable, connect the ASCII console to system connector S1 on the back of the server or to system port FS1 on the control panel using an RJ-45 connector.

     

    
      
        	
          Note: Both system port 1 connections are not available simultaneously; when one is connected, the other is deactivated. 

          System ports are disabled on server runtime.

          There is no access to ASMI on system ports of p5-590 and p5-595, which only allow access to ASMI through the HMC. 

        
      

    

    Table 5-5 shows the general attributes for your terminal to connect to ASMI by system ports. 

    Table 5-5   General attributes using system port

    
      
        	
          General setup attributes

        
        	
          3151 /11/31/41 settings

        
        	
          3151 /51/61 settings

        
        	
          3161 /64 settings

        
        	
          Description

           

        
      

      
        	
          Line speed

        
        	
          19,200

        
        	
          19,200

        
        	
          19,200

        
        	
          Uses the 19,200 (bits per second) line speed to communicate with the system unit.

        
      

      
        	
          Word length (bits)

        
        	
          8

        
        	
          8

        
        	
          8

        
        	
          Selects eight bits as a data word length (byte).

        
      

      
        	
          Parity

        
        	
          N

        
        	
          N

        
        	
          N

        
        	
          Does not add a parity bit and is used together with the word length attribute to form the 8–bit data word (byte).

        
      

      
        	
          Stop bit

        
        	
          1

        
        	
          1

        
        	
          1

        
        	
          Places a bit after a data word (byte).

        
      

    

    Using Web-based System Manager Remote Client

    The HMC microcode Version 4.5 is the first version of HMC microcode providing a proxy service inside the HMC to transfer ASMI data between the private network the managed systems is connected to and the clients open network. 

    

    1 Programmed into the resident memory of the SP.

    2 Limited function serial ports on an SP card.
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AIX 5L: Approaches to high availability

    In this chapter, we introduce the features provided by the partition operating systems: 

    •Features of AIX 5L that provide High Availability (HA) functions when used in conjunction with the hardware platform.

    •The Virtual I/O Server operating system and the Hypervisor virtual devices.

    This chapter contains the following topics:

    •6.1, “Introducing high availability functions in AIX 5L”

    •6.2, “Using AIX 5L error report and diagnostics” 

    •6.3, “Creating HA logical partition profiles”

    •6.4, “Using AIX 5L LVM mirroring”

    •6.5, “Multipath I/O in a SCSI environment”

    •6.6, “Ethernet Link Aggregation”

    •6.7, “Hot Plug Task”

    •6.8, “Network Installation Management” 

    •6.9, “Providing higher availability for the VIOS”

    •6.10, “MPIO in the client with SAN in the VIOS”

    •6.11, “SEA failover”

    •6.12, “Concurrent software updates for the VIOS”

    6.1  Introducing high availability functions in AIX 5L

    This chapter will introduce some of the high availability (HA) features that are included in AIX 5L. Not all of the HA features in AIX 5L require the IBM eServer p5. As an example, the AIX 5L Logical Volume Manager (LVM) has been available in previous versions of AIX and AIX 5L, though multipath I/O (MPIO) and logical partitioning (LPAR) are features of AIX 5L.

    HA features can be described as providing either an active or passive function. The AIX 5L LVM mirroring feature provides real time disk I/O synchronization, so it may be classed as an active HA feature. A passive feature may be designed to minimize backup and recovery time, such as Network Installation Management and Alternate Disk Installation. 

    When designing for HA, there is not one overall solution that will suit all environments. Careful consideration should be taken when choosing which of the HA features of AIX 5L to utilize in your IBM eServer p5 environment. 

    Whether you choose to implement all, or only a subset of the features introduced in this chapter, consider the HA features that you implement as a grouping of components, not as individual components. Considering HA components as a collective will result in an integrated approach that will reduce the chance of one HA feature impacting the operation of another. 

     

    
      
        	
          Note: This chapter will focus on providing high availability to the AIX 5L operating system and will not cover HA for specific applications supported under AIX 5L.

        
      

    

    6.1.1  Availability and serviceability in virtualized environments

    In partitioned environments, where more business-critical applications are consolidated on different operating systems with the same hardware, additional availability and serviceability is needed to ensure a smooth recovery of single failures and allow most the applications to still be operative when one of the operating systems is out of service. Furthermore, high availability functions at the operating system and application levels are required to allow for quick recovery of service for the users.

    In the IBM System p5 systems, there are several mechanisms that increase overall system and application availability by combining hardware, system design, and clustering.

    Dynamic processor deallocation and sparing

    The POWER Hypervisor will deallocate failing processors and replace them with processors from unused CoD capacity, if available.

    Memory sparing

    If, during power-on, the service processor identifies faulty memory in a server that includes CoD memory, the POWER Hypervisor will replace the memory with unused memory in the CoD pool. If there is no spare memory, the POWER Hypervisor will reduce the capacity of one or more partitions. On the IBM eServer p5 Model 590 and 595, memory sparing will substitute unused CoD memory for all general memory card failures. On the IBM eServer p5 Model 570, memory sparing will substitute CoD memory for up to one memory card failure.

    Check with your IBM representative for the availability of this function on IBM IBM eServer p5 servers.

    Adapter sparing

    Adapter sparing can be achieved by maintaining a set of recovery PCI adapters as global spares for use in DR operations in the event of adapter failure. Include the recovery PCI adapters in the configuration in different partitions of the system, including Virtual I/O Servers so that they are configured and ready for use.

    Redundant Virtual I/O Servers

    Since an AIX 5L partition can be a client of one or more Virtual I/O Servers at a time, a good strategy to improve availability for sets of AIX 5L client partitions is to connect them to two Virtual I/O Servers. This technique provides a redundant configuration for each of the connections of the client partitions to the external Ethernet network or storage resources. 

     

    
      
        	
          Important: If only a single Virtual I/O server (VIOS) is utilized on a system, then when the VIOS is serviced, partitions using its resources may be affected. The use of the VIOS will be covered further in “Providing higher availability for the VIOS” on page 301.

        
      

    

    6.1.2  The raso command

    The raso command manages Reliability, Availability, Serviceability parameters.

    It has the following syntax:

    raso [ -p | -r ] [ -o Tunable [ = Newvalue ] ]

    raso [ -p | -r ] [ -d Tunable ]

    raso [ -p ] [ -r ] -D

    raso [ -p ] [ -r ] -a

    raso -h [ Tunable ]

    raso -L [ Tunable ]

    raso -x [ Tunable ] 

     

    
      
        	
          Note: Multiple -o, -d, -x, and -L flags can be specified.

        
      

    

    The raso command requires root authority.

    The raso command is used to configure Reliability, Availability, Serviceability tuning parameters. The raso command sets or displays the current or next-boot values for all RAS tuning parameters. The raso command can also be used to make permanent changes or to defer changes until the next reboot. The specified flag determines whether the raso command sets or displays a parameter. The -o flag can be used to display the current value of a parameter or to set a new value for a parameter.

    Understanding the effect of changing tunable parameters

    Incorrect use of the raso command can cause performance degradation or operating system failure. Before modifying any tunable parameter, you should first carefully read about all of the parameter's characteristics in the Tunable Parameters section of the product documentation in order to fully understand the parameter's purpose. 

    You should then ensure that the Diagnosis and Tuning sections for this parameter actually apply to your situation and that changing the value of this parameter could help improve the performance of your system. If the Diagnosis and Tuning sections both contain only N/A, it is recommended that you do not change the parameter unless you are specifically directed to do so by IBM Software Support.

    As with all AIX 5L tuning parameters, changing a raso parameter may impact the performance or reliability of your AIX 5L LPAR or server. We recommend that you do not change the parameter unless you are specifically directed to do so by IBM Software Support. 

    Commonly used flags

    The following are the commonly used flags to be used with the raso command.

    -a	Displays the current, reboot (when used in conjunction with the -r flag), or permanent (when used in conjunction with the -p flag) values for all tunable parameters, with one tunable parameter per line displayed in pairs as tunable = value. For the permanent option, a value is only 	displayed for a parameter if its reboot and current values are equal. Otherwise, NONE is displayed as the value.

    -d tunable	Resets tunable to the default value. If tunable needs to be changed (that is, it is currently not set to its default value) and is of type Bosboot or Reboot, or if it is of type Incremental and has been changed from its default value, and the -r flag is not used in combination, tunable is not changed and a warning displays.

    -D	Resets all tunables to their default values. If any tunables that need to be changed are of type Bosboot or Reboot, or if any tunables that need to be changed are of type Incremental and have been changed from their default value, and -r is not used in combination, these tunables are not changed and a warning displays.

    -h tunable	Displays help about the raso command if no tunable parameter is specified. Displays help about the tunable parameter if a tunable parameter is specified.

    -L tunable	Lists the characteristics of one or all tunables

    6.2  Using AIX 5L error report and diagnostics

    This section will discuss the use of the AIX 5L error report and diagnostics. The topics covered are as follows:

    •Automatic error log analysis

    •Monitoring root mail for error messages

    •The AIX 5L system log

    •The syslog configuration file

    •The format of the syslogd configuration file

    •Using the system log

    •AIX 5L diagnostics

    6.2.1  The automatic error log analysis 

    Automatic Error Log Analysis (diagela) provides the capability to analyze the AIX 5L error log whenever a permanent hardware error is logged. 

    If a permanent hardware resource error is logged and the diagela program is enabled, the diagela program is invoked. Automatic error log analysis is enabled by default on all platforms.

    The diagela program determines whether the error should be analyzed by AIX 5L system diagnostics. If the error should be analyzed, a diagnostic application will be invoked and the error will be analyzed. 

    The diagela program does not invoke any of the diagnostics testing functions that AIX 5L has available in system diagnostics mode (for example, the testing routines used in the diag command).

    If the diagnostics determines that the error requires a service action, it sends a message to your console and to all system groups. The message contains the Service Request Number (SRN) or a corrective action.

    6.2.2  Monitor root mail for error messages

    AIX 5L has several different mechanisms designed to keep the system administrator informed of errors or warnings. 

    The following methods can be used to find error messages:

    •Check the local root mailbox.

    •Check the syslog output files. 

    •Incorporate IBM Tivoli Enterprise™ Console (TEC) into the monitoring solution.

    Some AIX 5L processes will send a mail to the root account with detailed information. Additionally, you may configure other applications to send their warning or informational messages to the root account’s mailbox.

    If you have mail, you will be notified every time you log in by a message stating YOU HAVE MAIL.

    To check root’s mail, execute the mail command:

    1.	Log in as the root user. 

    2.	Enter the mail command:

    # mail

    Mail [5.2 UCB] [AIX 5.X]  Type ? for help.

    "/var/spool/mail/root": 1 message 1 new

    >N  1 root          Wed Nov 09 17:11  24/872  "diagela message from localhost"

    To read the diagela message, press the number in front of the mail (in this example, 1):

    ? 1

    Message  1:

    From root Wed Nov 09 17:11:48 2005

    Date: Tue, 09 Nov 2005 17:11:48 -0600

    From: root

    To: root

    Subject: diagela message from localhost

     

    A PROBLEM WAS DETECTED ON Wed Nov 09 17:11:48 CST 2005                801014

     

    The Service Request Number(s)/Probable Cause(s)

    (causes are listed in descending order of probability):

     

      110000AC: Power/Cooling subsystem Unrecovered Error, general. Refer to the

                system service documentation for more information.

               Error log information:

                     Date: Wed Nov 09 17:11:45 CST 2005

                     Sequence number: 11

                     Label: SCAN_ERROR_CHRP

        Priority: L  FRU: ACMODUL Location:

        U787B.001.DNW108F

     

    ? 

    To exit the mail command, type q.

    6.2.3  The AIX 5L system log 

    To log system messages, AIX 5L uses the syslogd daemon. The syslogd daemon reads a datagram socket and sends each message line to a destination described by the /etc/syslog.conf configuration file. The syslogd daemon reads the configuration file when it is activated and when it receives a hang-up signal.

    The syslogd daemon creates the /etc/syslog.pid file. This file contains a single line with the command process ID of the syslogd daemon. It is used to end or reconfigure the syslogd daemon.

    A terminate signal sent to the syslogd daemon ends the daemon. The syslogd daemon logs the end-signal information and terminates immediately.

    Each message is one line. A message can contain a priority code marked by a digit enclosed in angle braces (< >) at the beginning of the line. Messages longer than 900 bytes may be truncated. 

    The /usr/include/sys/syslog.h include file defines the facility and priority codes used by the configuration file. Locally written applications use the definitions contained in the syslog.h file to log messages using the syslogd daemon.

    The general syntax of the syslogd command is as follows:

    syslogd [ -d ] [ -s ] [ -f ConfigurationFile ] [ -m MarkInterval ] [-r]

    The flags commonly used when starting syslogd are provided in Table 6-1.

    Table 6-1   Commonly used flags for the syslogd daemon 

    
      
        	
          Flag

        
        	
          Description

        
      

      
        	
          -d

        
        	
          Turns on debugging.

        
      

      
        	
          -f Config File

        
        	
          Specifies an alternate configuration file.

        
      

      
        	
          -m MarkInterval

        
        	
          Specifies the number of minutes between the mark command messages. If you do not use this flag, the mark command sends a message with LOG_INFO priority every 20 minutes. This facility is not enabled by a selector field containing an * (asterisk), which selects all other facilities.

        
      

      
        	
          -s

        
        	
          Specifies to forward a shortened message to another system (if it is configured to do so) for all the forwarding syslogd messages generated on the local system.

        
      

      
        	
          -r

        
        	
          Suppresses logging of messages received from remote hosts.

        
      

    

    The syslogd daemon uses a configuration file to determine where to send a system message, depending on the message's priority level and the facility that generated it. By default, syslogd reads the default configuration file /etc/syslog.conf, but if you specify the -f flag, you can specify an alternate configuration file. 

    The syslogd configuration file

    The /etc/syslog.conf file controls the behavior of the syslogd daemon. For example, syslogd uses /etc/syslog.conf file to determine where to send the error messages or how to react to different system events. The following is a part of the default /etc/syslog.conf file:

    /etc/syslog.conf - control output of syslogd

    # @(#)34        1.11  src/bos/etc/syslog/syslog.conf, cmdnet, bos530 4/27/04 14:

    47:53

    # IBM_PROLOG_BEGIN_TAG

    # This is an automatically generated prolog.

    #

    # bos530 src/bos/etc/syslog/syslog.conf 1.11

    #

    # Licensed Materials - Property of IBM

    #

    # (C) COPYRIGHT International Business Machines Corp. 1988,1989

    # All Rights Reserved

    #

    # US Government Users Restricted Rights - Use, duplication or

    # disclosure restricted by GSA ADP Schedule Contract with IBM Corp.

    #

    # IBM_PROLOG_END_TAG

    #

    # COMPONENT_NAME: (CMDNET) Network commands.

    #

    # FUNCTIONS:

    #

    # ORIGINS: 27

    #

    # (C) COPYRIGHT International Business Machines Corp. 1988, 1989

    # All Rights Reserved

    # Licensed Materials - Property of IBM

    #

    # US Government Users Restricted Rights - Use, duplication or

    # disclosure restricted by GSA ADP Schedule Contract with IBM Corp.

    #

    # /etc/syslog.conf - control output of syslogd

    #

    #

    # Each line must consist of two parts:-

    #

    # 1) A selector to determine the message priorities to which the

    #    line applies

    # 2) An action.

    #

    # Each line can contain an optional part:-

    #

    # 3) Rotation.

    #

    # The fields must be separated by one or more tabs or spaces.

    #

    # example:

    # "mail messages, at debug or higher, go to Log file. File must exist."

    # "all facilities, at debug and higher, go to console"

    # "all facilities, at crit or higher, go to all users"

    #  mail.debug           /usr/spool/mqueue/syslog

    #  *.debug              /dev/console

    #  *.crit                       *

    #  *.debug              /tmp/syslog.out     rotate size 100k files 4

    #  *.crit               /tmp/syslog.out     rotate time 1d

    In addition to the /etc/syslog.conf file that contains the settings for the syslogd daemon, the /etc/syslog.pid file contains the process ID of the running syslogd daemon.

    The format of the syslogd configuration file

    This section describes what the format of the /etc/syslog.conf file is and how you can interpret the different entries in this file. Lines in the configuration file for the syslogd daemon contain a selector field and an action field separated by one or more tabs.

    The selector field names a facility and a priority level. Separate the facility names with a comma (,) separate the facility and priority-level portions of the selector field with a period (.), and separate multiple entries in the same selector field with a semicolon (;). To select all facilities, use an asterisk (*).

    The action field identifies a destination (file, host, or user) to receive the messages. If routed to a remote host, the remote system will handle the message as indicated in its own configuration file. To display messages on a user's terminal, the destination field must contain the name of a valid, logged-in system user.

    Facilities

    Table 6-2 lists some of the facilities used in the /etc/syslog.conf file. You can use these system facility names in the selector field.

    Table 6-2   Facilities used in the /etc/syslog.conf file

    
      
        	
          Facility

        
        	
          Description

        
      

      
        	
          kern

        
        	
          Kernel

        
      

      
        	
          user

        
        	
          User level

        
      

      
        	
          mail

        
        	
          Mail subsystem

        
      

      
        	
          daemon

        
        	
          System daemons

        
      

      
        	
          auth

        
        	
          Security or authorization

        
      

      
        	
          syslog

        
        	
          syslogd daemon

        
      

      
        	
          lpr

        
        	
          Line-printer subsystem

        
      

      
        	
          news

        
        	
          News subsystem

        
      

      
        	
          uucp

        
        	
          uucp subsystem

        
      

      
        	
          *

        
        	
          All facilities

        
      

    

    Priority levels

    Table 6-3 lists the priority levels used in the /etc/syslog.conf file. You can use the message priority levels in the selector field. Messages of the specified priority level and all levels above it are sent as directed.

    Table 6-3   Priority levels for the /etc/syslog.conf file

    
      
        	
          Priority Level

        
        	
          Description

        
      

      
        	
          emerg

        
        	
          Specifies emergency messages (LOG_EMERG). These messages are not distributed to all users. LOG_EMERG priority messages can be logged into a separate file for reviewing.

        
      

      
        	
          alert

        
        	
          Specifies important messages (LOG_ALERT), such as a serious hardware error. These messages are distributed to all users.

        
      

      
        	
          crit

        
        	
          Specifies critical messages not classified as errors (LOG_CRIT), such as improper login attempts. LOG_CRIT and higher-priority messages are sent to the system console.

        
      

      
        	
          err

        
        	
          Specifies messages that represent error conditions (LOG_ERR), such as an unsuccessful disk write.

        
      

      
        	
          warning

        
        	
          Specifies messages for abnormal, but recoverable, conditions (LOG_WARNING).

        
      

      
        	
          notice

        
        	
          Specifies important informational messages (LOG_NOTICE). Messages without a priority designation are mapped into this priority. These are more important than informational messages, but not warnings.

        
      

      
        	
          info

        
        	
          Specifies informational messages (LOG_INFO). These messages can be discarded, but are useful in analyzing the system.

        
      

      
        	
          debug

        
        	
          Specifies debugging messages (LOG_DEBUG). These messages may be discarded.

        
      

      
        	
          none

        
        	
          Excludes the selected facility. This priority level is useful only if preceded by an entry with an * (asterisk) in the same selector field.

        
      

    

    Destinations

    Table 6-4 lists a few of the destinations that are used in the /etc/syslog.conf file. You can use these message destinations in the action field.

    Table 6-4   Destination description for the /etc/syslog.conf file

    
      
        	
          Destination

        
        	
          Description

        
      

      
        	
          File Name

        
        	
          Full path name of a file opened in append mode.

        
      

      
        	
          @Host

        
        	
          Host name, preceded by @ (at sign).

        
      

      
        	
          User[, User][...]

        
        	
          User names.

        
      

      
        	
           *

        
        	
          All users.

        
      

    

    Using the system log

    To customize the /etc/syslog.conf file so that your required conditions are met, the system log should be updated by editing the /etc/syslog.conf file. After you have edited and added your lines to the /etc/syslog.conf file, you need to restart the syslogd daemon. You can do this by running the following commands:

    1.	Check to see what the syslogd daemon process ID is. In this case, it is 217228.

    # ps -ef | grep syslogd

        root 217228 114906   0   Nov 16      -  0:00 /usr/sbin/syslogd

        root 430306 290870   0 14:18:11  pts/0  0:00 grep syslogd

    2.	Use the stopsrc command to stop the syslogd daemon as follows:

    # stopsrc -s syslogd

    0513-044 The syslogd Subsystem was requested to stop.

    3.	Check if the syslogd daemon has been stopped successfully.

    # ps -ef | grep syslogd

    root 364610 290870   0 14:20:22  pts/0  0:00 grep syslogd

    4.	Restart the syslogd daemon. When restarting syslogd ensure that destination file exists.

    # startsrc -s syslogd

    0513-059 The syslogd Subsystem has been started. Subsystem PID is 471258.

     

    
      
        	
          Note: When specifying a destination file for syslog messages, the file must exist, as the file will not automatically be created by the syslogd. Use the touch command to create the destination file.

        
      

    

    The following are a few examples on the /etc/syslog.conf file usage.

    •To log all mail facility messages at the debug level or above to the file /tmp/mailsyslog, enter: 

    mail.debug /tmp/mailsyslog

    Where:

     –	mail is the Facility, as per Table 6-2.

     –	debug is the Priority Level, as per Table 6-3.

     –	/tmp/mailsyslog is the Destination, as per Table 6-4.

    •To send all system messages except those from the mail facility to a host named rigil, enter: 

    *.debug;mail.none @rigil

    Where:

     –	* and mail are the Facilities, as per Table 6-2.

     –	debug and none are the Priority Levels, as per Table 6-3.

     –	@rigil is the Destination, as per Table 6-4.

    •To send messages at the emerg priority level from all facilities and messages at the crit priority level and above from the mail and daemon facilities to users nick and jam, enter: 

    *.emerg;mail,daemon.crit nick, jam

    Where:

     –	*, mail and daemon are the Facilities, as per Table 6-2.

     –	emerg and crit are the Priority Levels, as per Table 6-3.

     –	nick and jam are the Destinations, as per Table 6-4.

    •To send all mail facility messages to all users' terminal screens, enter: 

    mail.debug *

    Where:

     –	mail is the Facility, as per Table 6-2.

     –	debug is the Priority Level, as per Table 6-3.

     –	* is the Destination, as per Table 6-4.

    6.2.4  Understanding AIX 5L diagnostics

    The AIX 5L diagnostic system is a collection of application modules that work together to perform fault diagnosis and detection. This collection of application modules comprise various components.

    This section describes the commands available in the diagnostic subsystem.

    •The diag command 

    •The diagrpt command

    The diag command

    The diag command performs hardware problem determination. When you suspect there is a problem, diag can assist in identification and testing. 

    The diag command has the following syntax:

    diag [ -a ] | [ -s [ -c ] ] [ -E days ] [ -e ] | [ -d Device [ -c ] [ -v ] [ -e ] [ -A ] ] | [ -B [ -c ] ] | [ -T taskname ] | [ -S testsuite ] | [ -c -d Device -L pending | complete ]

    The diagnostics menu may be displayed by typing diag and pressing the Enter key. Alternatively, diagnostics may be started with a command flag.

    The following flags perform various actions:

    -A	Advanced mode. The default is non-advanced mode. 

    -a 	Processes the changes in the hardware configuration. For example, missing or new resources. 

    -B 	Tests the base system devices, such as planar, memory, or processor. 

    -c 	Indicates that the machine will not be attended. No questions will be asked. Results are written to standard output. Normally used by shell scripts. 

    -d 	Names the resource that should be tested. The device parameter is a resource name displayed by the lscfg command. 

    -E 	Number of days used to search the error log. 

    -e 	Causes the device's diagnostic application to be run in Error Log Analysis mode. 

    -L 	Log Repair Action for a resource specified with the -d (pending) and -c (complete) flags. Use pending if the part has been replaced, but it is not yet known if this part will remain in the system. Use complete if the part has been replaced, and it is known that this part will remain in the system. 

    -S 	<testsuite>. Tests the Test Suite Group: 

    	Base System 

    	I/O Devices 

    	Async Devices 

    	Graphics Devices 

    	SCSI Devices 

    	Storage Devices 

    	Common Devices 

    	Multimedia Devices

    -s 	Causes the system to be tested in System Checkout mode. 

    -T 	Specifies a particular Task to execute. The taskstring depends on the particular task to be executed. The following taskstrings are available with the Task flag: 

    format 		Format Media 

    certify 	Certify Media 

    download 	Download Microcode 

    disp_mcode 	Display Microcode Level 

    chkspares 	Spare Sector Availability 

    identify 	PCI RAID Physical Disk Identify 

    -v 	System Verification Mode. The default is Problem Determination mode. 

     

    
      
        	
          Tip: Diagnostics may also be started using the smit menu.

        
      

    

    The diagrpt command

    The diagrpt command displays the recommended actions or conclusions made by AIX 5L diagnostics. The diagrpt command has the following syntax:

    /usr/lpp/diagnostics/bin/diagrpt [ [ -o ] | [ -s mmddyy ] | [ -a ] | [ -r ]

    If the user does not specify a flag, a scrollable menu with all diagnostic conclusion reports is displayed.

    -o 	Displays the latest diagnostic conclusion. 

    -smmddyy 	Reports a diagnosis made after the date specified (mmddyy). 

    -a 	Displays the long version of the Diagnostic Event Log. 

    -r 	Displays the short version of the Diagnostic Event Log. 

    6.3  Creating HA logical partition profiles

    This section will discuss creating an AIX 5L logical partition for the LPAR to be able to remain operational when:

    •There is a loss of a physical SCSI disk drive containing a copy of the rootvg.

    •There is a loss of an embedded SCSI I/O controller.

    •There is a loss of a physical Ethernet adapter.

    6.3.1  Determining the LPAR requirements

    A critical task in the design and implementation of an LPAR is the planning. 

    When planning for an LPAR in an HA environment, any critical hardware component should be duplicated to enable the LPAR to remain operational in the unlikely occurrence of the loss of a single critical hardware component. 

    In this scenario, we create an LPAR on an IBM eServer p5 model 570 and, where possible, allow for the loss of a single critical hardware component.

     

    
      
        	
          Note: When additional hardware components are assigned to an HA LPAR, ensure that components critical to the LPAR’s operation are duplicated to allow for the loss of a single hardware component.

        
      

    

    Our client has a requirement for an LPAR to perform the role of a database application server. The LPAR will be required to be operational 24x7, with scheduled maintenance windows available only for operating system or hardware upgrades. We name the LPAR HALPAR1.

    For this scenario the LPAR will use physical I/O devices. Planning for HA and the IBM Virtualization Engine™ (VE) will be discussed in “Providing higher availability for the VIOS” on page 301.

    6.3.2  Determine the Statement Of Requirements (SOR)

    The SOR assists you in identifying the requirements that must be delivered to our client. 

    Our client’s SOR states the following:

    1.	The LPAR must have at least one physical processor.

    2.	The LPAR will require at least 4 GB of main memory.

    3.	The LPAR will use the AIX 5L V5.3.0.0 with Recommended Maintenance Level (ML) 03. 

    4.	The LPAR must be able to continue normal operations without impact to the user with the loss of:

     –	A single physical disk drive that contains the operating system

     –	A single Ethernet Adapter

     –	A single physical disk that contains data other than operating system data. 

    5.	In the event of a loss of any resources listed in requirement 3, the server must maintain normal response times to the user.

    6.3.3  Determine the hardware environment

    Our hardware environment includes:

    •One IBM eServer p5 Model 570 

    •Three Central Electronics Components (CECs) containing a total of 12 x 1.65 GHz POWER5 processors

    •12 GB of memory

    •Two 7311 D20 I/O unit drawers

    •One 7311 D11 I/O unit drawers

    •One HMC

    •Six embedded SCSI DASD controllers

    •Three embedded 1 Gbps Ethernet (2-Port)

    •Two 10/100 Ethernet II (FC 4962) 

    •Two 2 Gigabit Fiber Channel 64-bit (FC 6228)

    •Eight 146.8 GB 15k RPM SCSI disk drive (FC 3279)

    •An IBM FAStT200 

    •The IBM Advanced Power Virtualization feature (FC 7942)

    6.3.4  Produce a Statement Of Work (SOW)

    From examining the SOW and the available hardware features in our IBM eServer p5 Model 570, we are able to determine the hardware components required to define the LPAR profile. 

    Once the requirements have been determined, we can build in the HA features to remove the SPOFs that have been listed in the SOW. 

    The root volume group

    The LPAR HALPAR1 will have rootvg installed onto one SCSI disk drive that is located in one of the SCSI Enclosure Services (SES) backplanes in CEC0. This SES will be connected to the CEC0 embedded SCSI DASD controller. If LVM mirroring was used to mirror two SCSI disks in this SES, this would be a SPOF as an unrecoverable hardware error in either the SES or embedded SCSI controller would result in a loss of access to the rootvg.

    To remove this SPOF, a second SES located in CEC1 will be assigned to HALPAR1. The rootvg will then utilize LVM mirroring across the two SES. With this HA implementation, an unrecoverable hardware error in one of the CEC SES or embedded SCSI controller would result in a loss of only a single SCSI disk drive. Though the rootvg would no longer be mirrored, the HALPAR1 could access the embedded SCSI controller, SES, and SCSI disk drive in the remaining CEC.

    To cater for the loss of an embedded SCSI controller or SES, we have included a second SCSI disk drive in each SES. This second SCSI disk drive may be used to provide LVM mirroring until the embedded SCSI controller or SES is repaired. The additional of a second “standby” disk in each SES is not considered mandatory for an HA implementation.

    Implementing AIX 5L LVM mirroring will be discussed in “Using AIX 5L LVM mirroring” on page 241.

    Ethernet Link Aggregation 

    Ethernet Link Aggregation (LA) is a network port aggregation technology that allows several Ethernet adapters to be aggregated together to form a single pseudo Ethernet adapter. 

    By implementing Ethernet LA, we are able to remove a single physical Ethernet adapter as a SPOF.

    By implementing Ethernet LA on Ethernet adapters in both CEC0 and CEC1, we can remove the loss of an Ethernet adapter or an I/O bus as a SPOF.

    Ethernet LA may be configured to either increase network bandwidth, remove a SPOF, or a combination of increasing network bandwidth and removing a SPOF.

    Implementing AIX 5L Ethernet LA will be discussed in “Ethernet Link Aggregation” on page 254. 

    Multipath I/O

    Multipath I/O (MPIO) allows supported MPIO devices to be accessed through one or more physical I/O adapters.

    With MPIO, a device can be uniquely detected through one or more physical connections or paths. A path-control module (PCM) provides the software layer path management functions. 

    An MPIO-capable device driver can control more than one type of target device. A PCM can support one or more specific devices. Therefore, one device driver can be interfaced to multiple PCMs that control the I/O across the paths to each of the target devices.

    By implementing MPIO and locating the physical adapters in both CEC0 and CEC1, we can remove the loss of an physical adapter or an I/O bus as a SPOF.

    Implementing AIX 5L MPIO will be discussed in “Multipath I/O in a SCSI environment” on page 250 and “MPIO in the client with SAN in the VIOS” on page 305.

     

    
      
        	
          Note: MPIO provides multiple physical paths to a specific device. Make sure that the data residing on the MPIO device is highly available (for example, using LVM mirroring or RAID).

        
      

    

    The SOW will contain the following:

    •The LPAR will be named HALPAR1.

    •AIX 5L v5.3.0.0 with ML 03.

    •One 1.65GHz POWER5 processor.

    •4 GB main memory.

    •Two SCSI DASD controller.

    •Four 146.8GB 15k RPM SCSI disk drive (FC 3279).

    •The rootvg will use LVM mirroring.

    •Two 10/100 Ethernet II (FC 4962). 

    •Ethernet LA will be implemented on the FC 4962 Ethernet adapters.

    •Two 2 Gigabit Fiber Channel 64-bit (FC6228).

    •An IBM FAStT200HA.

    •MPIO will be implemented over the FC 6228 adapters to the FAStT200HA.

     

    
      
        	
          Note: The current levels of AIX, starting with ML4, are known as Technology Levels. An explanation for this change, along with important software maintenance advice, is in the The AIX 5L Service Strategy and Best Practices: AIX 5L Service Scenarios and Tools paper at:

          http://www.ibm.com/servers/eserver/support/unixservers/bestpractices.html

        
      

    

    Prerequisite tasks

    Before defining the profile, the following tasks have been performed:

    •HMC and IBM eServer p5 Model 570 must be installed.

    •HMC network custimization must be completed.

    •AIX 5L LPAR DEVLPAR1 must be defined and installed with AIX 5L V5.3.0.0 ML 03.

    6.3.5  IBM System Planning Tool

    Once you have determined which resources will be assigned to the LPAR, the IBM System Planning Tool (SPT) can be used to create a tabular snapshot of your resource locations. The SPT will assist you in determining if the LPAR has the minimum resources required to create a working partition. 

    See 4.7, “Resource planning using the System Planning Tool” on page 129, for more information on how to use SPT.

    To obtain a system report, select the Report option from the Place Hardware window, as shown in Figure 6-1. 

    [image: ]

    Figure 6-1   SPT configuration 

    The SPT output in Figure 6-2 shows the hardware Report. 

    With the SPT, we can determine that:

    •Both LPARs have valid hardware configurations.

    •The critical hardware resources for your hardware exist.
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    Figure 6-2   SPT report

    With the SPT and the latest HMC software, the steps shown in 6.3.6, “Create the LPAR” on page 225 can be automated.

    6.3.6  Create the LPAR

    This section shows you how to create the logical partition HALPAR1. 

    The task of creating an LPAR is performed on the HMC and includes:

    •Defining the LPAR name and LPAR ID

    •Defining the profile name and type

    •Assigning the memory and processor resources

    •Assigning the I/O adapter resources

    •Assigning an I/O pool (if required)

    •Assigning virtual I/O resources (if required)

    •Assigning a power controlling partition (if required)

    •Defining the optional settings 

    To create the LPAR:

    1.	Log in to the HMC and select the managed server. In our scenario, the HMC controls a singled managed server named p570-ITSO.

    Select the Server and Partition folder.

    Select Server Management.

    Figure 6-3 shows the HMC with a single IBM eServer p5 Model 570 attached managed system. There is already an LPAR named devlpar1 defined. 
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    Figure 6-3   Hardware Management Console - Server Management

    2.	Right-click the managed system p570-ITSO, and then select Create  → Logical Partition, as shown in Figure 6-4, to start the Create Logical Partition Wizard.
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    Figure 6-4   Starting the Create Logical Partition Wizard

    3.	Enter the partition ID and name, and then select the AIX or Linux button, as shown in Figure 6-5.
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    Figure 6-5   Defining the partition ID and partition name

     

    
      
        	
          Note: The Partition ID of 1 was assigned by the HMC, as that was the next free ID number that was available. 

        
      

    

    4.	Skip the definition of a workload management group by selecting the No button and then clicking Next (Figure 6-6).
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    Figure 6-6   Skipping the workload management group

    5.	When creating an LPAR, a default Profile is created. When an LPAR is activated, the resources assigned to the profile are made available to the LPAR and the AIX 5L boot process can begin. 

    An LPAR may have multiple profiles, but the first profile to be defined will be assigned as the default profile.

    Multiple profiles are an efficient way of booting the AIX 5L LPAR in different boot modes (for example, Normal, SMS, and Diagnostics modes) or if you require your profile to be activated with differing hardware resources.

    In this case, we wish the profile to activate the LPAR in normal boot mode and assign our default hardware resources. We name the profile Normal.

    Figure 6-7 shows the Create Logical Partition Profile window.
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    Figure 6-7   Create Logical Partition Profile window

     

    
      
        	
          Note: If the check box Use all resources in the system is checked, the logical partition being defined will get all the resources in the managed system. 

        
      

    

    6.	Choose the memory settings, as shown in Figure 6-8.

    Define the memory that the LPAR will have available. 

    DLPAR operations may be performed only within the minimum and maximum memory ranges. Our LPAR requires 4 GB of memory, but we set the maximum memory to 6 GB. This will allow us to perform a DLPAR operation between the 4 GB to 6 GB ranges. A DLPAR operation outside of this range would require the reboot of the LPAR. 

    Increasing the maximum memory setting for an LPAR may increase the amount of memory required by the Power Hypervisor. You can use the SPT to estimate the amount of memory that the Power Hypervisor will require. 

    The SPT calculation is only an estimation. The total amount of memory required by the Power Hypervisor will depend on several variables.
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    Figure 6-8   Partition memory settings

     

    
      
        	
          Restriction: The following restrictions apply to Figure 6-8.

          •If the managed system is not able to provide the minimum amount of memory, the partition will not start.

          •You cannot dynamically increase the amount of memory in a partition to more than the defined maximum. If you want more memory than the maximum, the partition needs to be brought down and the profile updated, and then reactivate the partition.

        
      

    

    7.	Select the Dedicated check box for processor allocation, as shown in Figure 6-9.
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    Figure 6-9   Dedicated processor allocation

     

    
      
        	
          Note: In this scenario, we have only two LPARs on our IBM eServer p5 Model 570. For this reason, we choose to assign a dedicated processor.

          Using shared processors may provide increased flexibility and granularity in environments that do not require the processing power of a full dedicated POWER5 processor unit.

        
      

    

     

    
      
        	
          Restriction: The following restrictions apply to the processor settings:

          •The partition will not start if the managed system cannot provide the minimum amount of processing units.

          •You cannot dynamically increase the amount of processing units to more than the defined maximum. If you want more processing units, the partition needs to be brought down, the profile updated and then reactivated the partition.

        
      

    

     

    8.	Specify the processing allocation. In this scenario, the HALPAR1 LPAR requires a single processor. Figure 6-10 shows the Processing Settings selection window.
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    Figure 6-10   Processing Settings selection window

    9.	Select the physical resources you want to allocate to the LPAR.

    We have determined that our SCSI, Ethernet, and Fibre Channel I/O adapters will be located on both CEC0 and CEC1. 

    In our scenario, CEC0 is Unit U7879.001.DQD186N and CEC1 is Unit U7879.001.DQD185T.

    By using two adapters for high availability and allocating one adapter onto each CEC, we eliminate a single adapter or I/O bus as a SPOF.

    Figure 6-11 shows the selection for HA setup. Click on Next when you have completed your selection.
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    Figure 6-11   Physical I/O selection 

    10.	An I/O pool is a group of I/O adapters that can be taken over and used by any of a specified group of LPARs without the active intervention of the HMC.

    If you add an I/O device to a partition profile, and the I/O device belongs to an I/O pool, then this wizard automatically adds the I/O pool to the partition profile. You cannot remove the I/O pool from the partition profile unless you remove the I/O device from the I/O pool or you remove the I/O device from the partition profile.

    When you activate this partition profile, the managed system automatically adds the I/O pools contained in the partition profile to the logical partition.

    For our scenario, we do not use the I/O pools feature, as we have chosen to dedicate and control the assignment of the I/O devices.

    Skip the I/O pools setting, as shown in Figure 6-12, by clicking Next.
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    Figure 6-12   I/O pools window

    11.	Skip specifying virtual I/O adapters by selecting the No button.

    Figure 6-13 shows the Virtual I/O adapter window.
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    Figure 6-13   Skipping virtual I/O adapter definitions

    12.	By defining a power controlling partition, we can define an LPAR that has the authority to power up or power down the logical partition that is associated with this partition profile.

    Using this option can be useful in environments that require one LPAR to be activated prior to another LPAR. In our scenario, we do not require a power controlling partition.

    Skip the settings for power controlling partitions, as shown in Figure 6-14, by clicking Next.
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    Figure 6-14   Skipping settings for power controlling partitions

    13.	Select Normal for your boot mode setting, as shown in Figure 6-15.
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    Figure 6-15   Boot mode setting selection

     

    
      
        	
          Note: If you wish the LPAR to automatically start when the manages system is activated, you may select the Automatically start with managed system box. We choose to leave this function turned off to provide more flexibility and control the startup of the LPAR when the managed system is powered on or off.

        
      

    

    14.	Carefully check the settings you had previously chosen for the partition, as shown in Figure 6-16, and then launch the partition creation wizard by clicking Finish when done.

    [image: ]

    Figure 6-16   Logical Partion Profile Summary window

    15.	Once Finish is clicked, the working window will be shown during the partition creation process (see Figure 6-17).
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    Figure 6-17   Status window

    16.	A few seconds after the status window finishes processing, you will be able to see the HALPAR1 partition defined on the Server Management screen. 

    The HALPAR1 LPAR is now ready to be activated and have AIX 5L installed.

    [image: ]

    Figure 6-18   Hardware Management Console - Server Management

    17.	This step is optional and is not required to activate the LPAR.

    Create a profile that may be used to activate the LPAR into System Management Services (SMS) mode.

     

    
      
        	
          Tip: If you wish to create another profile that may be used for activating the LPAR into System Management Services (SMS) mode, use the Copy Profile option on the menu.

        
      

    

    This completes the creation of an HA logical partion profile.

    6.4  Using AIX 5L LVM mirroring

    The Logical Volume Manager (LVM) is a set of operating system commands, library subroutines, and other tools that allow the administrator to establish and control logical volume storage in AIX 5L. The LVM controls disk resources by mapping data between a logical view of storage space and the physical disk layer. The LVM does this by using a layer of device driver code that runs above the traditional physical device layer of device drivers. This logical view of the disk storage is provided to applications and is independent of the underlying physical disk structure. Figure 6-19 illustrates the layout of those components.

    

    Figure 6-19   Application layer, LVM, and physical layer 

    6.4.1  The basics of LVM mirroring

    The basic concept of mirroring is simple: Keep copies of the data in different locations to eliminate the possibility of data loss upon disk block failure situation. From the high-availability point of view, mirrored data should be located on separate physical disks, and using separate I/O adapters. Furthermore, put each disk into a separate disk drawer to protect the data loss when a power failure situation occurs (but the degree of high-availability depends on the physical peripheral availability and costs). 

    The term physical volume (PV) will be used to refer to the commonly used names in hdisk, physical disk, disk drive, hard drive, and Direct Access Storage Device (DASD).

    When discussing LVM mirroring, it is common to hear a volume group (VG) referred to as a mirrored volume group. While a VG that contains only logical volumes that are mirrored may be referred to as a mirrored VG, it is important to understand that LVM mirroring is performed on the Logical Volume (LV), not the VG. The mirrorvg command will mirror LVs in a VG, but any LVs added after the mirrorvg command is executed will not be mirrored. For LVs added after the initial use of the mirrorvg command, the mklvcopy command should be used for each LV defined that requires mirroring. 

    This chapter will guide you in the setup of LVM mirroring by showing examples of commands and syntax. AIX 5L can create an LV with up to three mirrors, but for our example mirroring, we mirror the rootvg with a two copies utilizing two hard disks. 

    Table 6-5 explains LVM mirroring and the relationship of the LP to PP.

    Table 6-5   LVM LP to PP explanation 

    
      
        	
          Number of LVM mirrors

        
        	
          Recommended number of hdisks

        
        	
          Number of LPs

        
        	
          Number of PPs per LP

        
      

      
        	
          1

        
        	
          1

        
        	
          1

        
        	
          1

        
      

      
        	
          2

        
        	
          2

        
        	
          1

        
        	
          2

        
      

      
        	
          3

        
        	
          3

        
        	
          1

        
        	
          3

        
      

    

     

    
      
        	
          Note: While the setup of LVM mirroring may be performed as a concurrent activity, we recommend that this task be undertaken when system activity is not high, as the initial LV synchronization may be I/O intensive and may impact the I/O throughput of the PVs being synchronized.

        
      

    

    To summarize:

    •The LVM creates mirrors at the LV layer.

    •The VG or file system is not mirrored, only the LV is mirrored.

    •Any LVs created in a mirrored VG are not mirrored by default. 

    •When a creating a mirrored LV, ensure that you synchronize LV copies. Depending on the flags chosen with mklvcopy, synchronization may not be performed by default.

    6.4.2  Mirroring the rootvg 

    This section will discuss implementing LVM mirroring of the rootvg. LVM mirroring may be used on volume groups other than rootvg, but for this scenario, we outline the rootvg only.

    1.	Before you begin, ensure that you have:

     –	An LPAR or stand-alone system with AIX 5L installed

     –	Two physical or virtual disk drives available for rootvg

     –	The root user ID authority

     

    
      
        	
          Important: This example assumes that you have installed the rootvg on a single disk drive. If your rootvg is not mirrored, but is spread over multiple volumes, you must first consolidate your rootvg logical volumes to a single disk drive. 

        
      

    

    2.	Determine the PVs that you have available. The output from the lsdev command shows that there are two PVs available to AIX 5L. Each PV is connected using a separate I/O adapter and is located in a separate disk drawer. In this case, the PVs are each located in a different Central Electronics Complex (CEC). Mirroring hdisk0 to hdisk1 will result in a mirrored rootvg that provides HA by removing a SPOF in PV, I/O adapter, or disk drawer/CEC.

    # lsdev -Cc disk

    hdisk0 Available 03-08-00-4,0 16 Bit LVD SCSI Disk Drive

    hdisk1 Available 06-08-00-5,0 16 Bit LVD SCSI Disk Drive

    # lspv

    hdisk0          00c7cd9e1f89130b                    rootvg          active

    hdisk1          none                                None

    #lscfg -vl hdisk0 | grep hdisk

      hdisk0           U7879.001.DQD186N-P1-T12-L4-L0  16 Bit LVD SCSI Disk Drive (73400 MB)

    # lscfg -vl hdisk1 | grep hdisk

      hdisk1           U7879.001.DQD186K-P1-T12-L5-L0  16 Bit LVD SCSI Disk Drive (73400 MB)

    #

     

    
      
        	
          Tip: Using PVs of the same size is recommended. Using PVs of dissimilar sizes is possible, though the LVs will not be able to exceed the capacity of the smallest PV without adding additional PVs. Introducing an odd number of PVs into a mirrored environment may increase the complexity of your mirroring. Remember: Keep your mirroring as straightforward as possible.

        
      

    

    3.	List the VG contents to determine the LV names and the LV state. You will see that the LP to PP ratio is 1:1 and only a single PV is utilized for each LV. This 1:1 ratio, when used in conjunction with the output, confirms that we have a VG that is not mirrored. 

    # lsvg -l rootvg

    rootvg:

    LV NAME             TYPE       LPs   PPs   PVs  LV STATE      MOUNT POINT

    hd5                 boot       1     1     1    closed/syncd  N/A

    hd6                 paging     4     4     1    open/syncd    N/A

    hd8                 jfs2log    1     1     1    open/syncd    N/A

    hd4                 jfs2       1     1     1    open/syncd    /

    hd2                 jfs2       8     8     1    open/syncd    /usr

    hd9var              jfs2       1     1     1    open/syncd    /var

    hd3                 jfs2       1     1     1    open/syncd    /tmp

    hd1                 jfs2       1     1     1    open/syncd    /home

    hd10opt             jfs2       1     1     1    open/syncd    /opt

    pdump_lv            sysdump    2     2     1    open/syncd    N/A

    #

    4.	Add the PV hdisk1 to the rootvg. 

    a.	List the status of the PVs and VG prior to extending the VG:

    # lspv

    hdisk0          00c7cd9e1f89130b                    rootvg          active

    hdisk1          none                                None

    #

    # lsvg rootvg

    VOLUME GROUP:       rootvg                   VG IDENTIFIER:  00c7cd9e00004c0000000107706a336c

    VG STATE:           active                   PP SIZE:        128 megabyte(s)

    VG PERMISSION:      read/write               TOTAL PPs:      546 (69888 megabytes)

    MAX LVs:            256                      FREE PPs:       525 (67200 megabytes)

    LVs:                10                       USED PPs:       21 (2688 megabytes)

    OPEN LVs:           9                        QUORUM:         2

    TOTAL PVs:          1                        VG DESCRIPTORS: 2

    STALE PVs:          0                        STALE PPs:      0

    ACTIVE PVs:         1                        AUTO ON:        yes

    MAX PPs per VG:     32512                                    0

    MAX PPs per PV:     1016                     MAX PVs:        32

    LTG size (Dynamic): 256 kilobyte(s)          AUTO SYNC:      no

    HOT SPARE:          no                       BB POLICY:      relocatable

    b.	Add the PV hdisk1 into the VG with the extendvg command. If your PV has been previously owned by a VG, you may need to use the extendvg -f flag. 

    # extendvg rootvg hdisk1

    #

    c.	After extending the VG, list the status of the PVs and VG. If PV hdisk1 did not have a physical volume identifier (PVID), a PVID will be assigned when the PV is added into the VG. The rootvg now has 1092 PPs, which is twice the number prior to the PV hdisk1 being added to the VG. Take notice of the quorum setting of 2. We modify this in a later step.

    # lspv

    hdisk0          00c7cd9e1f89130b                    rootvg          active

    hdisk1          00c7cd9e76c83540                    rootvg          active

    # lsvg rootvg

    VOLUME GROUP:       rootvg                   VG IDENTIFIER:  00c7cd9e00004c0000000107706a336c

    VG STATE:           active                   PP SIZE:        128 megabyte(s)

    VG PERMISSION:      read/write               TOTAL PPs:      1092 (139776 megabytes)

    MAX LVs:            256                      FREE PPs:       1071 (137088 megabytes)

    LVs:                10                       USED PPs:       21 (2688 megabytes)

    OPEN LVs:           9                        QUORUM:         2

    TOTAL PVs:          2                        VG DESCRIPTORS: 3

    STALE PVs:          0                        STALE PPs:      0

    ACTIVE PVs:         2                        AUTO ON:        yes

    MAX PPs per VG:     32512                                    0

    MAX PPs per PV:     1016                     MAX PVs:        32

    LTG size (Dynamic): 256 kilobyte(s)          AUTO SYNC:      no

    HOT SPARE:          no                       BB POLICY:      relocatable

    #

    5.	Once the PV hdisk1 has been extended into the rootvg, we can configure LVM mirroring with the mirrorvg command. One advantage in using mirrorvg for rootvg mirroring is that any system dump (SYSDUMP) space will not be mirrored. A SYSDUMP LV should remain unmirrored, relying instead on a primary SYSDUMP space on hdisk0 and secondary SYSDUMP space on hdisk1. 

    # mirrorvg -S rootvg

    0516-1124 mirrorvg: Quorum requirement turned off, reboot system for this

            to take effect for rootvg.

    0516-1126 mirrorvg: rootvg successfully mirrored, user should perform

            bosboot of system to initialize boot records.  Then, user must modify

            bootlist to include:  hdisk0 hdisk1.

    #

    Once the # prompt returns, the LVs will begin to synchronize. The timeframe for synchronizing will depend upon the I/O throughput rate of your PVs, the activity on your system, and the size of the rootvg. 

     

    
      
        	
          Important: The mirrorvg -S command and flag will synchronize the LVs as a background task. Ensure that all LVs are synchronized prior to a reboot of your server. You can check for LV synchronization with the lsvg -l rootvg command from step 3 previously.

        
      

    

    6.	Once the LVs are synchronized, our lsvg -l output is as follows:

    # lsvg -l rootvg

    rootvg:

    LV NAME             TYPE       LPs   PPs   PVs  LV STATE      MOUNT POINT

    hd5                 boot       1     2     2    closed/syncd  N/A

    hd6                 paging     4     8     2    open/syncd    N/A

    hd8                 jfs2log    1     2     2    open/syncd    N/A

    hd4                 jfs2       1     2     2    open/syncd    /

    hd2                 jfs2       8     16    2    open/syncd    /usr

    hd9var              jfs2       1     2     2    open/syncd    /var

    hd3                 jfs2       1     2     2    open/syncd    /tmp

    hd1                 jfs2       1     2     2    open/syncd    /home

    hd10opt             jfs2       1     2     2    open/syncd    /opt

    pdump_lv            sysdump    2     2     1    open/syncd    N/A

    #

    You will see that the LP to PP ratio is now 1:2, with two PVs listed. The pdump_lv has not been mirrored, as this has a TYPE of SYSDUMP. 

    7.	A secondary SYSDUMP device should now be defined on hdisk1 and activated. For this task, we use the mklv and the sysdumpdev commands. Make the secondary SYSDUMP device the same size as the primary SYSDUMP device. If you are unsure of the size to create the SYSDUMP device, an estimation may be made with the sysdumpdev -e command and ensure both SYDDUMP devices are set to the estimated size.

    a.	Display the current SYSDUMP settings:

    # sysdumpdev -l

    primary              /dev/pdump_lv

    secondary            /dev/sysdumpnull

    copy directory       /var/adm/ras

    forced copy flag     TRUE

    always allow dump    FALSE

    dump compression     ON

    #

    b.	Define the secondary SYSDUMP device, as shown in the following example:

    # mklv -c 1 -t sysdump -y sdump_lv rootvg 2 hdisk1

    sdump_lv

    #

    c.	You will see the secondary SYSDUMP device dump_lv. The LV is in a closed/synced state because the LV has not yet been defined as a SYSDUMP device using the sysdumpdev command:

    # lsvg -l rootvg

    rootvg:

    LV NAME             TYPE       LPs   PPs   PVs  LV STATE      MOUNT POINT

    hd5                 boot       1     2     2    closed/syncd  N/A

    hd6                 paging     4     8     2    open/syncd    N/A

    hd8                 jfs2log    1     2     2    open/syncd    N/A

    hd4                 jfs2       1     2     2    open/syncd    /

    hd2                 jfs2       8     16    2    open/syncd    /usr

    hd9var              jfs2       1     2     2    open/syncd    /var

    hd3                 jfs2       1     2     2    open/syncd    /tmp

    hd1                 jfs2       1     2     2    open/syncd    /home

    hd10opt             jfs2       1     2     2    open/syncd    /opt

    pdump_lv            sysdump    2     2     1    open/syncd    N/A

    sdump_lv            sysdump    2     2     1    closed/syncd  N/A

    #

    d.	Define the SYSDUMP device, as shown in the following example:

    # sysdumpdev -s /dev/sdump_lv -P

    primary              /dev/pdump_lv

    secondary            /dev/sdump_lv

    copy directory       /var/adm/ras

    forced copy flag     TRUE

    always allow dump    FALSE

    dump compression     ON

    e.	Display the rootvg after running the sysdumdev command. The sdump_lv is now in an open STATE:

    # lsvg -l rootvg

    rootvg:

    LV NAME             TYPE       LPs   PPs   PVs  LV STATE      MOUNT POINT

    hd5                 boot       1     2     2    closed/syncd  N/A

    hd6                 paging     4     8     2    open/syncd    N/A

    hd8                 jfs2log    1     2     2    open/syncd    N/A

    hd4                 jfs2       1     2     2    open/syncd    /

    hd2                 jfs2       8     16    2    open/syncd    /usr

    hd9var              jfs2       1     2     2    open/syncd    /var

    hd3                 jfs2       1     2     2    open/syncd    /tmp

    hd1                 jfs2       1     2     2    open/syncd    /home

    hd10opt             jfs2       1     2     2    open/syncd    /opt

    pdump_lv            sysdump    2     2     1    open/syncd    N/A

    sdump_lv            sysdump    2     2     1    open/syncd    N/A

    #

    f.	To ensure that the SYSDUMP devices that are on separate PVs display the PV location of the LV, use the lslv command. This will also show that each SYSDUMP device has only a single copy:

    #lslv -m pdump_lv

    pdump_lv:N/A

    LP    PP1  PV1               PP2  PV2               PP3  PV3

    0001  0115 hdisk0

    0002  0116 hdisk0

    # lslv -m sdump_lv

    sdump_lv:N/A

    LP    PP1  PV1               PP2  PV2               PP3  PV3

    0001  0115 hdisk1

    0002  0116 hdisk1

    #

    g.	At this point, all the LVs in the VG that should be mirrored are mirrored. To ensure that the system can reboot in the event of the loss of a single rootvg PV, we need to ensure that the boot logical volume (BLV), quorum, and bootlist are updated. For this, we use the bosboot and bootlist commands:

    # bosboot -ad /dev/hdisk0

     

    bosboot: Boot image is 22966 512 byte blocks.

    # bosboot -ad /dev/hdisk1

     

    bosboot: Boot image is 22966 512 byte blocks.

    #

    After recreating both copies of the BLV, update the normal mode bootlist with both hdisk0 and hdisk1. The normal mode bootlist is used to determine which disks should be read for the existence of a BLV for a normal boot. If you wish to add the CD-ROM device to your bootlist, though this is not required, a situation where the system had lost both PVs generally requires the server to be booted into service mode. Booting in service mode would bypass the normal mode bootlist:

    # bootlist -m normal hdisk0 hdisk1

    # bootlist -m normal -o

    hdisk0

    hdisk1

    #

    h.	To complete the mirroring, reboot the server. This will set the quorum to 1, which ensures that the VG will be kept online with a single PV. A quorum of 1 is required for a mirrored rootvg with two disks. Setting a quorum to 1 is also known as switching off quorum:

    # shutdown -Fr

    After the reboot, log in and run the lsvg command. Quorum is now set to 1. The mirroring of rootvg is complete:

    # lsvg rootvg

    VOLUME GROUP:       rootvg                   VG IDENTIFIER:  00c7cd9e00004c0000000107706a336c

    VG STATE:           active                   PP SIZE:        128 megabyte(s)

    VG PERMISSION:      read/write               TOTAL PPs:      1092 (139776 megabytes)

    MAX LVs:            256                      FREE PPs:       1050 (134400 megabytes)

    LVs:                11                       USED PPs:       42 (5376 megabytes)

    OPEN LVs:           10                       QUORUM:         1

    TOTAL PVs:          2                        VG DESCRIPTORS: 3

    STALE PVs:          0                        STALE PPs:      0

    ACTIVE PVs:         2                        AUTO ON:        yes

    MAX PPs per VG:     32512                                    0

    MAX PPs per PV:     1016                     MAX PVs:        32

    LTG size (Dynamic): 256 kilobyte(s)          AUTO SYNC:      no

    HOT SPARE:          no                       BB POLICY:      relocatable

    #

    This completes the process of mirroring a rootvg.

    There are several key points to consider when incorporating LVM mirroring into an AIX 5L HA environment:

    Data Location		Each copy of a Physical Partition (PP) must be located on a separate Physical Volume (PV). If copies of a PP are located on the same PV, then the will result in data loss.

    PV Location	If your hardware is configured with independent drawer enclosures, then each PV should be located in a separate drawer.

    I/O Adapter	Using separate I/O apapters connected to dual drawer enclosures will protect against the unlikely event of the loss of a single I/O adapter. 

    Quorum	Ensure that your quorum setting is correctly set.

    Bootlist	When using LVM mirroring of rootvg, ensure that your bootlist is configure for each PV containing a mirrored PP copy.

    6.5  Multipath I/O in a SCSI environment 

    This section will describe the cabling of SCSI devices when using MPIO. The use of MPIO is further discussed in “MPIO in the client with SAN in the VIOS” on page 305.

    6.5.1  Managing MPIO-capable devices

    The Multipath I/O (MPIO) feature can be used to define alternate paths to a device for failover purposes. Failover is a path-management algorithm that improves the reliability and availability of a device because the system automatically detects when one I/O path fails and re-routes I/O through an alternate path. 

    Beginning with AIX 5L V5.2, all Self Configuring SCSI Devices (SCSI SCSD) disk drives are automatically configured as MPIO devices and a selected number of Fibre Channel disk drives can be configured as MPIO Other disk. Other devices can be supported, providing the device driver is compatible with the MPIO implementation in AIX 5L. 

    MPIO is installed and configured as part of the Base Operating System (BOS) installation. 

     

    
      
        	
          Tip: When a SCSI SCSD device is configured to AIX 5L, the device will automatically be configured as an MPIO device, even if the device has only a single path. Use the lspath command to display the paths available for an MPIO device. If a single path is displayed, the device supports MPIO, but is not configured as an MPIO device.

        
      

    

    No further configuration is required, but you can add, remove, reconfigure, enable, and disable devices (or device paths) using SMIT, Web-based System Manager, or the command-line interface. 

    The following commands help manage MPIO paths:

    mkpath 	Adds a path to a target device. 

    rmpath 	Removes a path to a target device. 

    chpath 	Changes an attribute or the operational status of a path to a target device. 

    lspath 	Displays information about paths to a target device. 

    6.5.2  Cabling a SCSI device as an MPIO device

    A SCSI device can be supported by a maximum of two adapters when configured as an MPIO capable device. 

    To cable a parallel SCSI device as an MPIO device, use the following simple configuration as an example. 

     

    
      
        	
          Important: The following configuration is an example of a minimum configuration and is designed to explain the concept of MPIO. Your device might require additional configuration.

        
      

    

    1.	With the power off, install two SCSI adapters. 

    2.	Cable the device to both SCSI adapters. 

    3.	Power on the system. 

    4.	Since all SCSI adapters come with SCSI ID 7 configured, and if the adapter with the ID 6 fails, it cannot be hot swapped for repair, since it would collide with the SCSI ID 7 existing in the system. We recommend that you change both SCSI IDs of both the adapters (for example, to 5 and 6) if you want to hot swap the SCSI adapters and maintain the OS online.

    Our LPAR has two SCSI adapters that we plan to configure for MPIO. The adapters are scsi4 and scsi5. We change the SCSI ID of the scsi5 adapter to 6.

    To list the adapter SCSI ID, use the lsattr command:

    # lsattr -El scsi4

    id             7       Host Adapter Bus SCSI ID           True

    max_bus_speed  320     Maximum SCSI Bus Speed in MB/s     True

    qas_capability Disable QAS (Quick Arbitration) Capability False

    wide_enabled   yes     Enable Wide SCSI bus               True

    # lsattr -El scsi5

    id             7       Host Adapter Bus SCSI ID           True

    max_bus_speed  320     Maximum SCSI Bus Speed in MB/s     True

    qas_capability Disable QAS (Quick Arbitration) Capability False

    wide_enabled   yes     Enable Wide SCSI bus               True

    #

    5.	If the scsi5 adapter controls any child devices, these child devices will need to be removed from the AIX 5L ODM prior to the SCSI ID being changed. 

    Attempting to change the SCSI ID while you have SCSI child devices assigned will produce the follow error:

    # chdev -l scsi5 -a id=6

    Method error (/usr/lib/methods/chgsisphysb):

            0514-029 Cannot perform the requested function because a

                     child device of the specified device is not in a correct state.

    #

    To remove the child SCSI devices from the scsi5 adapter, use the rmdev command with the -p flag:

    # rmdev -p scsi5 -d

    hdisk9 deleted

    hdisk10 deleted

    ses3 deleted

    #

     

    
      
        	
          Note: The -p flag can be used to remove the SCSI child devices from the AIX 5L ODM. This ensures that the SCSI ID of 6 will not be in use by one of the SCSI child devices. Using the rmdev command without the -p flag will place the SCSI child devices into a defined state.

        
      

    

    6.	To change the SCSI ID to 6 on the scsi5 adapter, use the chdev command:

    # chdev -l scsi5 -a id=6

    scsi5 changed

    #

    7.	Display the scsi4 and scsi5 adapters. The scsi4 card remains as SCSI ID 7, but the scsi5 card now has a SCSI ID of 6:

    # lsattr -El scsi4

    id             7       Host Adapter Bus SCSI ID           True

    max_bus_speed  320     Maximum SCSI Bus Speed in MB/s     True

    qas_capability Disable QAS (Quick Arbitration) Capability False

    wide_enabled   yes     Enable Wide SCSI bus               True

    # lsattr -El scsi5

    id             6       Host Adapter Bus SCSI ID           True

    max_bus_speed  320     Maximum SCSI Bus Speed in MB/s     True

    qas_capability Disable QAS (Quick Arbitration) Capability False

    wide_enabled   yes     Enable Wide SCSI bus               True

    #

    8.	Run the cfgmgr command. 

    9.	To verify the configuration, type the following on the command line: 

    lspath -l hdiskX

    where X is the logical number of the newly configured device. The command output should display two paths and their status.

     

    Figure 6-20 shows a basic SCSI cabling diagram for MPIO.
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    Figure 6-20   Cabling SCSI for MPIO

    6.6  Ethernet Link Aggregation 

    The section will introduce the Ethernet Link Aggregation features available in AIX 5L. 

    6.6.1  Understanding Ethernet Link Aggregation 

    Ethernet Link Aggregation (LA) is a network port aggregation technology that allows several Ethernet adapters to be combined to form a single pseudo Ethernet adapter. This technology is often used to overcome the bandwidth limitation of a single network adapter and avoid bottlenecks when sharing one network adapter among many client partitions.

    The main benefit of a LA is that it has the network bandwidth of all of its adapters in a single network presence. If an adapter fails, the packets are automatically sent on the next available adapter without disruption to existing user connections. The adapter is automatically returned to service on the aggregated link when it recovers. Thus, LA also provides some degree of increased availability. A link or adapter failure will lead to a performance degradation, but not a disruption.

    An example of Ethernet LA would be to use the physical ent0 and ent1 Ethernet adapters to created an aggregated ent2 device. The AIX 5L system considers these physical aggregated adapters as one pseudo adapter. The interface en2 would then be configured with an IP address. Therefore, IP is configured as any other Ethernet adapter. In addition, all adapters in the aggregated link are given the same hardware (MAC) address, so they are treated by remote systems as if they were one adapter. Figure 6-23 on page 260 shows the physical to pseudo relationship used in Ethernet LA.

    When adapters are used in an aggregated link, the physical adapter and interface become exclusively accessible through the pseudo Ethernet device. In this example, the physical adapters ent0 and ent1 become exclusively accessible through the ent2 pseudo Ethernet device. You could not, for example, attach a network interface en0 to ent0, as long as ent0 is a member of an EtherChannel or Link Aggregation.

    Ethernet LA should only be used with physical Ethernet adapters. In a virtualized environment, physical Ethernet adapter redundancy and increased bandwidth can be achieved with the use of dual Virtual I/O Servers and Virtual Ethernet devices. The IBM Virtualization Engine (VE) will be discussed later in the chapter.

     

    
      
        	
          Restriction: The use of Ethernet adapters of different speeds in an aggregated link is not supported. For example, an LA device containing a 10/100  Mbps and 1 Gbps adapter would be an unsupported configuration.

        
      

    

    6.6.2  EtherChannel or Ethernet LA

    There are two variants of Link Aggregation supported in AIX 5L:

    •Cisco EtherChannel (EC)

    •IEEE 802.3ad Link Aggregation (LA)

    While EC is a Cisco-specific implementation of adapter aggregation, LA follows the IEEE 802.3ad standard. Table 6-6 shows the main differences between EC and LA.

    Table 6-6   Main differences between EC and LA aggregation

    
      
        	
          Cisco EtherChannel

        
        	
          IEEE 802.3ad Link Aggregation

        
      

      
        	
          Cisco-specific.

        
        	
          Open Standard.

        
      

      
        	
          Requires switch configuration.

        
        	
          Little, if any, configuration of switch required to form aggregation. Some initial setup of the switch may be required.

        
      

      
        	
          Supports different packet distribution modes.

        
        	
          Does not support round_robin mode.

        
      

    

    The main benefit of using LA is that if the switch supports the Link Aggregation Control Protocol (LACP), no special configuration of the switch ports is required. The benefit of EC is the support for round_robin distribution mode. 

    In the remainder of this redbook, we use Link Aggregation where possible since that is considered a more universally understood term.

     

    
      
        	
          Note: The use of EtherChannel over virtual Ethernet adapters is not supported. Ethernet LA supports virtual Ethernet adapters in NIB mode only. The use of Ethernet LA NIB is discussed later in 6.6.3, “Ethernet LA modes” on page 256.

        
      

    

    6.6.3  Ethernet LA modes

    Ethernet LA may be configured in various modes. In the following examples, we describe three scenarios in which Ethernet LA has been used to either increase network bandwidth, remove a SPOF, and produce a combination of increasing network bandwidth and removing a SPOF.

    Ethernet LA 

    In instances where performance is more critical than availability, Ethernet LA may be used to increase the network bandwidth available to the LPAR by creating a pseudo Ethernet adapter comprised of a group of physical Ethernet adapters. 

    The main benefit of Ethernet LA is that it is able to utilize the network bandwidth of up to eight physical adapters in a single network presence. If an adapter fails, the packets are automatically sent on the next available adapter without disruption to existing user connections. A failed adapter is automatically returned to service on the LA when it recovers. 

    Ethernet LA also provides some degree of increased availability, as a link or adapter failure will lead to a performance degradation, but not a disruption to network connectivity.

    When using Ethernet LA to increase bandwidth, all physical Ethernet adapters are active and must be connected to the same Ethernet switch. Because all physical Ethernet adapters must be connected to the same Ethernet switch, this mode of Ethernet LA cannot be considered an HA networking solution.

    The following are the advantages of Ethernet LA: 

    •Use of multiple physical adapters increases network I/O bandwidth

    •Use of multiple Ethernet adapters removes single Ethernet adapter as a SPOF

    The following are the restrictions:

    •All Ethernet adapters must be connected to the same Ethernet switch. The Ethernet switch becomes a SPOF.

    Figure 6-21 shows the aggregation of four adapters to a single pseudo Ethernet device. The Ethernet adapters ent0 to ent3 are aggregated for bandwidth, and must all be connected to the same Ethernet switch. This solution would provide a high bandwidth connection and fault tolerance, as the loss of a single Ethernet adapter would reduce bandwidth while maintaining the thee active adapters. 
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    Figure 6-21   Ethernet LA

    Ethernet LA - High Availability plus Bandwidth (HA+B)

    Ethernet LA offers an alternative solution when implementing an HA networking solution. 

    Ethernet LA (HA+B) adds a Backup Ethernet adapter to the aggregated link pseudo device to allow for the loss of an entire Ethernet switch. 

    Up to eight physical adapters may be defined as Primary adapters. These Primary Ethernet adapters must be connected to one Ethernet switch.

    An additional adapter is defined as the Backup adapter. The Backup Ethernet adapter should be connected to a second Ethernet switch.

    The recommended HA+B solution is to connect the Primary and Backup adapters to different Ethernet switches.

     

    
      
        	
          Important: When the Primary and Backup adapters are connected to separate Ethernet switches, the switches must be interconnected so that each switch is able to see the other’s traffic. For further information about IEEE 8023ad standards and Ethernet switch interconnectivity, consult your Ethernet switch support documentation.

        
      

    

    All network traffic is directed through the Primary Ethernet adapters. If all Primary Ethernet adapters suffer a link failure (for example, their network cables are unplugged, or the switch fails), then AIX 5L will direct the network traffic from the Primary Ethernet adapters to the Backup Ethernet adapter.

    The following are the advantages of HA+B:

    •Use of multiple physical adapters increases network I/O bandwidth.

    •By using multiple Ethernet adapters, a single Ethernet adapter ceases to be a SPOF.

    •By using a Backup Ethernet adapter connected to a second Ethernet switch, both the Ethernet adapter and the Ethernet switch cease to be a SPOF.

    The following are restrictions: 

    •Only a single Ethernet adapter may be defined as a Backup adapter.

    •When implemented as HA+B, the remote host to ping feature is not available.

    Figure 6-22 shows the aggregation of four plus one adapters to a single pseudo Ethernet device, including a backup feature. The Ethernet adapters ent0 to ent3 are aggregated for bandwidth, and must all be connected to the same Ethernet switch, while ent4 connects to a different switch, but is only used for backup, for example, if the main Ethernet switch fails. 

    In Figure 6-22, the connection between the two u devices represents the switch to switch interconnection to allow each switch to see the others traffic.
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    Figure 6-22   Example of Ethernet LA HA+B

    Ethernet LA - Network Interface Backup (NIB)

    The Ethernet LA NIB option offers an HA networking solution, requiring only two Ethernet adapters.

    A Primary Ethernet adapter is connected to one Ethernet switch, while a Backup Ethernet adapter is connected to a second Ethernet switch.

    As with HA+B, if the active adapter loses link connectivity, the network traffic is directed through the Backup adapter. Once link connectivity is restored, the traffic will be redirected, and the Primary adapter will once more become active, with the Backup adapter returning to backup mode. 

    This NIB option gives the option of defining a remote host that can be sent a ping packet. This feature allows you to configure the Primary adapter to fail over to the Backup adapter when the remote host fails to respond to a pre-determined amount of ping requests.

    The following are the advantages of NIB:

    •Requires only two physical adapters.

    •By using two Ethernet adapters, a single Ethernet adapter ceases to be a SPOF.

    •By using a Backup Ethernet adapter connected to a second Ethernet switch, both the Ethernet adapter and the Ethernet switch cease to be a SPOF.

    •The remote host to ping feature is available

    The following are the restrictions:

    •In normal operation, only the Primary Ethernet adapter is used for network traffic. Ethernet LA NIB does not provide increased network bandwidth

    Figure 6-23 shows the aggregation of two adapters to a single pseudo Ethernet device, including a backup feature. The Ethernet adapters ent0 and ent1 are aggregated for NIB, and should be connected to the different Ethernet switches. The ent1 adapter is only used for backup, for example, if the ent0 adapter of the main Ethernet switch fails. 
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    Figure 6-23   Example of Ethernet LA NIB

    6.6.4  Implementing Ethernet LA 

    In this example, we have an LPAR with six physical Ethernet adapters. 

    The ent0 adapter is a 10/100 Mbps adapter and is used by AIX 5L, so it may not be used for Ethernet LA. The ent1 adapter is also a 10/100 Mbps adapter and may only be aggregated with other 10/100 Mbps adapters.

    The ent2, ent3, ent4, and ent5 are all 1 Gbps adapters and are connected to the same Ethernet switch.

    The ent2, ent3, ent4, and ent5 adapters will be used to create an aggregated link consisting of four Primary adapters. No Backup adapter will be used. 

    1.	To start configuring the LA, use the smitty etherchannel fast path. 

    Select the Add An Etherchannel / Link Aggregation option and choose the adapters that you wish to include in the aggregated link. In this example, we have chosen to use ent2, ent3, ent4, and ent5.

    Figure 6-24 shows the Etherchannel / IEEE 802.3ad Link Aggregation menu.
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    Figure 6-24   EtherChannel / IEEE 802.3ad Link Aggregation menu

    2.	The Add an Etherchannel / Link Aggregation menu will be displayed. 

    If you wish to specify a MAC address for your aggregated link device, you may chose the Enable Alternate Address option, then enter the MAC in the Alternate Address field. The default is to accept a system generated MAC address. 

    The remote host to ping option defines the address that the aggregated link device should ping to verify that the network is up. This is only valid when there is a single Primary adapter and Backup adapter (NIB mode). The default is to leave this field blank. 

    Press the Enter key to create the aggregated device. The device will be defined as ent6.

    Figure 6-25 shows the Add an Etherchannel / Link Aggregation menu.
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    Figure 6-25   Add an Etherchannel / Link Aggregation menu

    3.	Now that the link aggregated device ent6 has been created, we can configure the device with an IP address. The process of configuring an IP address on an LA device is no different from that used for a physical Ethernet adapter. 

    To start configuring the LA device, use the smitty chinet fast path.

    Figure 6-26 shows the smitty chinet fast path.

     

    
      
        	
          Note: Note that the ent6 device does not have an AIX 5L location code. This is because the ent6 LA is a pseudo device. The AIX 5L location codes refer to the physical adapter position, not the LA device.
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    Figure 6-26   The smitty chinet fast path - configure a network interface

    4.	Configure the en6 interface with an IP address and subnet mask. Press the Enter key to make the device available to AIX 5L. The LA device is now ready for use.

    Figure 6-27 shows the en6 interface being configurated with smitty chinet.
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    Figure 6-27   The smitty chinet fast path- configuring the en6 interface 

    5.	To display the en6 interface, use the ifconfig command:

    # ifconfig -a 

    en0: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.128 netmask 0xffffff00 broadcast 9.3.5.255

    en6: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.153 netmask 0xffffff00 broadcast 9.3.5.255

    lo0: flags=e08084b<UP,BROADCAST,LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT>

            inet 127.0.0.1 netmask 0xff000000 broadcast 127.255.255.255

            inet6 ::1/0

             tcp_sendspace 131072 tcp_recvspace 131072 rfc1323 1

    #

    6.	To display the characteristics of LA device, use the lsattr command. 

    The entstat command with the -d flag will list the characteristics and statistics for the LA device, as well as the physical adapters assigned to the LA device.

    6.6.5  Implementing Ethernet LA HA+B 

    In this example, we have an LPAR with six physical Ethernet adapters. 

    The ent0 adapter is a 10/100 Mbps adapter and is used by AIX 5L, so it may not be used for Ethernet LA. The ent1 adapter is also a 10/100 Mbps adapter and may only be aggregated with other 10/100 Mbps adapters.

    The ent2, ent3, ent4, and ent5 adapters are Gbps and will be used to create an aggregated link consisting of three Primary adapters and one Backup adapter. 

    The Three Primary adapters, ent2, ent3, and ent4, will be connected to one Ethernet switch. The Backup adapter ent5 will be connected to a separate Ethernet switch. The two Ethernet switches are connected by a switch to switch uplink, and enable each switch to see the others traffic.

    1.	To start configuring the LA, use the smitty etherchannel fast path. 

    Select the Add An Etherchannel / Link Aggregation option and choose the Primary adapters that you wish to include in the aggregated link. In this example, we have chosen to use ent2, ent3, and ent4.

    Figure 6-28 shows the Etherchannel / IEEE 802.3ad Link Aggregation menu.
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    Figure 6-28   EtherChannel / IEEE 802.3ad Link Aggregation menu

    2.	The Add an Etherchannel / Link Aggregation menu will be displayed. 

    If you wish to specify a MAC address for your aggregated link device, you may choose the Enable Alternate Address option, then enter the MAC in the Alternate Address field. The default is to accept a system generated MAC address. 

    The remote host to ping option defines the address that the aggregated link device should ping to verify that the network is up. This is only valid when there is a single Primary adapter and Backup adapter (NIB mode). The default is to leave this field blank. 

    Choose the Ethernet adapter to serve as the Backup adapter. In this example, we have chosen to use the ent5 adapter. The ent5 adapter is connected to a separate switch from the Primary adapters.

    Press the Enter key to create the aggregated device. The device will be defined as ent6.

    Figure 6-29 shows the Add an Etherchannel / Link Aggregation menu.
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    Figure 6-29   Add an EtherChannel / Link Aggregation menu

    3.	Now that the link aggregated device ent6 has been created, we can configure the device with an IP address. The process of configuring an IP address on an LA device is no different from that used for a physical Ethernet adapter. 

    To start configuring the LA device, use the smitty chinet fast path.

    Figure 6-30 shows the smitty chinet fast path.

     

    
      
        	
          Note: Note that the ent6 device does not have an AIX 5L location code. This is because the ent6 LA is a pseudo device. The AIX 5L location codes refer to the physical adapter position, not the LA device.
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    Figure 6-30   The smitty chinet fast path - configure a network interface

    4.	Configure the en6 interface with an IP address and subnet mask. Press the Enter key to make the device available to AIX 5L. The LA device is now ready for use.

    Figure 6-31 shows the en6 interface being configurated with smitty chinet.
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    Figure 6-31   The smitty chinet - configuring the en6 interface 

    5.	To display the en6 interface, use the ifconfig command:

    # ifconfig -a 

    en0: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.128 netmask 0xffffff00 broadcast 9.3.5.255

    en6: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.153 netmask 0xffffff00 broadcast 9.3.5.255

    lo0: flags=e08084b<UP,BROADCAST,LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT>

            inet 127.0.0.1 netmask 0xff000000 broadcast 127.255.255.255

            inet6 ::1/0

             tcp_sendspace 131072 tcp_recvspace 131072 rfc1323 1

    #

    6.	To display the characteristics of an LA device, use the lsattr command. The lsattr command will list the Primary adapters as adapter_names and the Backup adapter as backup_adapter.

    # lsattr -El ent6

    adapter_names   ent2,ent3,ent4 EtherChannel Adapters                     True

    alt_addr        0x000000000000 Alternate EtherChannel Address            True

    auto_recovery   yes            Enable automatic recovery after failover  True

    backup_adapter  ent5           Adapter used when whole channel fails     True

    hash_mode       default        Determines how outgoing adapter is chosen True

    mode            standard       EtherChannel mode of operation            True

    netaddr                        Address to ping                           True

    num_retries     3              Times to retry ping before failing        True

    retry_time      1              Wait time (in seconds) between pings      True

    use_alt_addr    no             Enable Alternate EtherChannel Address     True

    use_jumbo_frame no             Enable Gigabit Ethernet Jumbo Frames      True

    #

     

    
      
        	
          Tip: To display the characteristics of the LA device, use the entstat command. The entstat command with the -d flag will list the characteristics and statistics for the LA device as well as the physical adapters assigned to the LA device

        
      

    

    6.6.6  Implementing Ethernet LA NIB

    In this example, we have an LPAR with six physical Ethernet adapters. 

    The ent0 adapter is a 10/100 Mbps adapter and is used by AIX 5L, so it may not be used for Ethernet LA. The ent1 adapter is also a 10/100 Mbps adapter and may only be aggregated with other 10/100 Mbps adapters.

    The ent2 and ent4 adapters are Gbps and will be used to create an aggregated link consisting of three Primary adapters and one Backup adapter. 

    The Primary adapter, ent2, is connected to one Ethernet switch. The Backup adapter ent4 is connected to a separate Ethernet switch. The two Ethernet switches are connected by a switch-to-switch uplink, which enables each switch to see the others traffic.

    1.	To start configuring the LA, use the smitty etherchannel fast path. 

    Select the Add An Etherchannel / Link Aggregation option and choose the Primary adapter that you wish to include in the aggregated link. In this example, we have chosen to use ent2.

    Figure 6-32 shows the Etherchannel / IEEE 802.3ad Link Aggregation menu.
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    Figure 6-32   EtherChannel / IEEE 802.3ad Link Aggregation

    2.	The Add an Etherchannel / Link Aggregation menu will be displayed. 

    If you wish to specify a MAC address for your aggregated link device, you may choose the Enable Alternate Address option, and then enter the MAC in the Alternate Address field. The default is to accept a system generated MAC address. 

    The remote host to ping option defines the address that the aggregated link device should ping to verify that the network is up. We use the address of our default gateway. The system default is to leave this field blank.

    Choose the Ethernet adapter to serve as the Backup adapter. In this example, we have chosen to use the ent4 adapter. The ent4 adapter is connected to a separate switch from the Primary adapter.

    Press the Enter key to create the aggregated device. The device will be defined as ent6.

    Figure 6-33 shows the Add an Etherchannel / Link Aggregation menu.
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    Figure 6-33   Add an EtherChannel / Link Aggregation menu

    3.	Now that the link aggregated device ent6 has been created, we can configure the device with an IP address. The process of configuring an IP address on an LA device is no different from that used for a physical Ethernet adapter. 

    To start configuring the LA device, use the smitty chinet fast path.

    Figure 6-34 shows the smitty chinet fast path.

     

    
      
        	
          Note: Note that the ent6 device does not have an AIX 5L location code. This is because the ent6 LA is a pseudo device. The AIX 5L location codes refer to the physical adapter position, not the LA device.
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    Figure 6-34   The smitty chinet fast path - configure a network interface

    4.	Configure the en6 interface with an IP address and subnet mask. Press the Enter key to make the device available to AIX 5L. The LA device is now ready for use.

    Figure 6-35 shows the en6 interface being configurated with smitty chinet.
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    Figure 6-35   The smitty chinet fast path- configuring the en6 interface 

    5.	To display the en6 interface, use the ifconfig command:

    # ifconfig -a 

    en0: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.128 netmask 0xffffff00 broadcast 9.3.5.255

    en6: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.153 netmask 0xffffff00 broadcast 9.3.5.255

    lo0: flags=e08084b<UP,BROADCAST,LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT>

            inet 127.0.0.1 netmask 0xff000000 broadcast 127.255.255.255

            inet6 ::1/0

             tcp_sendspace 131072 tcp_recvspace 131072 rfc1323 1

    #

    6.	To display the characteristics of an LA device, use the lsattr command. The lsattr command will list the Primary adapters as adapter_names and the Backup adapter as backup_adapter:

    # lsattr -El ent6

    adapter_names   ent2           EtherChannel Adapters                     True

    alt_addr        0x000000000000 Alternate EtherChannel Address            True

    auto_recovery   yes            Enable automatic recovery after failover  True

    backup_adapter  ent4           Adapter used when whole channel fails     True

    hash_mode       default        Determines how outgoing adapter is chosen True

    mode            standard       EtherChannel mode of operation            True

    netaddr         9.3.5.41       Address to ping                           True

    num_retries     3              Times to retry ping before failing        True

    retry_time      1              Wait time (in seconds) between pings      True

    use_alt_addr    no             Enable Alternate EtherChannel Address     True

    use_jumbo_frame no             Enable Gigabit Ethernet Jumbo Frames      True

    #

     

    
      
        	
          Tip: To display the characteristics of the LA device, use the entstat command. The entstat command with the -d flag will list the characteristics and statistics for the LA device as well as the physical adapters assigned to the LA device

        
      

    

    This completes the procedure to configure Ethernet LA for bandwidth, HA+B, and NIB configurations.

    6.6.7  Ethernet LA - considerations and restrictions

    Consider the following before configuring an IEEE 802.3ad Link Aggregation:

    •Ensure that your Ethernet switch or switches support IEEE 802.3ad.

    •Only aggregate adapters that are set to the same line speed and are set to full duplex. This will help avoid potential problems configuring the Link Aggregation on the switch. Refer to your Ethernet switch documentation for more information about what types of aggregations your switch allows.

    •When an Ethernet LA device uses physical adapters located on different physical Ethernet switches, the Ethernet switches should be connected so that each may see the other’s traffic.

    •If you will be using 10/100 Ethernet adapters in the Link Aggregation on AIX 5L V5.2.0.0 ML01 and earlier, you will need to enable link polling on those adapters before you add them to the aggregation. Link polling may be enabled by using the smitty chgenet fast path. Change the Enable Link Polling value to yes, and press Enter. Do this for every 10/100 Ethernet adapter that you will be adding to your Link Aggregation. 

     

    
      
        	
          Note: With AIX 5L V5.2.0.0 ML03 and later, enabling the link polling mechanism is not necessary. The link poller will be started automatically.

        
      

    

    6.7  Hot Plug Task 

    In previous publications, the term hot swap may have been used to refer to the procedure functions involving the hot swap tasks. In this redbook, the term Hot Plug Task (HPT) will be used to describe the functions that are accessible using the AIX 5L diagnostic services aids Hot Plug Task menu.

    6.7.1  An introduction to the Hot Plug Task

    The HPT provides a software function for those devices that support hot plug or hot plug capability to be installed, removed, or replaced without shutdown of the IBM eServer p5. The supported devices includes PCI adapters, SCSI devices, and some RAID devices. This task was previously known as “SCSI Device Identification and Removal" or "Identify and Remove Resource."

     

    
      
        	
          Restriction: The HPT has a restriction when running in stand-alone or online service mode; new devices cannot be added to the system unless there is already a device with the same FRU part number installed in the system. This restriction is in place because the device software package for the new device cannot be installed in stand-alone or online service mode

        
      

    

    The HPT menus can be accessed from the AIX 5L diagnostics tools utility (diag). 

    Depending on the environment and the software packages installed, selecting this task displays the following subtasks: 

    PCI hot plug manager 	The PCI hot plug manager (HPM) task is a SMIT menu that allows you to identify, add, remove, or replace PCI adapters that are hot plug capable. 

    SCSI hot plug manager	This task was known as SCSI Device Identification and Removal or Identify and Remove Resources in previous releases. This task allows the user to identify, add, remove, and replace a SCSI device in a system unit that uses a SCSI Enclosure Services (SES) device.

    RAID hot plug devices 	This task allows the user to identify or remove a RAID device in a system unit that uses a SCSI Enclosure Services (SES) device.

    In this scenario, we replace a PCI adapter using the PCI HPM.

     

    
      
        	
          Important: Not all PCI adapters support the hot plug task. To determine whether a specific PCI adapter supports HPT, consult the hardware product documentation.

        
      

    

    6.7.2  Preparing for replacement of an Ethernet adapter using HPT

    Before you begin, ensure that you have:

    •Root user ID authority.

    •Checked if the adapter being replaced is being used to access the LPAR. If so, you will need to log in to the LPAR using the HMC vterm.

    In our example system, we have a 10/100 Ethernet II adapter (FC 4962) that is producing errors. The IBM service representative has run hardware diagnostics on the adapter and determined that the adapter should be replaced.

    An Ethernet adapter can have two interfaces: Standard Ethernet (enX) or IEEE 802.3 (entX). X is the same number in the entX adapter name. Only one of these interfaces can be using TCP/IP at a time. For our scenario, we use a Standard Ethernet interface. Our Ethernet adapter will be ent2 and the interfaces will be en2.

     

    
      
        	
          Restriction If the PCI adapter is being utilized by AIX 5L as a device that is mandatory for operating system availability, then using HPM may not be possible. Care must be taken in the system design and planning stage to ensure that any mandatory operating system resources are built as HA components to allow the HPM usage.

        
      

    

     

    
      
        	
          Note: PCI Adapters may also be replaced by using the HMC Service Focal Point. Either method is acceptable. 

        
      

    

    1.	The error report shows an error for the ent2 adapter. The hardware diagnostics have determined that the adapter should be replaced. 

    Use the lsslot command to determine whether the slot containing the failing adapter is a slot that supports HPT. 

    The lsslot command output will display only slots that support HPT. 

    In this case, we use the lsslot -c pci command to limit the output to PCI slots only. If the adapter has multiple NICs the lsslot command shows the adapter names of each NIC on the failing adapter:

    # lsslot -c pci

    # Slot                   Description                         Device(s)

    U7879.001.DQD185T-P1-C3  PCI-X capable, 64 bit, 133MHz slot  ent2

    #

     

    
      
        	
          Note: Empty is displayed when a PCI slot supports HPT, but no adapter is installed in the slot.

        
      

    

    2.	The output from lsslot confirms that the failing Ethernet card in slot U7879.001.DQD185T-P1-C3 supports HPT. 

    Before beginning the HPM action, we must first ensure that the adapter ent2 is not in use by AIX 5L. We can do this by using the ifconfig command. The ifconfig command shows that the ent2 adapter is in use, as there is an IP address assigned to ent2. Example 6-1 shows the ifconfig output.

    Example 6-1   ifconfig -a output 

    [image: ]

    # ifconfig -a

    en0: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.130 netmask 0xffffff00 broadcast 9.3.5.255

             tcp_sendspace 131072 tcp_recvspace 65536

    en2: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.129 netmask 0x19ffff00 broadcast 239.3.5.255

    lo0: flags=e08084b<UP,BROADCAST,LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT>

            inet 127.0.0.1 netmask 0xff000000 broadcast 127.255.255.255

            inet6 ::1/0

             tcp_sendspace 131072 tcp_recvspace 131072 rfc1323 1

    #
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    3.	After checking with the system administrator, we are told that the en2 interface may be taken down for a short while, as this interface is used only overnight for Tivoli Storage Manager (TSM) backup traffic. To take the interface down, we use the ifconfig command. Ensure that you record the IP address, subnet mask and any customized settings. These may need to be reapplied once the adapter has been replaced.

     

    
      
        	
          Important: If the adapter being replaced is being used to access the LPAR, ensure that you use the HMC vterm to access the LPAR. 

        
      

    

    a.	Detach the en2 interface with ifconfig:

    # ifconfig en2 down detach

    #

    b.	Display the interface parameters. The en2 interface will have been detached. The adapter is now ready for replacement using the HPT:

    # ifconfig -a

    en0: flags=5e080863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD,PSEG,CHAIN>

            inet 9.3.5.130 netmask 0xffffff00 broadcast 9.3.5.255

             tcp_sendspace 131072 tcp_recvspace 65536

    lo0: flags=e08084b<UP,BROADCAST,LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT>

            inet 127.0.0.1 netmask 0xff000000 broadcast 127.255.255.255

            inet6 ::1/0

             tcp_sendspace 131072 tcp_recvspace 131072 rfc1323 1

    #

    6.7.3  Replacement of an Ethernet adapter using HPT

    The HPT can be started with either the SMIT or diagnostics (DIAG) tools menu. In this scenario, we use the diag tool.

    1.	To start the DIAG tool, enter diag at the command prompt. Press Enter when presented with the screen in Figure 6-36.
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    Figure 6-36   Initial Diagnostic screen

    2.	From the Function Selection menu, choose the Task Selection (Diagnostics, Advanced Diagnostics, Service Aids, etc.) option. Figure 6-37 shows the Diagnostics, Advanced Diagnostics, Service Aids, etc. screen.
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    Figure 6-37   Diagnostic function selection screen

    3.	Once in the Task Selection List menu, scroll down until and select the Hot Plug Task (HPT) menu option. Figure 6-38 on page 280 shows Task Selection List the HPT menu option highlighted.
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    Figure 6-38   The task selection list menu option 

    When using the diag menu for HPT, you will be given the choice of choosing the HPT options available to your hardware environment. In this case, we have three options listed:

    a.	The PCI Hot Plug Manager menu

    b.	The RAID Hot Plug Devices menu 

    c.	The SCSI and SCSI RAID Hot Plug Manager menu

    Choose the PCI Hot Plug Manager menu option. Figure 6-39 shows the HPT menu with PCI Hot Plug Manager highlighted.
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    Figure 6-39   The HPT menu

    4.	From the PCI Hot Plug Manager, select Unconfigure a Device. Select the appropriate adapter to unconfigure. In this scenario, the adapter ent2 is to be unconfigured. Figure 6-40 shows the Unconfigure A device menu with the ent2 device highlighted. For this scenario, we can keep the device definition in the database. Once the ent2 device has been placed into a defined state, return to the PCI Hot Plug Manager menu.
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    Figure 6-40   Unconfigure a device

     

    
      
        	
          Tip: You could use the rmdev command with the -d flag to unconfigure the adapter and remove the device definition in the Customized Devices object class. Do not use the -d flag with the rmdev command for a hot plug operation unless your intent is to remove the adapter and not replace it.

        
      

    

    5.	From the PCI Hot Plug Manager menu, select the Replace/Remove a PCI Hot Plug Adapter. Select the appropriate adapter to replace/remove. In this scenario, the adapter ent2 is to be replaced. Figure 6-41 shows the PCI Hot Plug Manager menu with the Replace/Remove option highlighted.
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    Figure 6-41   PCI Hot Plug Manager Replace/Remove menu

     

    6.	Once the ent2 adapter is selected, the Replace/Remove a PCI Hot Plug Adapter menu will be displayed. The adapter can be either replaced or removed. In this scenario, we replace the adapter. Select replace by using the Tab or F4 key. 

    Once the replace option has been selected, the PCI slot will be put into a state that allows the PCI adapter to be removed. A blinking attention light will identify the slot that contains the adapter that has been selected for replacement. 

    To begin the replacement procedure, press the Enter key.

    Figure 6-42 shows the replace option highlighted.
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    Figure 6-42   Replace/Remove a PCI Hot Plug Adapter menu

    7.	Figure 6-43 shows the completed adapter replacement procedure. During this phase of the replacement, you will be asked to:

    a.	Verify that the adapter should be replaced by pressing the Enter key. The visual indicator will be set to the identify state. You may exit by pressing the x key followed by the Enter key. 

    b.	Exchange the PCI adapter. The visual indicator will be set to the action state. To continue, press the Enter key. To exit, press the x key followed by the Enter key. The exchange process requires the PCI Blind-Swap Cassette to be removed from the PCI slot, the PCI Ethernet adapter exchanged with a replacement PCI Ethernet adapter of the same FRU, and then assembled into the PCI Blind-Swap Cassette.

     

    
      
        	
          Note: If you choose to exit at this stage, the PCI slot will be left in the removed state.

        
      

    

    c.	Return the PCI Blind-Swap Cassette to the PCI slot. To continue, press the Enter key. The adapter has now been replaced and is ready to be reconfigured. 

    Figure 6-43 shows the three steps and the successful completion of the replacement task.
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    Figure 6-43   PCI adapter replacement 

     

    
      
        	
          Tip: If the Ethernet adapter interface was not unconfigured (see step 4 previous), then the procedure will fail at this point. Unconfigure the Ethernet adapter interface and restart the procedure from step 5.

        
      

    

    8.	Once the PCI Ethernet adapter has been replaced, the device must be configured for AIX 5L. From the PCI Hot Plug Manager menu, choose Configure a Defined Device, select the ent2 Ethernet device, and press the Enter key. The ent2 device adapter will now be configured.

    Figure 6-44 shows the Configure a Defined Device menu.
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    Figure 6-44   Configure a Defined Device

    9.	The ent2 device is now ready for use, and may be reconfigured with an IP address using the smitty chinet fast path. A repair action should be logged in the AIX 5L error report against the ent2 device. This will assist other system administrators that may use this server by showing that the error logged in the error report has been resolved. To enter a repair action, run the diag, select Task Selection  → Log Repair Action, and choose the ent2 device.

    This completes the replacement of an Ethernet adapter using the HPT utility.

    6.8  Network Installation Management 

    The AIX 5L Network Installation Management (NIM) allows you to manage the installation of the Base Operating System (BOS) and optional software on one or more machines.

    The NIM environment includes client and server machines. A server provides NIM resources (for example, files and programs required for installation) to another machine. This NIM resource server is known as the NIM Master. A machine that is dependent on the Nim Master to provide resources is known as a NIM client. While the NIM Master controls the NIM environment, it is not necessarily the only resource server. Other NIM clients could be utilized to serve resources, though in this case, the NIM Master retains control of allocating and managing the resources.

    Most installation tasks in the NIM environment are performed from the NIM Master, though installation tasks can also be performed from NIM clients. 

    By using NIM, you can: 

    •Install the AIX 5L BOS to one or more NIM clients. 

    •Install a customized AIX 5L image to one or more NIM clients.

    •Perform AIX 5L software maintenance and upgrades.

    •Create a centralized backup repository for NIM clients. 

    AIX 5L V5.3.0 0 ML03 introduces the following features:

    nimadm	Enhancements to the nimadm command designed to minimize downtime associate with operating system migrations by performing a migration utilizing an AIX V4.3 or AIX 5L mksysb image. 

    nim_move_up	The nim_move_up command provides an interface that migrates an existing AIX Version 4.3 or AIX 5L system onto an LPAR residing on an IBM eServer p5. 

    6.8.1  NIM and high availability

    Using NIM may assist in reducing the outage time associated with system backup, recovery, and migration. 

    In this redbook, we discuss the use of the NIM Master as a centralized backup repository and using NIM to install a NIM client from a standard installation image.

    Centralized backup repository

    A traditional approach to system backup management has been to provide a dedicated tape drive to each AIX 5L server to allow for a system backup (mksysb) image to be archived to tape. Once written to tape, this mksysb image is referred to as a bootable image, which is then stored in a secure location. The bootable image can be used to recover the AIX 5L image if the server has suffered a critical hardware failure (for example, if the server was destroyed in a computer room fire).

    With the advent of the LPAR, using a single tape drive to back up multiple AIX 5L LPARs would be inefficient. An alternative solution is to use a NIM Master as a centralized backup respository for the NIM client mksysb images.

    In this role, the NIM Master utilizes Network File System (NFS) to provide the NIM clients with a location to back up the mksysb images. Once the NIM clients complete the mksysb procedure, the NIM Master can transfer the mksysb images to tape. 

    The advantages of using the NIM Master as a backup respository include:

    •Only the NIM Master requires access to a tape drive 

    •Once implemented, the mksysb procedures can be automated from the NIM clients (for example, by using the clients cron scheduler)

    •Depending on network speed and bandwidth, multiple mksysb backups may be performed to the NIM Master simultaneously 

    •Less reliance on tape media 

    •Reduction in tape handling and tape management 

    •The ability to perform remote backup and restore procedures without physical access to a location

    When planning for a NIM Master as a backup respository:

    •The NIM Master should be allocated additional disk capacity to allow for the mksysb image storage. This should be included in your capacity planning. 

    •Ensure that your network has the capacity to support mksysb backup using NFS. 

    •Ensure that you have a tape solution available for the NIM Master mksysb. The backup of the NIM Master to the backup respository would not be recommended as a recovery solution for the NIM Master.

    •When possible, utilizing virtual Ethernet between your NIM Master and NIM clients should be considered. Virtual Ethernet may offer increased performance over traditional non-virtual connectivity. 

    •Using the NIM Master as a backup repository will require some manual setup on the part of the system administrator. There are no scripts or SMIT menus to assist in the setup. Any functions that you wish to automate will need to be included in the planning and setup.

    Using standard installation images

    Often, when installing multiple AIX 5L servers, there is a requirement to have the servers comply to certain build requirements. We refer to this build requirement as a Corporate Build Standard (CBS). 

     

    
      
        	
          Note: A CBS will vary from client to client depending on many factors. 

        
      

    

    An example of a CBS may include:

    •Compliance to a corporate security standard

    •Inclusion of a standard tool set (for example, ssh, nmon, or other tools)

    •Creation of default user accounts or user groups

    •Customized environment variables or profiles

    Manually installing multiple systems that require customization to comply to the CBS can be very time consuming. One solution to this is to use NIM to install a standard Install image to the NIM clients. 

    By using the NIM Master to install a single client and then manually customizing the client to comply with the CBS, a standard installation image can be created, which may be used as a basis for the installation of other NIM clients.

    In this scenario, we have ten LPARs to install. 

    The NIM server resides on an IBM eServer p5 Model 570 and is running AIX 5L V5.3.0.0 ML03. 

    The ten LPARs will reside on an IBM eServer p5 Model 590. Each LPAR will use physical Ethernet and SCSI disks.

    The ten LPARs will be installed with the same BOS as the NIM server. Each LPAR needs to be built with:

    •45 individual AIX 5L user accounts. The AIX 5L user ID and password must be the same on each LPAR.

    •Each LPAR must include the nmon. 

    •Each LPAR must have the comply to a corporate security standard, which requires changes to the /etc/security/user file.

    To use NIM to install the standard install image:

    1.	Define one LPAR as a NIM client and perform a BOS install using your lpp_source and SPOT.

    Enter the required network and client information that will be used to install the LPAR. 

    Figure 6-45 shows the smitty nim_mkmac fast path.
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    Figure 6-45   Define a machine - smitty nim_mkmac

     

    
      
        	
          Tip: Enter the client Ethernet adapter MAC address in the Network Adapter Hardware Address field to assign the interface that will be used to install the client LPAR.

        
      

    

    2.	Once the BOS install is complete, customize the LPAR so that it complies to your CBS. 

    Mirror the rootvg using AIX 5L mirrorvg command.

     

    
      
        	
          Note: In this scenario, all ten of our LPARs require their rootvg to be mirrored. Mirroring the rootvg at this stage is not mandatory, though this will save us having to mirror the remaining nine LPARs once the mksysb image installation has completed. 

          If some of your LPARs do not require mirrored rootvgs, you may wish to skip the mirroring of rootvg to allow easy installation onto a single hdisk for the non-mirrored LPARs. Each LPAR that requires a mirrored rootvg can be manually mirrored once the mksysb installation has completed and the server rebooted.

        
      

    

    3.	Using the NIM master as a central backup respository, take a mksysb backup to the NIM server.

    4.	Define the mksysb image as a NIM resource.

    In this example, we define our resource as mksysb_standard. Add a description of the mksysb resource in the comments field. 

    Figure 6-46 shows the smitty nim_mkres fast path.
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    Figure 6-46   Define an mksysb resource - smitty nim_mkres

    5.	Define the remaining nine LPARs as NIM clients.

    6.	Prepare the clients for a BOS install using the mksysb, lpp_source, and SPOT with the smitty nim_bosinst fast path.

    When prompted to select the type of install to perform, choose the mksysb - Install from a mksysb option, then choose the lpp_source that corresponds to your SPOT and mksysb.

    You may now enter further options. In this example, we choose to:

     –	Accept license agreements - YES

     –	Initiate reboot and installation now - NO

    Figure 6-47 shows the smitty nim_bosinst fast path.
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    Figure 6-47   Install mksysb image - smitty nim_bosinst

    7.	The LPAR is now ready to be installed from a mksysb image. We can now boot the LPAR into System Management Services (SMS) mode and perform a normal NIM prompted boot.

    When booting the LPAR into SMS mode, choose the network boot device and network speed/subnet/gateway settings in the same method used for any NIM client bosinst installation. 

    Often, when using a mksysb customized image, the physical hardware configuration of the NIM client will not match the mksysb install image. 

    If the NIM client rootvg physical disk locations do not match the physical locations contained in the mksysb image, an error will be displayed on the SMS menu when the NIM client is being installed. 

    This error can be accepted and the installation will continue once the NIM client disks have been verified as not assigned to another LPAR. 

    Figure 6-48 shows the SMS error warning when installing the server.
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    Figure 6-48   SMS menu - invalid disk error

     

    
      
        	
          Note: Check the LPAR disk assignments by displaying the Properties tab for the Managed Server on the HMC.

        
      

    

     

    
      
        	
          Tip: The issues concerning the restore of a mksysb onto different hardware from which the image was taken (this is called cloning) can be resolved by supplying a bosinst.data file (bosinst_data NIM resource) with the following options:

          RECOVER_DEVICES = no

          This ensures that attempts to configure ODM entries for nonexistent hardware do not occur.

          The target_disk_data stanza could be left blank to prevent an invalid disk from being selected for the installation. With target_disk_data left blank, the disk defined as hdisk0 by AIX 5L will be the target installation disk.

          The bosinst.data file also allows you to perform non-prompted installations, which may be useful for clients with large environments that make extensive use of mksysb installations.

        
      

    

    8.	After selecting your installation language, the BOS installation and maintenance menu will be displayed. Select option 2, Change/Show Installations Settings and Install. 

    Figure 6-49 shows the BOS installation menu.
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    Figure 6-49   BOS installation and maintenance menu

    9.	The System Backup and Installation settings menu will be displayed.

    Choosing option 0 would begin the installation of the mksysb image onto the default disks configured to our LPAR. Another option available to us would be to manually select the disks we wish to use as the target installation disks.

    We recommend always selecting the target disks to be used for installation, as this enables the disks to be spread over multiple I/O buses or CECs, if available. 

    Select option 1 to display/change the disks used for the mksysb image installation.

    Figure 6-50 shows the System Backup and Installation menu.
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    Figure 6-50   System Backup Installation and Settings menu

    10.	The Change Disk(s) menu will be displayed. 

    We have four SCSI disks that may be used for installation. By examining the SCSI location codes, we have determined that hdisk0/hdisk1 are located on one SCSI adapter while hdisk2/hdisk3 are located on a second SCSI adapter.

    In step 2, we mirrored the rootvg of the server that provided the mksysb install image. This means that the mksysb installation process will attempt to mirror the rootvg over two disks, so we must choose two target disks for installation.

    We select hdisk0 and hdisk2 as the target installation disks, spreading the rootvg disks over two SCSI adapters.

    One hdisk0 and hdisk2 have been selected; continue by selecting the 0 option.

    Figure 6-51 shows the Change Disk(s) menu with hdisk0 and hdisk2 selected.
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    Figure 6-51   Change Disk(s) menu

     

    
      
        	
          Note: The VG Status field contains information that was determined from the VGDA of each available hdisk. This is normal if the disks have been used previously in another volume group, as shown in the example of Figure 6-51.

        
      

    

    11.	The System Backup and Installation settings menu will be displayed.

    Choose option 0 to begin the installation of the mksysb image onto hdisk0 and hdisk2. The NIM client installation will now begin to install onto the two target SCSI disks.

    Once the installation has completed, the LPAR will reboot. Once rebooted, the LPAR will automatically apply the IP address and host name onto the LPAR. Once this step has completed, the installation is complete and the LPAR is available for login and may be further customized or made available for use.

     

    
      
        	
          Tip: Remember to take a mksysb backup of each LPAR once you have completed any additional custimization that you may require.

        
      

    

    Some of the key points to consider when using NIM to install standard installation images are:

    •Ensure that your lpp_source and SPOT are at the same AIX 5L version/release level as your mksysb install image. Using NIM resources with different version/release levels may cause the client mksysb install to fail. 

    •Ensure that your network has the capacity to support mksysb backup using NFS. 

    •Ensure that your lpp_source contains any additional filesets that may be required for each LPAR mksysb install.

    •Your NIM Master AIX 5L level must be equal to or above the level of AIX 5L that you are attempting to install on the NIM client.

    NIM and Virtual Ethernet

    In the previous scenario, our NIM server and NIM clients were located on different IBM eServer p5 servers. If our NIM Master and NIM clients were on the same IBM eServer p5, an option would have been to utilize virtual Ethernet adapters.

    Installing a NIM client over a virtual Ethernet adapter may provide a performance increase over physical Ethernet adapters. When possible, consideration should be given to using virtual Ethernet between the NIM Master and NIM clients.

    Virtual Ethernet enables inter-partition communication without the need for physical network adapters assigned to each partition. Virtual Ethernet allows the administrator to define in-memory connections between partitions handled at system level (POWER Hypervisor and operating systems interaction). These connections exhibit characteristics similar to physical high-bandwidth Ethernet connections and support the industry standard protocols (such as IPv4, IPv6, ICMP, or ARP). Shared Ethernet enables multiple partitions to share physical adapters for access to external networks.

    Virtual Ethernet requires an IBM eServer p5 with AIX 5L Version 5.3 and an HMC to define the virtual Ethernet devices. Virtual Ethernet does not require the purchase of any additional features or software, such as the Advanced POWER Virtualization Feature, which is needed for Shared Ethernet Adapters and Virtual I/O Servers.

    6.8.2  The nimadm command

    The Network Install Manager Alternate Disk Migration (nimadm) command is a utility that uses NIM resources to perform the following tasks:

    •Create a copy of rootvg to an unused NIM client hdisk and simultaneously migrate the rootvg copy to a new version or release level of AIX 5L. 

    •Using a copy of rootvg, create a NIM mksysb resource that has been migrated to a new version or release level of AIX 5L. 

    •Migrate an existing NIM mksysb resource to a new version or release level of AIX 5L. 

    •Using a NIM mksysb resource, restore to a free NIM client disk and simultaneously migrate to a new version or release level of AIX 5L.

    There are several advantages to using nimadm over a conventional migration:

    •Reduced migration downtime. 

    The migration is performed while the system is up and functioning normally. There is no requirement to boot from install media, and the majority of processing occurs on the NIM master. 

    •Reduced recovery time. 

    Using nimadm facilitates quick recovery in the event of migration failure. Since nimadm uses the AIX 5L alt_disk_install to create a copy of rootvg, all changes are performed to the copy (altinst_rootvg). 

    In the unlikely event of serious migration installation failure, the failed migration is cleaned up and there is no need for the administrator to take further action. 

    In the event of a problem with the new (migrated) level of AIX 5L, the system can be quickly returned to the pre-migration operating system by booting from the original disk. 

    •Flexibility and Custimization. 

    nimadm allows a high degree of flexibility and custimization in the migration process. This is done with the use of optional NIM custimization resources: image_data, bosinst_data, exclude_files, pre-migration script, installp_bundle, and post-migration script.

    To use the nimadm command, the following requirements must be met:

    1.	A configured NIM Master running AIX 5L V5.3. ML03 or higher. 

    2.	The NIM master must have the same level of bos.alt_disk_install.rte installed in its rootvg and the SPOT that will be used to perform the migration. 

    3.	The selected lpp_source NIM resource, and selected SPOT NIM resource must match the AIX 5L level to which you are migrating. 

    4.	The NIM Master must be at the same or higher AIX 5L level as the level being migrated to. 

    5.	The NIM client must be registered with the master as a stand-alone NIM client.

    6.	The NIM master must be able to execute remote commands on the client using the rshd protocol. 

    7.	A reliable network, which can facilitate large amounts of NFS traffic, must exist between the NIM master and the client. The NIM master and client must be able to perform NFS mounts and read/write operations. 

    8.	The client's hardware and software should support the AIX 5L level that is being migrated to and meet all other conventional migration requirements.

    If you cannot meet requirements 1-7, you will need to perform a conventional migration. If you cannot meet requirement 8, then migration is not possible.

    When planning to use nimadm, ensure that you are aware of the following considerations:

    •If the NIM client rootvg has TCB turned on, you will need to either permanently disable it or perform a conventional migration. This situation exists because TCB needs to access file metadata that is not visible over NFS. 

    •All NIM resources used by nimadm must be local to the NIM master. 

    •Although there is almost no interference with the client's active rootvg during the migration, the NIM client may experience minor performance decrease due to increased disk input/output, NFS biod activity, and some CPU usage associated with alt_disk_install cloning. 

    •A reliable network and NFS tuning will assist in optimizing nimadm network performance.

    6.8.3  The nim_move_up command

    The nim_move_up command serves as a single interface that provides a way of performing physical to virtual NIM client migration for the IBM eServer p5.

    The nim_move_up command assists in the process of migrating a stand-alone AIX Version 4 or AIX 5L NIM client to an IBM eServer p5 by performing a ten phase migration process. 

    These ten phases are divided into two major steps.

    Gathering information

    The first step of the nim_move_up process consists of gathering information about the environment in which the migration will be performed. 

    The information gathered includes (but is not limited to) the HMC host name, IBM eServer p5 managed system name, stand-alone NIM client(s) to migrate, new LPAR names, and network information. 

    The gathered information step includes phases 1-4 of the nimadm migration process.

    Migration execution

    Once information is gathered, nimadm begins the actual migration steps. These steps are defined as execution steps. 

    The migration execution step includes phases 5-10 of the nimadm migration process.

    The entire migration takes place without any downtime required on the part of the stand-alone NIM client. The process can be completed in phases executed sequentially, which allows more control over the process, or can be executed all at once, so that no user interaction is required. The command is delivered as part of the bos.sysmgt.nim.master fileset and requires a functional NIM environment in order to run.

    The original NIM client hardware resources are closely replicated on the equivalent IBM eServer p5 hardware. By the end of the migration, the same system is fully running on a IBM eServer p5 LPAR.

    In addition, nim_move_up can use the Virtual I/O capabilities of IBM eServer p5 servers by optionally migrating a client onto virtualized hardware, such as virtual disks and virtual Ethernet.

    After a successful nim_move_up migration, the following conditions are true:

    •The NIM Master continues normal operation, though additional clients or resources will exist.

    •The newly migrated LPARs on the IBM eServer p5 are registered as NIM clients.

    •The original NIM clients remain unaffected and remain as NIM clients.

    Restrictions

    The following NIM master requirements must be met before running the nim_move_up application:

    •A NIM Master running AIX 5L Version 5.3.0.0 ML03 or later. 

    •Perl 5.6 or later. 

    •OpenSSH (from the Linux Toolbox CD). 

    •At least one stand-alone NIM client running AIX V4.3.3 or later in the environment.

    Product media version AIX 5L Version 5.2.0.0 ML04 or later, or product media version AIX 5L V5.3.0.0 or later (the equivalent LPP_Source and spot NIM resources can also be used).

    In addition, the following prerequisites must be available:

    •A POWER5 server with sufficient hardware resources to support the target clients' equivalent POWER5 configuration. 

    •An installed and configured Virtual I/O Server is required, if virtual resources will be used to migrate the clients. 

    •An HMC controlling the POWER5 server, along with sufficient privileges to power on, power off, and create LPARs.

     

    
      
        	
          Restriction: The nim_move_up command will fail to execute properly if all of the preceding requirements are not met or if the command is executed by a non-root user.

        
      

    

    6.9  Providing higher availability for the VIOS

    The following sections provide a discussion around the requirements and concepts for increasing the availability of Virtual I/O Servers and when to use multiple Virtual I/O Servers for providing virtual SCSI and shared Ethernet services to client partitions.

    Several considerations are taken into account when deciding to use multiple Virtual I/O Servers. Client uptime and predicted I/O load averages for both network and storage and system manageability are areas that need consideration when planning to build Virtual I/O Servers.

    While redundancy can be built into the VIOS itself with the use of MPIO and LVM mirroring (RAID) for storage devices and Link Aggregation for network devices, the Virtual I/O Server still may affect availability if software maintenance is required.

    Having multiple Virtual I/O Servers provide access to the same resources achieves good redundancy on the client, similar to having redundant adapters connected directly into the client. Furthermore, by applying fixes on each VIO server code while the other VIO server is serving the VIO client partitions, this allows the VIO server maintenance to be nondisruptive for the applications’ partitions, even in the case where maintenance requires rebooting the VIO servers. 

    Virtual SCSI redundancy

    With the availability of MPIO on the client, each VIOS can present a virtual SCSI device that is physically connected to the same physical disk. This achieves redundancy for the VIOS itself and for any adapter, switch, or device that is used between the VIOS and the disk.

    With the use of logical volume mirroring on the client, each VIOS can present a virtual SCSI device that is physically connected to a different disk and then used in a normal AIX 5L mirrored volume group on the client. This achieves a potentially greater level of reliability by removing the disk as a single point of failure. Client volume group mirroring is also required when a VIOS logical volume is used as a virtual SCSI device on the Client. In this case the virtual SCSI devices are associated with different SCSI disks, each controlled by one of the two VIOS.

    Figure 6-52 displays an advanced setup using MPIO and LVM mirroring in the VIO client at the same time: two Virtual I/O Servers host disks for a single client. The client is using MPIO to access a SAN disk and LVM mirroring to access two SCSI disks. From the client perspective, the following situations could be handled without causing downtime for the client:

    •Either path to the SAN disk could fail, but the client would still be able to access the data on the SAN disk through the other path. No action has to be taken to reintegrate the failed path to the SAN disk after repair.

    •The failure of a SCSI disk would cause stale partitions for the volume group with the assigned virtual disks, but the client still would be able to access the data on the other copy of the mirrored disk. After repairing the failed SCSI disk or rebooting the VIOS, all stale partitions would have to be synchronized using the varyonvg command.

    •Either VIOS could be rebooted, which would result in a temporary simultaneous failure of one path to the SAN disk and stale partitions for the volume group on the SCSI disks, as described before.
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    Figure 6-52   MPIO and LV mirroring with two VIOS

     

    
      
        	
          Note: If mirroring and MPIO are both configurable in your setup, MPIO should be the preferred method for adding disk redundancy to the client. LV mirroring causes stale partitions that require synchronization, while MPIO does not. You might also consider using mirroring using SAN services.

        
      

    

    6.10, “MPIO in the client with SAN in the VIOS” on page 305 describes, in detail, the setup of MPIO on a client partition accessing storage on DS4200 LUNs through redundant VIO servers.

    Shared Ethernet availability

    Having link aggregation configured on the VIOS protects the VIOS from adapter and network switch failures, but this does not remove the dependency between the client and the server. The client partition still requires the layer of abstraction from the VIOS that can be achieved by using network interface backup, IP MultiPathing with Dead Gateway Detection, or Shared Ethernet Adapter (SEA) Failover, which are explained later.

    Shared Ethernet Adapter Failover is new with VIOS V1.2 and offers Ethernet redundancy to the client at the virtual level. The client gets one standard virtual Ethernet adapter hosted by two VIOS. The two Virtual I/O Servers use a control channel to determine which of them is supplying the Ethernet service to the client. Through this active monitoring between the two VIOS, failure of either will result in the remaining VIOS taking control of the Ethernet service for the client. The client has no special protocol or software configured and uses the virtual Ethernet adapter as though it was hosted by only one VIOS.

    In Figure 6-53, a typical setup combining Link Aggregation and SEA Failover to increase availability is shown: two Virtual I/O Servers have Link Aggregation configured over two Ethernet cards to provide better bandwidth and redundancy. A Shared Ethernet Adapter has been configured. The control channel for the Shared Ethernet Adapter is completely separate. When the client partition starts, its network traffic will be serviced by VIOS 1, as it has the higher priority assigned. If VIOS 1 is unavailable, VIOS 2 will determine this using the control channel and take control of the network service for the client partition. 

     

    
      
        	
          Note: Note that a numerically lower priority receives a higher overall priority.
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    Figure 6-53   Shared Ethernet Adapter failover

    6.11, “SEA failover” on page 322 details the configuration of a Shared Ethernet Adapter failover solution to keep the SEA from becoming a single point of failure for access to external networks.

    Finally, 6.12, “Concurrent software updates for the VIOS” on page 328 describes a maintenance of the VIO server code without impacting the application partitions. 

    6.10  MPIO in the client with SAN in the VIOS

    This section describes the setup of an advanced scenario with two Virtual I/O Servers attached to a DS4200. Both Virtual I/O Servers serve the same DS4200 LUN to the client partition. On the client partition, the use of MPIO with the default PCM provides redundant access to the served LUN. Figure 6-54 shows this scenario.
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    Figure 6-54   SAN attachment with multiple Virtual I/O Server

    In this scenario, we attach each Virtual I/O Server with one Fibre Channel adapter directly to a DS4200. On the Virtual I/O Servers, the RDAC driver is already provided in the base regardless of the existence of multiple Fibre Channel adapters.

    On the DS4200, we configured six 50 GB LUNs that belong to one hostgroup. The hostgroup consists of VIOServer1 and VIOServer2, so both Virtual I/O Servers are attached to the same disk.

    Figure 6-55 shows an overview of the hostgroup mapping on the DS4200.
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    Figure 6-55   Overview of the DS4200 configuration

    In this scenario, we attach each Virtual I/O Server with one Fibre Channel adapter directly to a DS4200. In our case, we used this configuration only to show the basic configuration.

    When using only one Fibre Channel adapter per Virtual I/O Server, you need an additional switch to have a supported configuration. In this case, it is important that the SAN zoning be configured such that the single HBA in each VIOS LPAR is zoned to see both storage controllers in the SAN. If a second HBA is used for additional redundancy, the storage administrator must ensure that each HBA is zoned to only one of the DS4200 controllers. Rules for attachment of SAN storage units to AIX 5L can be found in Storage Manager documentation. 

    On the Virtual I/O Server, the RDAC driver is always provided, regardless of the existence of multiple Fibre Channel adapters.

    6.10.1  Setup on the HMC

    Use the following steps to set up the scenario:

    1.	Create two Virtual I/O Server partitions and name them VIO_Server_SAN1 and VIO_Server_SAN2, each with one internal disk, one Fibre Channel adapter, and one Ethernet adapter.

    2.	Install the Virtual I/O Server software in both partitions.

    3.	After the successful installation, you can map the world wide names of the Fibre Channel adapters to the created LUN. Use the cfgdev command to make the disks available on the Virtual I/O Server. After successful attachment of the disks, shut down both Virtual I/O Servers.

    4.	Create two client partitions named DB_server and APP_server, each with one internal disk and one Ethernet adapter. Do not specify any virtual devices at this time. Figure 6-56 shows all partitions we need to set up for the scenario: the two Virtual I/O Servers that are already installed and shutdown, and the two client partitions we just created.
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    Figure 6-56   Starting configuration for the scenario

    5.	Define the virtual I/O adapter on the Virtual I/O Server. Select the profile of the partition VIO_Server_SAN1, right-click, and select Properties to open the Logical Partition Profiles Properties window.

    6.	Select the Virtual I/O Adapters tab and change the number on Maximum virtual adapters to 100. Then click Create server adapter, as shown in Figure 6-57.

    [image: ]

    Figure 6-57   Logical Partition Profile Properties window

    7.	Fill in the slot number 10 for the Server slot and select the APP_server client as the remote partition to connect to slot 10, as shown in Figure 6-58.
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    Figure 6-58   Virtual SCSI - Server Adapter Properties window

    8.	Repeat this step for the DB_Server partition using Server slot 20 and Client partition slot 20. Figure 6-59 shows the created Server SCSI adapter on the Virtual I/O Server.
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    Figure 6-59   Server SCSI adapter on VIO_Server_SAN1

    9.	Click on the Ethernet tab to create a virtual Ethernet adapter with PVID 1 and turn the Trunk Priority flag on. This is part of the SEA to have IP access to the client partitions.

    10.	Click OK and repeat steps 5 to 8 on the VIO_Server_SAN2 except when defining the Client partition for the Server SCSI adapter: 

     –	Define the Client partition slot for the APP_server as 11.

     –	Define the Client partition slot for the DB_server as 21.

    Figure 6-60 shows an overview of the created SCSI server adapter on the VIO_Server_SAN2 partition.
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    Figure 6-60   Dual server SCSI Adapter on VIO_Server_SAN2

    11.	Start both Virtual I/O Servers.

    12.	Define the virtual I/O adapter on the client partition. Start with the APP_server partition and select the profile, right-click, and select Properties to open the Logical Partition Profiles Properties window.

    13.	Select the Virtual I/O Adapters tab and change the number on Maximum virtual adapters to 100. Then click Create client adapter. Input the values shown in Figure 6-61.
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    Figure 6-61   Virtual SCSI - Client Adapter properties window

    14.	Repeat step 13 for the second SCSI client adapter connecting to the VIO_Server_SAN2. Select the Client slot number 11 and the Server partition slot number 10. Figure 6-62 shows an overview after creating both client SCSI adapters.
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    Figure 6-62   Overview of the client SCSI adapter on partition APP_server

    15.	Click the Ethernet tab and create a virtual Ethernet adapter with PVID 1 without checking the Access External Network check box.

    16.	Repeat steps 12 to 15 for the DB_server partition and replace the slot numbers when defining the client SCSI adapters with the values specified in Table 6-7.

    Table 6-7   Defining client SCSI adapter for the DB_server partition

    
      
        	
          Client slot

        
        	
          Server partition

        
        	
          Server partition slot

        
      

      
        	
          20

        
        	
          VIO_Server_SAN1

        
        	
          20

        
      

      
        	
          21

        
        	
          VIO_Server_SAN2

        
        	
          20

        
      

    

    Figure 6-63 shows an overview of the created client SCSI adapter on the DB_server partition.
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    Figure 6-63   Overview of the client SCSI adapter on partition DB_server

    6.10.2  Configuration on the Virtual I/O Servers

    In order to configure the disks on VIO_Server_SAN1, follow the next steps in the sequence provided:

    1.	Open a terminal window to the VIO_Server_SAN1 partition by selecting the partition, right-click, and choose Open Terminal Window.

    2.	Configure the Shared Ethernet Adapter with the network settings shown in Table 6-8.

    Table 6-8   Network settings

    
      
        	
          Setting

        
        	
          Value

        
      

      
        	
          host name

        
        	
          VIO_Server_SAN1

        
      

      
        	
          IP-address

        
        	
          9.3.5.139

        
      

      
        	
          netmask

        
        	
          255.255.255.0

        
      

      
        	
          gateway

        
        	
          9.3.5.41

        
      

    

    3.	Check for the attached DS4200 disks using the lsdev command with the -type flag, as shown in Example 6-2.

    Example 6-2   Check for the DS4200 disks.
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    $ lsdev -type disk

    name            status     description

    hdisk0          Available  16 Bit LVD SCSI Disk Drive

    hdisk1          Available  16 Bit LVD SCSI Disk Drive

    hdisk2          Available  3542     (200) Disk Array Device

    hdisk3          Available  3542     (200) Disk Array Device

    hdisk4          Available  3542     (200) Disk Array Device

    hdisk5          Available  3542     (200) Disk Array Device

    hdisk6          Available  3542     (200) Disk Array Device

    hdisk7          Available  3542     (200) Disk Array Device
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    The output of the command lists two internal SCSI disks and six DS4200 disks.

    4.	Check for the vhost adapter using the lsmap command using the -all flag, as shown in Example 6-3. The slot number that we configured on the HMC is shown in the Phyloc column. The Server SCSI adapter we configured in slot 10 shows up in the location C10.

    Example 6-3   Listing vhost adapters
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    $ lsmap -all

    SVSA            Physloc                                      Client PartitionID

    --------------- -------------------------------------------- ------------------

    vhost0          U9117.570.107CD9E-V1-C10                     0x00000000

     

    VTD                   NO VIRTUAL TARGET DEVICE FOUND

     

    SVSA            Physloc                                      Client PartitionID

    --------------- -------------------------------------------- ------------------

    vhost1          U9117.570.107CD9E-V1-C20                     0x00000000

     

    VTD                   NO VIRTUAL TARGET DEVICE FOUND
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    5.	Check the attributes of the hdisk2 for the settings of the reserve_policy attribute using the lsdev command, as shown in Example 6-4.

    Example 6-4   Showing the attribute of hdisks on the VIOS
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    $ lsdev -dev hdisk2 -attr

    attribute      value                            description                       user_settable

     

    PR_key_value   none                             Persistant Reserve Key Value           True

    cache_method   fast_write                       Write Caching method                   False

    ieee_volname   600A0B80000BDC160000051642F3A58E IEEE Unique volume name                False

    lun_id         0x0000000000000000               Logical Unit Number                    False

    max_transfer   0x100000                         Maximum TRANSFER Size                  True

    prefetch_mult  1                                Multiple of blocks to prefetch on read False

    pvid           none                             Physical volume identifier             False

    q_type         simple                           Queuing Type                           False

    queue_depth    10                               Queue Depth                            True

    raid_level     5                                RAID Level                             False

    reassign_to    120                              Reassign Timeout value                 True

    reserve_policy single_path                      Reserve Policy                         True

    rw_timeout     30                               Read/Write Timeout value               True

    scsi_id        0xef                             SCSI ID                                False

    size           51200                            Size in Mbytes                         False

    write_cache    yes                              Write Caching enabled                  False
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    6.	Change the reserve_policy from single_path to no_reserve using the chdev command, as shown in Example 6-5.

    Example 6-5   Set the attribute to no_reserve
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    $ chdev -dev hdisk2 -attr reserve_policy=no_reserve

    hdisk2 changed
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    7.	Check again using the lsdev command to make sure the reserve_policy is now set to no_reserve, as shown in Example 6-6.

    Example 6-6   Hdisk attribute after changing the reserve_policy attribute
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    $ lsdev -dev hdisk2 -attr

    attribute      value                            description                       user_settable

     

    PR_key_value   none                             Persistant Reserve Key Value           True

    cache_method   fast_write                       Write Caching method                   False

    ieee_volname   600A0B80000BDC160000051642F3A58E IEEE Unique volume name                False

    lun_id         0x0000000000000000               Logical Unit Number                    False

    max_transfer   0x100000                         Maximum TRANSFER Size                  True

    prefetch_mult  1                                Multiple of blocks to prefetch on read False

    pvid           none                             Physical volume identifier             False

    q_type         simple                           Queuing Type                           False

    queue_depth    10                               Queue Depth                            True

    raid_level     5                                RAID Level                             False

    reassign_to    120                              Reassign Timeout value                 True

    reserve_policy no_reserve                       Reserve Policy                         True

    rw_timeout     30                               Read/Write Timeout value               True

    scsi_id        0xef                             SCSI ID                                False

    size           51200                            Size in Mbytes                         False

    write_cache    yes                              Write Caching enabled                  False
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    8.	Repeat steps 5 to 7 for hdisk3.

    9.	For the fibre channel adapter, change the attribute fc_err_recov to fast_fail and dyntrk to yes. Use the chdev command, as shown in Example 6-7.

    Example 6-7   Changing attributes of the fibre channel adapter
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    $ chdev -dev fscsi0 -attr fc_err_recov=fast_fail dyntrk=yes -perm

    fscsi0 changed

    $ lsdev -dev fscsi0 -attr

    attribute    value     description                           user_settable

     

    attach       al        How this adapter is CONNECTED         False

    dyntrk       yes       Dynamic Tracking of FC Devices        True

    fc_err_recov fast_fail FC Fabric Event Error RECOVERY Policy True

    scsi_id      0x1       Adapter SCSI ID                       False

    sw_fc_class  3         FC Class for Fabric                   True
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          Note: The reason for changing fc_err_recov to fast_fail is that if the Fibre Channel adapter driver detects a link event such as a lost link between a storage device and a switch, then any new I/O or future retries of the failed I/O operations will be failed immediately by the adapter until the adapter driver detects that the device has rejoined the fabric. The default setting for this attribute is delayed_fail.

          Setting the dyntrk attribute to yes makes AIX 5L tolerate cabling changes in the SAN. Be aware that this function is not supported on all storage systems. Check with your storage vendor for support.

        
      

    

    10.	Reboot the Virtual I/O Server for the changes to take affect. You only need to reboot when you change the Fibre Channel attributes.

    11.	Log on to VIO_Server_SAN2. Repeat step 1 to 10, except for creating the SEA. Because we do not focus on redundant external network access in this scenario, configure the physical Ethernet adapter with the values shown in Table 6-8 on page 315. In our example, VIO_Server_SAN2 has the IP address 9.3.5.142.

    Double check on both Virtual I/O Servers that the vhost0 and vhost1 have the same slot number when running the lsmap command.

    12.	Ensure that the disks you want to map to the clients have the same hdisks and LUN numbers on both Virtual I/O Servers using the lsdev command, as shown in Example 6-8.

    Example 6-8   Determine the LUN ID of the DS4200 disk
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    $ lsdev -dev hdisk2 -vpd

      hdisk2           U7879.001.DQD186N-P1-C3-T1-W200400A0B8110D0F-L0  3542     (200) Disk Array Device

     

      PLATFORM SPECIFIC

     

      Name:  disk

        Node:  disk

        Device Type:  block

    $ lsdev -dev hdisk3 -vpd

      hdisk3           U7879.001.DQD186N-P1-C3-T1-W200400A0B8110D0F-L1000000000000  3542     (200) Disk Array Device

     

      PLATFORM SPECIFIC

     

      Name:  disk

        Node:  disk

        Device Type:  block
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    13.	Map the hdisk to the vhost adapter using the mkvdev command, as shown in Example 6-9.

    Example 6-9   Mapping the disk to the vhost adapter

    [image: ]

    $ mkvdev -vdev hdisk2 -vadapter vhost0 -dev app_server

    app_server Available

    [image: ]

     

     

    
      
        	
          Important: When multiple Virtual I/O Servers attach the same disk, only hdisk as backing devices is supported. You cannot create a volume group on these disks and use a logical volume as a backing device.

        
      

    

    14.	Repeat step 13 for hdisk3 and map this disk to the vhost1 adapter and name the virtual SCSI device db_server. Example 6-10 shows the output of the lsmap command after mapping both disks to the vhosts adapters.

    Example 6-10   lsmap -all output after mapping the disks on VIO_Server_SAN1
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    $ lsmap -all

    SVSA            Physloc                                      Client PartitionID

    --------------- -------------------------------------------- ------------------

    vhost0          U9117.570.107CD9E-V2-C10                     0x00000000

     

    VTD                   app_server

    LUN                   0x8100000000000000

    Backing device        hdisk2

    Physloc               U7879.001.DQD186K-P1-C3-T1-W200500A0B8110D0F-L0

     

    SVSA            Physloc                                      Client PartitionID

    --------------- -------------------------------------------- ------------------

    vhost1          U9117.570.107CD9E-V2-C20                     0x00000000

     

    VTD                   db_server

    LUN                   0x8100000000000000

    Backing device        hdisk3

    Physloc               U7879.001.DQD186K-P1-C3-T1-W200500A0B8110D0F-L1000000000000
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    15.	Log on to the VIO_Server_SAN2 and repeat steps 13 to 14. Example 6-10 shows the output of the lsmap command after mapping both disks to the vhosts adapters.

    Example 6-11   lsmap -all output after mapping the disks on VIO_Server_SAN2
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    $ lsmap -all

    SVSA            Physloc                                      Client PartitionID

    --------------- -------------------------------------------- ------------------

    vhost0          U9117.570.107CD9E-V2-C10                     0x00000004

     

    VTD                   app_server

    LUN                   0x8100000000000000

    Backing device        hdisk2

    Physloc               U7879.001.DQD186K-P1-C3-T1-W200500A0B8110D0F-L0

     

    SVSA            Physloc                                      Client Partition ID

    --------------- -------------------------------------------- ------------------

    vhost1          U9117.570.107CD9E-V2-C20                     0x00000003

     

    VTD                   db_server

    LUN                   0x8100000000000000

    Backing device        hdisk3

    Physloc               U7879.001.DQD186K-P1-C3-T1-W200500A0B8110D0F-L1000000000000
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    16.	Install the two client partitions using NIM or assign an optical devices as a desired resource to install AIX 5L. 

    6.10.3  Working with MPIO on the client partitions

    After installing the client partition, configure MPIO on the client partitions.

    Enable the health check mode for the disk to be able to receive an update of the status of the disks in case a Virtual I/O Server is shut down and comes back.

    Configure the client partition DB_server with an active path over the VIO_Server_SAN1 and the client partition APP_server with an active path over the VIO_Server_SAN2.

    The following are the steps to configure the client partitions:

    1.	Log on to your client partition APP_server.

    2.	Check the MPIO configuration by running the following commands shown in the Example 6-12. Only one configured hdisk shows up in this scenario.

    Example 6-12   Verifying the disk configuration on the client partitions
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    # lspv

    hdisk0          00c7cd9eabe9f4bf                    rootvg          active

    # lsdev -Cc disk

    hdisk0 Available  Virtual SCSI Disk Drive
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    3.	Run the lspath command to verify that the disk is attached using two different paths. Example 6-13 shows that hdisk0 is attached using the VSCSI0 and VSCSI1 adapter that point to the different Virtual I/O Servers. Both Virtual I/O Servers are up and running. Both paths are enabled.

    Example 6-13   Verifying the paths of hdisk0
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    # lspath

    Enabled hdisk0 vscsi0

    Enabled hdisk0 vscsi1
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    4.	Configure the client partition to update the mode of a path using the chdev command for the hcheck_interval of hdisk0. To check for the attribute setting, use the lsattr command, as shown in Example 6-14.

    Example 6-14   Showing the attributes of hdisk0
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    # lsattr -El hdisk0

    PCM             PCM/friend/vscsi                 Path Control Module        False

    algorithm       fail_over                        Algorithm                  True

    hcheck_cmd      test_unit_rdy                    Health Check Command       True

    hcheck_interval 0                                Health Check Interval      True

    hcheck_mode     nonactive                        Health Check Mode          True

    max_transfer    0x40000                          Maximum TRANSFER Size      True

    pvid            00c7cd9eabdeaf320000000000000000 Physical volume identifier False

    queue_depth     3                                Queue DEPTH                False

    reserve_policy  no_reserve                       Reserve Policy             True
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    Because the hcheck_interval is set to 0, the client partition does not update the path mode when using the lspath command in case of a failure of the active path. To activate the health check function, use the chdev command, as shown in Example 6-15. In this example, we use the health check interval of 60 seconds.

    Example 6-15   Changing the health check interval
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    # chdev -l hdisk0 -a hcheck_interval=60 -P

    hdisk0 changed

    # lsattr -El hdisk0

    PCM             PCM/friend/vscsi                 Path Control Module        False

    algorithm       fail_over                        Algorithm                  True

    hcheck_cmd      test_unit_rdy                    Health Check Command       True

    hcheck_interval 60                               Health Check Interval      True

    hcheck_mode     nonactive                        Health Check Mode          True

    max_transfer    0x40000                          Maximum TRANSFER Size      True

    pvid            00c7cd9eabdeaf320000000000000000 Physical volume identifier False

    queue_depth     3                                Queue DEPTH                False

    reserve_policy  no_reserve                       Reserve Policy             True
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          Note: MPIO on the client partition runs a fail_over algorithm. That means only one path is active at a time. If you shut down a Virtual I/O Server that serves the inactive path, then the path mode does not change to failed, because no I/O is using this path.

        
      

    

    5.	Set the path priority for this partition to have the active path going over VIO_Server2. The default setting is priority 1 on both paths, as shown in Example 6-16. In this case, you do not prefer a special path and the system will pick the path0 as the active path. Priority 1 is the highest priority; you can define a priority from 1 to 255.

    Example 6-16   Show path priority using lspath
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    # lspath -AHE -l hdisk0 -p vscsi0

    attribute value description user_settable

     

    priority  1     Priority    True

     

    # lspath -AHE -l hdisk0 -p vscsi1

    attribute value description user_settable

     

    priority  1     Priority    True
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    To determine which path will use the VIO_Server_SAN2 partition, issue the lscfg command and verify the slot number for the VSCSI devices, as shown in Example 6-17.

    Example 6-17   Find out which parent belongs to which path
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    # lscfg -vl vscsi0

      vscsi0           U9117.570.107CD9E-V4-C10-T1  Virtual SCSI Client Adapter

     

            Device Specific.(YL)........U9117.570.107CD9E-V4-C10-T1

     

    # lscfg -vl vscsi1

      vscsi1           U9117.570.107CD9E-V4-C11-T1  Virtual SCSI Client Adapter

     

            Device Specific.(YL)........U9117.570.107CD9E-V4-C11-T1
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    In our example, the odd slot numbers are configured to point to the VIO_Server_SAN2 partition. To set the active path to use the VSCSI1 device, the priority will remain 1, which is the highest priority. Change the path, using VSCSI0, to priority 2, as shown in Example 6-18.

    Example 6-18   Changing the priority of a path
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    # chpath -l hdisk0 -p vscsi0 -a priority=2

    path Changed
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    6.	Reboot the client partition for the changes to take effect. Both changes require a reboot to be activated.

    7.	Repeat these steps on the DB_server partition, but with priority 2 for the path VSCSI1.

    6.11  SEA failover

    This scenario will show you how to modify an existing SEA to use SEA Failover and how to create a second SEA in failover mode on VIO_Server2, which is going to be a backup path in case the primary SEA on VIO_Server1 is not available. This is a new feature that comes with Virtual I/O Server V1.2.

    The highly-available Shared Ethernet Adapter setup is achieved by creating an additional virtual Ethernet adapter on each Virtual I/O Server, defining it as the control channel for each SEA, and modifying two attributes on each Shared Ethernet Adapter. The control channel is used to carry heartbeat packets between the two VIO servers. A feature that is introduced in the new Virtual I/O Server V1.2 when creating virtual Ethernet adapter is the Access External Networks check box selection. This is where you would specify the primary and backup adapter by giving them different priority numbers.

    Figure 6-64 shows the intended solution for a highly available Shared Ethernet Adapter.
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    Figure 6-64   Highly available SEA setup

    The following steps will guide you through the setup process of a secondary backup SEA:

    1.	Dynamically create the virtual Ethernet adapter on each Virtual I/O Server that will act as control channel (and modify and save a verified configuration to the partitions profile):

    a.	On the VIO_Server1 partition, right-click it and go to Dynamic Logical Partitioning, choose Virtual Adapter Resources, and then Add/Remove, as shown in Figure 6-65.
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    Figure 6-65   Add the virtual Ethernet adapter for the VIO_Server1 partition

    b.	Click Create Adapter and then input the values for Slot and Virtual LAN ID, as shown in Figure 6-66. Click the OK button when done.
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    Figure 6-66   Virtual Ethernet slot and virtual LAN ID (PVID) value

    c.	Perform the same steps for the VIO_Server2 profile.

     

    
      
        	
          Note: For the two adapters you are trying to create, they need to be on a different PVID. Based on Figure 6-64 on page 323, we put them on VLAN 99.

        
      

    

    2.	Right-click the VIO_Server2 partition and create the virtual Ethernet adapter. The value for Virtual LAN ID needs to be the same as the primary SEA (in this example, 1) and the Access External Network check box must be checked. The Trunk priority flag for this SEA is set to 2. This is for making the SEA on VIO_Server2 the backup adapter. Click OK when done.

    3.	For the adapters to be available on both Virtual I/O Servers, you need to log in using the padmin user ID and run the cfgdev command on each VIOS, since they were added dynamically.

     

    
      
        	
          Tip: Settings for the Virtual Devices on each VIOS:

          On VIO_Server1:

          •SEA Virtual Ethernet properties:

           –	Virtual LAN ID 1

           –	Trunk priority 1

           –	Access external network button checked

          •For the Virtual Ethernet for control channel, use Virtual LAN ID 99

          On VIO_Server2:

          •SEA Virtual Ethernet properties:

           –	PVID 1

           –	Trunk Priority 2

           –	Access external network button checked

          •For the Virtual Ethernet for control channel, use Virtual LAN ID 99

        
      

    

    4.	Change the SEA device on VIO_Server 1 using the chdev command, as shown in Example 6-19.

    Example 6-19   Shared Ethernet Adapter on VIO_Server1
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    $chdev -dev ent4 -attr ha_mode=auto ctl_chan=ent3

    ent4 changed
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    Define the SEA device on VIO_Server2 using the mkvdev command, as shown in Example 6-20 on page 326.

    Example 6-20   Shared Ethernet Adapter on VIO_Server2
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    $ mkvdev -sea ent0 -vadapter ent2 -default ent2 -defaultid 1 -attr ha_mode=auto ctl_chan=ent3

    ent4 Available

    en4

    et4
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          Tip: Mismatching SEA and SEA Failover could cause broadcast storms to occur and affect the stability of your network. When upgrading from an SEA to an SEA Failover environment, it is imperative that the VIOS with regular SEA be modified to SEA Failover prior to creating the second SEA with SEA Failover enablement. 

        
      

    

    5.	Verify the SEA attribute attributes on both Virtual I/O Server’s SEA, as shown in Example 6-21 on page 327.

    Example 6-21   Verify and change attributes for SEA
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    $ lsdev -dev ent4 -attr

    attribute     value    description                               user_settable

     

    ctl_chan      ent3     Control Channel adapter for SEA failover       True

    ha_mode       auto     High Availability Mode                         True

    netaddr        Address to ping                                        True

    pvid          1        PVID to use for the SEA device                 True

    pvid_adapter  ent2     Default virtual adapter to use for non-VLAN-tagged packets                                                               True

    real_adapter  ent0     Physical adapter associated with the SEA       True

    thread        0        Thread mode enabled (1) or disabled (0)        True

    virt_adapters ent2     List of virtual adapters associated with the SEA (comma separated)                                                            True
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    6.	Create the Shared Ethernet Adapter IP address on VIO_Server2 using the mktcpip command, as shown in Example 6-22 on page 327.

    Example 6-22   Create an IP address on the Shared Ethernet Adapter
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    $ mktcpip -hostname VIO_Server2 -interface en4 -inetaddr 9.3.5.136 -netmask 255.255.255.0 -gateway 9.3.5.41 -nsrvaddr 9.3.4.2 -nsrvdomain itsc.austin.ibm.com
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    Testing the SEA failover

    You should test the SEA failover to validate your setup and configuration.

    Test setup

    To test if the SEA failover really works as expected, you should open a remote shell session from any system on the external network, such as your workstation, through the SEA to any VIO client partition. From the shell session, try running any command that continuously produces output. Now you are ready to begin the tests.

    Test cases

    This section describes the test cases that you should go through to confirm that your setup of SEA failover works as expected.

     

    
      
        	
          Attention: If your Virtual I/O Servers also provide virtual SCSI disks in addition to SEA, then stale partitions will occur on the VIO clients when a Virtual I/O Server shuts down. Thus, after each test, you must make sure that you re-synchronize all stale partitions before proceeding with the next test-case.

        
      

    

    1.	Manual failover:

    a.	Set ha_mode to standby on primary: SEA expected to fail over.

    chdev -dev ent2 -attr ha_mode=standby

    b.	Reset ha_mode to auto on primary: SEA expected to fail back.

    chdev -dev ent2 -attr ha_mode=auto

    2.	VIOS shutdown:

    a.	Reboot VIOS on primary: SEA expected to fail over.

    b.	When primary VIOS comes up again: SEA expected to fail back.

    3.	VIOS crash:

    a.	Deactivate from HMC on primary: SEA expected to fail over.

    b.	Activate and boot VIOS: SEA expected to fail back.

    4.	Physical link failure:

    a.	Unplug link of physical adapter on primary: SEA expected to fail over.

    b.	Re-plug link of physical adapter on primary: SEA expected to fail back.

    5.	Reverse boot sequence:

    a.	Shutdown both VIOS.

    b.	Boot the standby VIOS: SEA expected to become active on standby.

    Boot the primary VIOS: SEA expected to fail back.

    6.12  Concurrent software updates for the VIOS

    In this section, the steps of updating the Virtual I/O Servers in a multiple Virtual I/O Server environment are covered. 

    We set up two Virtual I/O Server partitions and two client partitions to show the software update of the Virtual I/O Server in a mirrored and in a MPIO environment. In this configuration, it is possible for clients to continue 24x7 operations without requiring a client outage.

    The client partitions DB_Server is configured to have one virtual disk from VIO_Server_SAN1 and a different virtual disk from VIO_Server SAN2. On this client partition, we set up an LVM mirror. 

    The client partition APP_server is configured as an MPIO client. Both Virtual I/O Servers provide paths to the same SAN disk to this client partition. Detailed steps for configuration can be found in 6.10, “MPIO in the client with SAN in the VIOS” on page 305.

    The configuration on the IBM eServer p5 system is shown in Figure 6-67. 
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    Figure 6-67   Concurrent software update configuration

    In this test setup, both Virtual I/O Servers have oslevel Version 1.1.2.62 installed and will be updated to Version 1.2 using Fix Pack 7. Virtual I/O Server updates can be found at:

    http://techsupport.services.ibm.com/server/vios/download/home.html 

    The client partitions are running AIX 5L V5.3 ML 03. The steps shown here are typical for all updates of the Virtual I/O Servers in an multiple Virtual I/O Server environment regardless of the oslevel. 

    Before we start to update the Virtual I/O Server, we checked our client partitions to be certain that no previous activity, such as rebooting the Virtual I/O Server, shows stale partitions on the client partition or paths as disabled. In these cases, the paths may not be operational, or the disk mirrors are similar.

    In a mirrored environment, issue the following steps for preparation:

    1.	On the client partition, in our case, the DB_Server partition, issue the lsvg command to check whether there are any stale partitions:

    # lsvg -l rootvg

    rootvg:

    LV NAME             TYPE       LPs   PPs   PVs  LV STATE      MOUNT POINT

    hd5                 boot       1     2     2    closed/syncd  N/A

    hd6                 paging     4     8     2    open/syncd    N/A

    hd8                 jfs2log    1     2     2    open/stale    N/A

    hd4                 jfs2       1     2     2    open/stale    /

    hd2                 jfs2       5     10    2    open/stale    /usr

    hd9var              jfs2       1     2     2    open/stale    /var

    hd3                 jfs2       1     2     2    open/stale    /tmp

    hd1                 jfs2       1     2     2    open/stale    /home

    hd10opt             jfs2       1     2     2    open/stale    /opt

    2.	If you see a stale partition, resynchronize the volume group using the varyonvg command. Make sure that the Virtual I/O Server is up and running and all mappings are in a correct state.

    # varyonvg rootvg

    3.	After running this command, check again using the lsvg command. Now the volume group is synchronized.

    # lsvg -l rootvg

    rootvg:

    LV NAME             TYPE       LPs   PPs   PVs  LV STATE      MOUNT POINT

    hd5                 boot       1     2     2    closed/syncd  N/A

    hd6                 paging     4     8     2    open/syncd    N/A

    hd8                 jfs2log    1     2     2    open/syncd    N/A

    hd4                 jfs2       1     2     2    open/syncd    /

    hd2                 jfs2       5     10    2    open/syncd    /usr

    hd9var              jfs2       1     2     2    open/syncd    /var

    hd3                 jfs2       1     2     2    open/syncd    /tmp

    hd1                 jfs2       1     2     2    open/syncd    /home

    hd10opt             jfs2       1     2     2    open/syncd    /opt

    In an MPIO environment, issue the following steps for preparation:

    1.	On the client partition, in our case, the APP_Server partition, check the state using the lspath command. Both paths are in an enabled state. If one is missing or in a disabled state, check for possible reasons. If the Virtual I/O Server was rebooted earlier and the health_check attribute is not set, you may need to enable it.

    2.	Issue the following command to check the paths:

    # lspath

    Enabled hdisk0 vscsi0

    Enabled hdisk0 vscsi1

    3.	After ensuring both paths function without problems, disable the path to the Virtual I/O Server that will receive the first software update. In our example, we start by updating VIO_Server_SAN1. The lspath command shows us that one path is connected using the vscsi0 adapter and one using the vscsi1 adapter.

    Issue the lscfg command to determine the slot number of the vscsi0 adapter:

    # lscfg -vl vscsi0

      vscsi0           U9117.570.107CD9E-V4-C10-T1  Virtual SCSI Client Adapter

     

            Device Specific.(YL)........U9117.570.107CD9E-V4-C10-T1

    4.	To find out to which Virtual I/O Server the vscsi0 adapter is connected, access the active profile of the client partition on the HMC. 

    Go to Server Management and choose the active profile of the client partition, as shown in Figure 6-68. 
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    Figure 6-68   HMC profile properties

    Right-click the profile and choose Properties. In the Properties panel, choose the Virtual I/O Adapters tab. 

    Figure 6-69 shows that the virtual SCSI adapter in slot 10 is connected to the VIO_Server-SAN1 partition.
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    Figure 6-69   Virtual SCSI adapter mapping to VIO server

    5.	Disable the vscsi0 path for the hdisk0 using the chpath command:

    # lspath

    Enabled hdisk0 vscsi0

    Enabled hdisk0 vscsi1

    # chpath -l hdisk0 -p vscsi0 -s disable

    paths Changed

    # lspath

    Disabled hdisk0 vscsi0

    Enabled  hdisk0 vscsi1

    Now we can update the VIO_Server_SAN1 partition.

    1.	On the VIO_Server_SAN1 partition, we configured the CD-ROM device and inserted the update.

    To update the media, issue the updateios command. The results are shown in Example 6-23.

    Example 6-23   updateios command output
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    $ updateios -dev cd0 -install -accept

    *******************************************************************************

    installp PREVIEW:  installation will not actually occur.

    *******************************************************************************

     

    +-----------------------------------------------------------------------------+

                        Pre-installation Verification...

    +-----------------------------------------------------------------------------+

    Verifying selections...done

    Verifying requisites...done

    Results...

     

    WARNINGS

    --------

      Problems described in this section are not likely to be the source of any

      immediate or serious failures, but further actions may be necessary or

      desired.

     

      Already Installed

      -----------------

      The following filesets which you selected are either already installed

      or effectively installed through superseding filesets.

     

        devices.pci.4f11c800.rte 5.3.0.0          # 2-Port Asynchronous EIA-232 ...

        devices.pci.4f11c800.diag 5.3.0.0         # 2-port Asynchronous EIA-232 ...

        devices.pci.1410d002.com 5.3.0.0          # Common PCI iSCSI TOE Adapter...

        devices.pci.1410d002.rte 5.3.0.0          # 1000 Base-TX PCI-X iSCSI TOE...

        devices.pci.1410d002.diag 5.3.0.0         # 1000 Base-TX PCI-X iSCSI TOE...

        devices.pci.1410cf02.rte 5.3.0.0          # 1000 Base-SX PCI-X iSCSI TOE...

        devices.pci.1410cf02.diag 5.3.0.0         # 1000 Base-SX PCI-X iSCSI TOE...

        invscout.ldb 2.2.0.2                      # Inventory Scout Logic Database

        csm.diagnostics 1.4.1.0                   # Cluster Systems Management P...

        csm.core 1.4.1.0                          # Cluster Systems Management Core

        csm.client 1.4.1.0                        # Cluster Systems Management C...

        csm.dsh 1.4.1.0                           # Cluster Systems Management Dsh

        devices.pci.2b101a05.diag 5.3.0.20        # GXT120P Graphics Adapter Dia...

        devices.pci.14103302.diag 5.3.0.20        # GXT135P Graphics Adapter Dia...

        devices.pci.14105400.diag 5.3.0.20        # GXT500P/GXT550P Graphics Ada...

        devices.pci.2b102005.diag 5.3.0.20        # GXT130P Graphics Adapter Dia...

        devices.pci.isa.rte 5.3.0.10              # ISA Bus Bridge Software (CHRP)

        devices.common.IBM.fddi.rte 5.3.0.10      # Common FDDI Software

        devices.common.IBM.tokenring.rte 5.3.0.10 # Common Token Ring Software

        devices.common.IBM.hdlc.rte 5.3.0.10      # Common HDLC Software

        devices.pci.331121b9.rte 5.3.0.10         # IBM PCI 2-Port Multiprotocol...

        devices.pci.14107c00.diag 5.3.0.10        # PCI ATM Adapter (14107c00) D...

        devices.pci.1410e601.diag 5.3.0.10        # IBM Cryptographic Accelerato...

        devices.pci.14101800.diag 5.3.0.10        # PCI Tokenring Adapter Diagno...

        devices.pci.14103e00.diag 5.3.0.10        # IBM PCI Tokenring Adapter (1...

        devices.pci.23100020.diag 5.3.0.10        # IBM PCI 10/100 Mb Ethernet A...

        devices.pci.22100020.diag 5.3.0.10        # PCI Ethernet Adapter Diagnos...

        devices.pci.14102e00.diag 5.3.0.10        # IBM PCI SCSI RAID Adapter Di...

        devices.pci.14105e01.diag 5.3.0.10        # 622Mbps ATM PCI Adapter Diag...

        devices.isa_sio.chrp.ecp.rte 5.3.0.10     # CHRP IEEE1284 Parallel Port ...

        devices.serial.gio.X11 5.3.0.10           # AIXwindows Serial Graphics I...

        devices.serial.sb1.X11 5.3.0.10           # AIXwindows 6094-030 Spacebal...

        devices.serial.tablet1.X11 5.3.0.10       # AIXwindows Serial Tablet Inp...

        perl.libext 2.1.0.10                      # Perl Library Extensions

        devices.pci.77101223.rte 5.3.0.10         # PCI FC Adapter (77101223) Ru...

        devices.pci.5a107512.rte 5.3.0.10         # IDE Adapter Driver for Promi...

        bos.txt.spell 5.3.0.10                    # Writer's Tools Commands

        devices.pci.14107d01.X11 5.3.0.10         # AIXwindows GXT300P Graphics ...

        devices.pci.14106e01.X11 5.3.0.10         # AIXwindows GXT4000P Graphics...

        devices.pci.14107001.X11 5.3.0.10         # AIXwindows GXT6000P Graphics...

        devices.pci.14108e00.X11 5.3.0.10         # AIXwindows GXT3000P Graphics...

        devices.pci.1410b800.X11 5.3.0.10         # AIXwindows GXT2000P Graphics...

        devices.pci.14101b02.X11 5.3.0.10         # AIXwindows GXT6500P Graphics...

        devices.pci.14101c02.X11 5.3.0.10         # AIXwindows GXT4500P Graphics...

        devices.pci.14106902.diag 5.3.0.10        # 10/100/1000 Base-TX PCI-X Ad...

        devices.pci.1410ff01.diag 5.3.0.10        # 10/100 Mbps Ethernet PCI Ada...

        devices.pci.00100100.com 5.3.0.10         # Common Symbios PCI SCSI I/O ...

        devices.pci.14100401.diag 5.3.0.10        # Gigabit Ethernet-SX PCI Adap...

        devices.pci.1410ba02.rte 5.3.0.10         # 10 Gigabit-SR Ethernet PCI-X...

        devices.common.IBM.ide.rte 5.3.0.10       # Common IDE I/O Controller So...

     

      NOTE:  Base level filesets may be reinstalled using the "Force"

      option (-F flag), or they may be removed, using the deinstall or

      "Remove Software Products" facility (-u flag), and then reinstalled.

     

     

      << End of Warning Section >>

     

    SUCCESSES

    ---------

      Filesets listed in this section passed pre-installation verification

      and will be installed.

     

      Mandatory Fileset Updates

      -------------------------

      (being installed automatically due to their importance)

      bos.rte.install 5.3.0.30                    # LPP Install Commands

     

      << End of Success Section >>

     

    FILESET STATISTICS

    ------------------

      262  Selected to be installed, of which:

            1  Passed pre-installation verification

           50  Already installed (directly or via superseding filesets)

          211  Deferred (see *NOTE below)

      ----

        1  Total to be installed

     

    *NOTE  The deferred filesets mentioned above will be processed after the

           installp update and its requisites are successfully installed.

     

    RESOURCES

    ---------

      Estimated system resource requirements for filesets being installed:

                    (All sizes are in 512-byte blocks)

          Filesystem                     Needed Space             Free Space

          /usr                                 7256                 887280

          -----                            --------                 ------

          TOTAL:                               7256                 887280

     

      NOTE:  "Needed Space" values are calculated from data available prior

      to installation.  These are the estimated resources required for the

      entire operation.  Further resource checks will be made during

      installation to verify that these initial estimates are sufficient.

     

    ******************************************************************************

    End of installp PREVIEW.  No apply operation has actually occurred.

    ******************************************************************************

    Continue the installation [y|n]?
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    Type y and press Enter to start the update. The output of the updateios command is very verbose and left out of this example.

    2.	After the successful update, you must accept the license again:

    $ license -accept

    To check the update, run the ioslevel command:

    $ ioslevel

    1.2.0.0

    3.	Reboot the Virtual I/O Server.

    After the Virtual I/O Server is up and running again, we need to log in to the client partitions using the first updated VIOS to resynchronize the volume group on the mirrored client partition and to change the path status on the MPIO client partition. This will update the mirror to include any disk I/O that took place during the software upgrade.

    In a mirrored environment, issue lsvg again on the client partitions to check the status of your volume group:

    # lsvg -l rootvg

    rootvg:

    LV NAME             TYPE       LPs   PPs   PVs  LV STATE      MOUNT POINT

    hd5                 boot       1     2     2    closed/syncd  N/A

    hd6                 paging     4     8     2    open/syncd    N/A

    hd8                 jfs2log    1     2     2    open/stale    N/A

    hd4                 jfs2       1     2     2    open/syncd    /

    hd2                 jfs2       5     10    2    open/syncd    /usr

    hd9var              jfs2       1     2     2    open/stale    /var

    hd3                 jfs2       1     2     2    open/syncd    /tmp

    hd1                 jfs2       1     2     2    open/syncd    /home

    hd10opt             jfs2       1     2     2    open/syncd    /opt

    Run the varyonvg command to synchronize the volume group:

    # varyonvg rootvg

     

    # lsvg -l rootvg

    rootvg:

    LV NAME             TYPE       LPs   PPs   PVs  LV STATE      MOUNT POINT

    hd5                 boot       1     2     2    closed/syncd  N/A

    hd6                 paging     4     8     2    open/syncd    N/A

    hd8                 jfs2log    1     2     2    open/syncd    N/A

    hd4                 jfs2       1     2     2    open/syncd    /

    hd2                 jfs2       5     10    2    open/syncd    /usr

    hd9var              jfs2       1     2     2    open/syncd    /var

    hd3                 jfs2       1     2     2    open/syncd    /tmp

    hd1                 jfs2       1     2     2    open/syncd    /home

    hd10opt             jfs2       1     2     2    open/syncd    /opt

    4.	In a MPIO environment, log on to your client partitions and check the path status with the lspath command:

    # lspath

    Disabled hdisk0 vscsi0

    Enabled  hdisk0 vscsi1

    5.	Enable the vscsi0 path and disable the vscsi1 path:

    # chpath -l hdisk0 -p vscsi0 -s enable

    paths Changed

    # lspath

    Enabled hdisk0 vscsi0

    Enabled hdisk0 vscsi1

    # chpath -l hdisk0 -p vscsi1 -s disable

    paths Changed

    # lspath

    Enabled  hdisk0 vscsi0

    Disabled hdisk0 vscsi1

    6.	Update the second Virtual I/O Server repeating the steps above.

    7.	After the update is complete and the second Virtual I/O Server partition rebooted, log on to the client partition to synchronize the rootvg using the varyonvg command and enable the path using the chpath command, as shown in the examples above.

    This completes the update of a redundant VIOS configuration while maintaining client application availability.
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Detailed scenarios

    This chapter provides practical examples of a few tasks that can be performed to maintain IBM System p server. Each task is presented as a detailed step-by-step procedure, illustrated with screen captures and command outputs.

    This chapter is split into three sections:

    •7.1, “Server upgrades” on page 340 is related to the expansion of a server. It shows how to add new building blocks to a running system, such as adding a new RIO drawer.

    •7.2, “Preventive maintenance” on page 352 addresses the preventive maintenance of a running system, with activities such as firmware updates.

    •7.3, “Problem solving” on page 387 focuses on solving problems, such as replacing parts or recovering from the failure of part of the system.

     

    
      
        	
          Note: Some examples in this chapter have been executed on early versions of products, prior to their general availability. Therefore, you may obtain slightly different graphical screen or command line output if you try to replay the same scenarios on your environment.

          The goal is to provide a glimpse into the process and tools used to support IBM System p hardware.

        
      

    

    7.1  Server upgrades

    IBM System p server have a modular architecture so that you can modify their configuration over time, according to the changing of your needs for growing applications, additions of new partitions, or changes in the connectivity of your IT environment, for example.

    In this section, we present some typical configuration changes that may occur in your environment:

    •How to add a service processor (SP) to a p5-570, creating a redundant SP configuration, is explained in 7.1.1, “Adding a redundant SP” on page 340.

    •Adding an RIO-attached drawer to a server without impacting the partitions currently executing, is detailed in 7.1.2, “Concurrent add of a RIO drawer” on page 342.

    7.1.1  Adding a redundant SP

    For the IBM System p570 system, a redundant service processor is available as FC 7997. The goal of a redundant service processor is to eliminate client outages due to service processor hardware failures. IBM p5-590 or p5-595 systems come with a second SP as part of the base configuration.

    In a dynamic failover implementation, when the primary service processor becomes inactive for any reason, the back-up service processor takes over operations of the running system with minimal user, user application, and operating system impact. 

    In this scenario, we explain the process required to install this feature.

    Planning considerations

     

     

     

    
      
        	
          Attention: Systems with redundant SPs must be HMC managed. The main reason is to provide a single point of control to keep both SPs at the same code level.

        
      

    

    Refer to the 5.1.3, “Configure a redundant SP on a p5-570” on page 173 for details and diagrams on how to configure HMC connections and SPCN loops. 

    Add the hardware

    As with all additions and upgrade, we use InfoCenter as a starting point to install this feature. 

    Select Installing hardware → Installing features and replacing parts → select by feature or part → Service processor assembly → Install a model 570 redundant service processor assembly. The window in Figure 7-1 should appear.
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    Figure 7-1   InfoCenter window showing how to install a feature

    Follow the instructions outlined in InfoCenter to activate an Add FRU procedure, as shown in Figure 7-2, scroll down the available list, pick the relevant section involved with adding a redundant SP, and then follow the instructions in the window.
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    Figure 7-2   Adding a FRU to a model 570

    7.1.2  Concurrent add of a RIO drawer

    Before performing any additions or changes to your server configuration, it is a good idea to plan for your future requirements and to also check that the configuration that you already have is both supported and operational with no current problems. Figure 7-3 on page 343 presents the starting configuration for this scenario, consisting of three CECs and two RIO drawers.
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    Figure 7-3   Shows 3 drawer 570 with two external I/O drawers

    When adding an additional I/O drawer, this planning would include checking the existing RIO topology. This can be most easily achieved by using the tools available within the HMC.

    In the Navigational Area, go to the Service Focal Point section and then choose Service Utilities.

    Figure 7-4 shows how to view RIO topology from within the Service Utilities window.
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    Figure 7-4   How to view RIO topology

    In Figure 7-5 we show an example of an incomplete RIO loop, where the LinkStatus is Open, which in this case was caused by a disconnected RIO cable.
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    Figure 7-5   Non operational RIO loop

    We repaired the loop and show, in Figure 7-6 on page 345, the same RIO configuration in a correct operational state. 

    In this particular example, we have a three drawer p5-570 with two RIO expansion drawers: one 7311 D20 and one 7311 D11. Again, the important thing to be aware of is the state of the RIO loops; the link status must be operational before any upgrade procedure is initiated.

     

    
      
        	
          Important: The addition of an RIO drawer requires you to break existing SPCN and RIO loops to insert the new drawer within these loops. This is possible while the server is operational, thanks to the redundant architecture of the SPCN and RIO loops. If one of these loops were already open prior to the operation, the insertion of a new RIO drawer would isolate devices in parts of the loop, resulting in a system failure.

        
      

    

    [image: ]

    Figure 7-6   Network topology

    For this particular scenario, we add an RIO drawer. Once we have established the RIO loop, we can continue with the addition of the new hardware. The entry point for this procedure is Service Focal Point. 

    From the Service Focal Point window, click the Install/Add/Remove Hardware button, as shown in Figure 7-7.
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    Figure 7-7   Install/Add/Remove Hardware

    Choose the managed server that you wish to upgrade, as shown in Figure 7-8, and then select Selected → Add Enclosure.
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    Figure 7-8   Select managed server

    Figure 7-9 shows the Add Enclosure window, presenting the option to select an enclosure type. In our example, we have chosen to add an expansion drawer: machine type 7311 model D20.

    Select the relevant enclosure type in the top Enclosure Types pane, then use the Add button to drop the feature to the bottom Pending Actions pane. 
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    Figure 7-9   Add enclosure

    Now click the Launch Procedure button, which navigates you to the Hardware Information Center (InfoCenter); there is a final warning to accept or delay this service action, as shown in Figure 7-10.
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    Figure 7-10   InfoCenter or delay service action

    InfoCenter walks you through the upgrade, step by step, as shown in Figure 7-11 and Figure 7-12 on page 351. InfoCenter presents you with the relevant steps required to install your hardware. It helps you ascertain whether your particular upgrade can be done concurrently and gives advice and examples of the RIO topology.

    InfoCenter also explains how and to physically install the required feature, including any required cabling.
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    Figure 7-11   InfoCenter, select by model or expansion unit
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    Figure 7-12   InfoCenter, set up your expansion unit

    When you have finished all the required steps, return to your service action window on the HMC and confirm that you have finished the upgrade by clicking the Next button, as in Figure 7-13.
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    Figure 7-13   End service action

    You have now successfully added an external I/O drawer to your managed system. This has been achieved concurrently, without any outage to your server and 24x7 critical applications. The comparison of Figure 7-3 on page 343 and Figure 7-14 shows that the configuration now contains an additional third RIO drawer. 
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    Figure 7-14   Additional I/O drawer and available buses

    7.2  Preventive maintenance

    Chapter 5, “Service processor and firmware” on page 169 describes how to keep the environment up to date. 

    •In 7.2.1, “Concurrent firmware update” on page 353, we demonstrate the application of a firmware update in Concurrent Firmware Maintenance mode (while partitions are executing). This section also explains how to perform backups before performing the maintenance activity. 

    •7.2.2, “Firmware update with redundant HMCs” on page 365 demonstrates adding a second HMC and performing a firmware upgrade (disruptive) with redundant HMCs. 

    •Finally, 7.2.3, “Firmware update with dual SPs” on page 377 explains how to perform a firmware update on a systems with two service processors. This example is performed on an p5-590 and shows how to service both the system and the power subsystem firmware.

    7.2.1  Concurrent firmware update

    This goal of this scenario is to upgrade the firmware installed into the service processor of a p5-570 without stopping the partitions that are executing on the server, 

    The best practice recommendation is to perform the firmware update as one step in a series of tasks that ensure the environment can fall back to the previous state:

    1.	Check for prerequisites on the level of the HMC code.

    2.	Download (or get access to) the new code.

    3.	Back up the HMC data.

    4.	If needed, update the HMC code to a newer level.

    5.	Copy the current firmware level to the permanent side.

    6.	Install the new firmware level on the temporary side.

    7.	After a test period, copy the new level to the permanent side.

    Planning considerations

    There are several ways to perform the updates, using different media: from CD/DVD or through an Ethernet network from a software repository. 

    The network installation may save you a significant amount of time: 

    •You do not need to order or create the CD or DVD.

    •You can perform all operations remotely, without having to physically sit next to the system.

    In this example, we demonstrate a network-based installation.

    This scenario is based on the following environment:

    •A 12-core p5-570, installed with firmware at level SF230_145.

    •An HMC installed with level 4.50.

    •A local FTP server, acting as a code repository for the HMC and SP firmware. This FTP server is an AIX 5L server connected to a VLAN accessible from the HMC with a high speed connection. 

    The goal is to bring the server firmware to the SF230_150 level. 

    Step by step execution

    The update process starts with a planning phase.

    1.	Retrieve information about installed code.

    You must retrieve both the level of the HMC installed code and of the service processor firmware. Figure 7-15 indicates that the HMC is currently at level 4.5.
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    Figure 7-15   Display HMC code version

    To display the SP firmware level, select, in the navigation area, Licensed Internal Code Updates → Change Licensed Internal Code for the current release, select the right server in the Target Object Selection pop-up window, select View system information in the Change Licensed Internal Code window, and select None in the Specify LIC Repository window. Figure 7-16 on page 355 shows that the current level on the service processor is 01SF230-145.
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    Figure 7-16   Display SP firmware level

    2.	Retrieve information about the new code.

    This information is available at the Fix Center Web site at:

    http://www.ibm.com/eserver/support/fixes/fcgui.jsp

    Select the server and product options, as shown in Figure 7-17.
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    Figure 7-17   Accessing Firmware from Fix Central

    Before downloading any code, open the description of the firmware level you need. It contains important information about prerequisites to the update. It also provides detailed information about the different methods to perform the update and the packaging of the data to retrieve and associate to each method.

    Figure 7-18 shows that a minimum interim fix level is required (MH0045) on the HMC code to support the new service processor code level.
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    Figure 7-18   Important planning information

    According to the naming conventions for SP code release, the version 01SF230_150_120:

     –	Is an update to the code currently installed (01SF230_145_120), since the release level remains unchanged (230). 

     –	Can be performed concurrently since the last disruptive service pack is identical (120).

    Write down the checksum value for the files you will download.

    3.	Retrieve the service processor new code.

    To perform an installation over the Ethernet network, download the .xml and .rpm files onto the FTP server.

     

    
      
        	
          Note: The file names may be in a format such as data_mdownload_01SF230_145_120.xml. Do not forget to rename both files so the format is 01SFxxx_yyy_zzz.xml.

        
      

    

    Then, use the sum command and compare the checksum value with the information collected during the previous step:

    # ls -al  01SF230_145*

    -rw-r-----   1 root     sys 3191254 Nov 09 17:28 01SF230_145_120.rpm

    -rw-r-----   1 root     sys   14141 Nov 09 17:28 01SF230_145_120.xml

    # sum 01SF230_145*

    16853 12883 01SF230_145_120.rpm

    63559    14 01SF230_145_120.xml

    4.	Retrieve the HMC new code.

    Access the HMC corrective Service Support Web page at: 

    https://www14.software.ibm.com/webapp/set2/sas/f/hmc/home.html

    In this specific case, first check the Fix Installation Instruction Web page at:

    https://www14.software.ibm.com/webapp/set2/sas/f/hmc/power5/install/v45.Uinstall.html

    and follow the links that fit the installation method you have chosen. In this case, download the prerequisite HMC code update indicated in Step 2 onto the FTP server, and verify its checksum:

    # ls -al MH00454*

    -rw-r-----   1 root     sys       407276124 Nov 09 17:18 MH00454.zip

    # sum MH00454*

    44182 397731 MH00454.zip

    5.	Back up the HMC critical data.

    The FTP server used to store the HMC and SP firmware can also be used to archive the HMC critical data. From the WebSM navigation window, click HMC Code Update → Back up Critical Console Data and select Send back up critical data to remote site in the Backup Dialog window. It is a good practice to: 

     –	Create a specific user ID on the FTP server to perform this backup. This user ID should have the right to create files larger than the default 1 GB limit (we recommend you set this user ID file size limit to 5 GB). 

     –	Set the home directory of this user in a file system with a few GB of free space. The archived data is stored in compressed tar format (.tgz) in the home directory of this user ID.

     –	Provide some explanation about the purpose of this backup in the Description field, as shown in Figure 7-19.
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    Figure 7-19   FTP critical backup dialog box

    It may take over 10 minutes to complete the backup over the FTP sessions.

    6.	Install the HMC fix.

    From the WebSM navigation window, click HMC Code Update → Install Corrective Service, select Download the corrective service file from a remote system, and enter the information needed to set up the FTP transfer: address or name of the FTP server, fully qualified name of the fix file (.zip), and user ID and password, as presented in Figure 7-20 on page 359.
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    Figure 7-20   Installing an HMC fix from an FTP server

    7.	Reboot the HMC.

    After a successful installation, you receive an information window asking to reboot the HMC.

    8.	Verify the HMC code level.

    Open the command-line interface (CLI) of the HMC, and use the lshmc command to check that the code fix is correctly applied:

    hscroot@hmc570:~> lshmc -V

    "version= Version: 4

     Release: 5.0

    HMC Build level 20051010.1

    MH00454: Maintenance Package for V4R5.0 (10-10-2005)

    "

    9.	Check the environment for applying the update to the service processor.

    No pending serviceable event should appear on the Service focal point. On the WebSM navigation area, click Service Focal Point → Manage Serviceable Events and select to display all open events. You get a window similar to Figure 7-21.
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    Figure 7-21   List of open serviceable events

    Have each of the events taken care of, and close them by selecting them and selecting Selected → Close Event. 

    Make sure the connection between the HMC and the service processor is up and running by using the lssysconn command:

    hscroot@hmc570:~> lssysconn -r all

    resource_type=sys,type_model_serial_num=9117-570*107CD9E,sp=primary,ipaddr=192.168.255.254,state=Connected

    Ensure that call home prior is disabled on the HMC (and any other HMC it is network connected to). On the WebSM navigation area, select Remote Support Customize → Service Settings to open the call home setting window shown in Figure 7-22 on page 361.
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    Figure 7-22   Call home settings

    The environment is now ready for installing the fixes. 

    10.	Check temporary and permanent side settings.

    Concurrent maintenance can only be performed if the service processor boots from the t-side (temporary), which is the default setting. To check the side selection settings, use the lssyscfg command on the HMC command line interface: 

    hscroot@hmc570:~> lssyscfg -r sys -F name,type_model,serial_num,curr_power_on_side,pend_power_on_side

    p570-ITSO,9117-570,107CD9E,temp,temp

    The curr_power_on_side and pend_power_on_side attributes must be set to temp. If this is not the case, you must first set it back by selecting Licensed Internal Code Updates → Flash Side Selection.

     

    
      
        	
          Note: Changing the firmware boot side is a disruptive operation. It requires that all partitions be powered off. In a normal operation mode, the power on side should always be set to the t-side.

        
      

    

    11.	Install the service processor update.

    From the WebSM navigation area, select Licensed Internal Code Updates → Change Licensed Internal Code for the current release, select the server to update in the Target Object Selection window, select Start Change Licensed Internal Code wizard in the Change Licensed Internal Code window, and select FTP site in the Specify LIC repository window.

    Fill in the FTP Site Access Information window, as shown in Figure 7-23.
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    Figure 7-23   Define FTP connections parameters

    Then, answer the questions in the following windows until you are presented with the Confirm the Action window, as shown in Figure 7-24 on page 363. Click the View Levels... button to display the level of firmware that will be installed after the operation. If this is the level you are expecting, select Finish.

     

    
      
        	
          Note: Do not perform any operation (from the HMC or the ASMI) on the managed system that is being updated until the firmware update is complete.
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    Figure 7-24   Confirm the LIC update

    This step may take over 30 minutes.

    12.	Check to see if the installation is successful.

    Display the code level to check if the installation was successful.

    You can use the lsmcode command in an AIX 5L partition to display it:

    DISPLAY MICROCODE LEVEL                                                   802811

    IBM,9117-570

     

    The current permanent system firmware image is SF230_145

    The current temporary system firmware image is SF230_150

    The system is currently booted from the temporary firmware image.

    Or you can use the method detailed in Step 1 on the HMC. The output of the lsmcode command and Figure 7-25 shows that the firmware level in the active side is now 150, and that the backup side contains level 145 of the code.
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    Figure 7-25   Check code level

    13.	Optionally, commit the level update.

    After a substantial testing period, you may decide to copy the latest firmware level on the permanent side. 

     

    
      
        	
          Note: This step is optional, and you may prefer to keep the previous level on the p-side until the next update. Ensure that this is well documented.

        
      

    

    From the WebSM navigation area, click Licensed Internal Code Updates → Change Licensed Internal Code for the current release, select the system on which to commit the code, and in the Change Licensed Internal Code, select Select advanced features. In the Advanced Features window, select Accept. 

    This operation may take over 15 minutes. You can then re-execute Step 12 to check the same level of firmware is installed on both the t-side and the p-side.

    7.2.2  Firmware update with redundant HMCs

    This scenario demonstrates two maintenance operations performed together, in order to optimize service time:

    1.	Adding a redundant HMC to a p5-570 environment already in production.

    2.	Performing a service processor firmware upgrade in a redundant HMC configuration, going from SF230-150 to SF235-160.

    This firmware upgrade is a non-concurrent operation, and requires powering off the p5-570. The whole operation consists of many steps, and the scenario mentions which steps can be performed while the partitions are up and running, and which steps must be performed while the partitions are stopped.

    The operations consists of the following steps:

    1.	Check for prerequisites on the level of the HMC code.

    2.	Download (or get access to) the new code.

    3.	Install code on the new HMC.

    4.	Connect the new HMC to the network.

    5.	Synchronize both HMC configuration data.

    6.	Upgrade code on one HMC.

    7.	Upgrade code on second HMC.

    8.	Upgrade service processor code.

    9.	Final checks.

    Planning considerations

    The environment we start from contains:

    •A 12-core p5-570, installed with firmware at level SF230_150.

    •An HMC installed with level 4.50 and maintenance package MH00454.

    •A local FTP server, acting as a code repository for the HMC and SP firmware. This FTP server is an AIX 5L server connected to a VLAN accessible from the HMC with a high speed connection. 

    In the target environment: 

    •The server firmware will be at the SF235_160 level. 

    •The server will be managed by an additional HMC. 

    It is assumed that the new HMC is delivered with its code at level 4.50 and maintenance package MH00324. 

    The network environment is setup with three different VLANs:

    1.	An open Ethernet network is used for connections to the LPARs and for remote access to the HMCs.

    2.	A private VLAN is used to connect the first HMC (named hmc570) to the HMC1 port of the p5-570 service processor. The first HMC is configured as a DHCP server on this VLAN, with the address range 192.168.0.2 to 192.168.255.254.

    3.	A second private VLAN is installed for connecting the second HMC (hmcp570bk) to port HMC2 on the service processor. During this scenario, the second HMC will be configured as a DHCP server for the IP range 172.16.0.3 to 172.16.255.254. 

    Figure 7-26 shows the cabling of the private VLANs (the open network is not presented to keep the figure simple). 
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    Figure 7-26   Redundant HMC Ethernet cabling

    Step by step execution

    The fix installation process consists of many steps, and starts with a planning and prerequisites checking phase. 

     

    
      
        	
          Note: Some of the steps in this example are similar to steps already described in 7.2.1, “Concurrent firmware update” on page 353. Refer to 7.2.1, “Concurrent firmware update” on page 353 for details and graphical views that are not repeated in this section. 

        
      

    

    1.	Retrieve information about code in the installed system.

    You must first retrieve the exact level of firmware and HMC code level for the already installed environment. You can use the HMC graphical interface for this purpose, as shown in 7.2.1, “Concurrent firmware update” on page 353. You can also use the HMC lshmc command to retrieve the HMC code level and the lslic command to retrieve the firmware level:

    hscroot@hmc570:~> lshmc -V

    "version= Version: 4

     Release: 5.0

    HMC Build level 20051010.1

    MH00454: Maintenance Package for V4R5.0 (10-10-2005)

    "

    hscroot@hmc570:~> lslic -m p570-ITSO -t syspower

    lic_type=Managed System,management_status=Enabled,disabled_reason=,activated_level=150,installed_level=150,accepted_level=150,ecnumber=01SF230,mtms=9117-570*107CD9E

     

    
      
        	
          Note: In the case of a p5-570, the sys and syspower option of the lslic command return the same output, since there is no power firmware. For the p5-590 and p5-595, use the syspower option to retrieve the complete firmware information. 

        
      

    

    2.	Retrieve information about the code installed in the new HMC.

    Install the new HMC in the machine room, but do not connect it to the server service processor. Power up the HMC, and configure it using the Guided Setup wizard. Do not forget to use a different network IP address range than the range used by the already existing HMC.

    Use the lshmc command to check the level of code already installed on this new HMC:

    hscroot@hmc570bk:~> lshmc -V

    "version= Version: 4

     Release: 5.0

    HMC Build level 20050629.1

    MH00324: Maintenance Package for V4R5.0 (06-29-2005)

    "

    The information captured can be summarized, as shown in Table 7-1.

    Table 7-1   Existing maintenance levels and fix levels

    
      
        	
          Component

        
        	
          Level

        
        	
          Fix

        
      

      
        	
          LIC, t-side

        
        	
          01SF230

        
        	
          150

        
      

      
        	
          LIC, p-side

        
        	
          01SF230

        
        	
          150

        
      

      
        	
          Existing HMC 

        
        	
          4.50

        
        	
          MH00454

        
      

      
        	
          New HMC

        
        	
          4.50

        
        	
          MH00324

        
      

    

    You notice that the new HMC firmware is back-level, compared to the environment in production.

    3.	Retrieve information for new service processor code to be installed. 

    This information is available on the Fix Center Web site. The information pages for the service processor update and the HMC code level indicates that:

     –	Service processor code 01SF230_150_120 requires the HMC software to be upgraded to Version 4, Release 5.0 (or newer), with maintenance interim fix MH0045 (or newer) applied. 

     –	Therefore, the new HMC needs to be updated before being connected to the p5-570 service processor.

     –	Service processor code 01SF235_160_160 installation requires the HMC software to be at least at Version 5, Release 1.0. 

     –	Hence, both HMCs will need to be brought up to the latest code version prior to applying the service processor fix. 

     –	There is no Corrective Service to update to Version 5 Release 1.0. You must perform an Upgrade to update to HMC Version 5 Release 1.0. You can upgrade the HMC from HMC 4.1.1 (or later) to HMC 5.1 using the recovery media or over a network.

     –	Since the HMCs are currently at V4.5, they will have to be upgraded, and not updated. 

     –	The release level installed on the service processor (230) and the new release level (235) are different. Therefore, the service processor update will be disruptive, requiring you to shut down all partitions. 

    4.	Plan for the methods to use to apply the fixes.

    You have several choices to apply the fixes, as indicated in the installation information available on the Fix Central Web site. In this example, since an AIX 5L FTP server is available, we decide to:

     –	Perform all data backup over the IP network onto the FTP server.

     –	Install all service processor fixes from this FTP server.

     –	Install the HMC upgrade over the network. However, since we do not have a Linux tftp server, we boot the HMC from the HMC Recovery DVDs, and install the code over an NFS connection. 

    5.	Download the code. 

    On the FTP server, we install all the files needed to upgrade the firmware.

    a.	Service processor code

    # ls -al p570Firmware/01SF235*

    -rw-r--r--   1 root     sys        13921570 Nov 09 17:28 p570Firmware/01SF235_160_160.rpm

    -rw-r--r--   1 root     sys            7867 Nov 09 17:28 p570Firmware/01SF235_160_160.xml

    b.	Fix for updating the new HMC to required V4.5 maintenance level.

    # ls -al HMC_4.5/MH00454*

    -rw-r--r--   1 root     sys       407276124 Nov 09 17:18 HMC_4.5/MH00454.zip

    c.	Fix for upgrading both HMC to V5.1

    # ls -al HMC_5.1

    total 9430496

    drwxr-sr-x   2 root     sys             512 Nov 09 17:27 .

    drwxr-sr-x   7 sys      sys             512 Nov 10 16:35 ..

    -rw-r-----   1 root     sys      1510375424 Nov 09 17:43 HMC_Recovery_V5R1.0_1.iso

    -rw-r-----   1 root     sys      1098940416 Nov 09 17:45 HMC_Recovery_V5R1.0_2.iso

    -rw-r-----   1 root     sys       481718272 Nov 09 17:20 disk1.img

    -rw-r-----   1 root     sys      1022121984 Nov 09 17:22 disk2.img

    -rw-r-----   1 root     sys       708837376 Nov 09 17:23 disk3.img

    6.	Create the bootable HMC V5 R1 Recovery DVDs from the .iso files.

    You must use high quality DVD-R media. Do not use DVD+R, DVD+-RW, or DVD-RAM.

    You cannot create the DVDs on the HMC. You need to create them on a different workstation (Linux or Windows). 

    7.	Update the new HMC to the same level as the installed HMC.

    The new HMC firmware is back level (V4.50 MH00324). This level is not compatible with the Licensed Internal Code installed on the server. Before we can connect the new HMC to the service processor, we need to update its firmware to level MH00454. 

    This intermediate step is only needed before the upgrade to V5.1, because we want ,in this scenario, to always have an HMC up and running, managing the server, with the possibility to fall back the dual HMC configuration to the previous level of HMC code. A faster way would be to immediately upgrade the new HMC to V5.1 before connecting it to the service processor. 

    Updating the HMC from V4.50 MH00324 to V4.50 MH00454 is similar to the update operation that is described in Step 6 on page 358 in 7.2.1, “Concurrent firmware update” on page 353. Refer to this section for a detailed explanation.

    You can also use the HMC updhmc command, followed by the lshmc command to check the update was successful:

    hscroot@hmc570bk:~> updhmc -t s -h 9.3.5.197 -u hmcBKUP -i -f /FirmwareRepository/HMC_4.5/MH00454.zip

    Password:

    hscroot@hmc570bk:~> lshmc -V

    "version= Version: 4

     Release: 5.0

    HMC Build level 20051010.1

    MH00454: Maintenance Package for V4R5.0 (10-10-2005)

    "

    Then reboot the HMC:

    hscroot@hmc570bk:~> hmcshutdown -r -t now

    Sending tempdisconnect signal

    Returned from tempdisconnect signal

     

    Broadcast message from root (Tue Nov 15 16:31:45 2005):

     

    The system is going down for reboot NOW!

    8.	Connect the HMC to the service processor. 

    Now that the HMC code level is compatible with the service processor firmware level, you can connect the HMC eth0 Ethernet port to the HMC2 port of the service processor. 

    We recommend that you do not perform any action on the first HMC for a few minutes, while the second one discovers the server and collects data about its configuration.

    On the new HMC WebSM window, select Server and Partition  → Server Management. You are likely to see an error message indicating an authentication error, as shown in Figure 7-27 on page 371.
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    Figure 7-27   Authentication error while connecting the second HMC on the SP

    You then have to enter the HMC Access password that was previously set by the first HMC. 

    You may want to recreate, on this second HMC, all the users that were created on the first HMC, and to check that the network configuration (in particular, the firewall settings) are matching your needs for remote access. 

    The server is now managed by two HMCs. It is possible to upgrade each HMC one after the other, so that there is always one HMC available to control the server.

    9.	Migrate the first HMC. 

    This migration consists of the following steps:

    a.	Back up the critical HMC data

    This backup can either be performed using the graphical user interface, as explained in Step 5 on page 358 in 7.2.1, “Concurrent firmware update” on page 353, or with the bkconsdata command in the command-line interface. In this example, the data is sent to the FTP server:

    hscroot@server1:~> bkconsdata -r ftp -h 192.168.254.255 -u hmcBKUP

    Enter the current password for user hmcBKUP:

    hscroot@server1:~>

    b.	Optionally, keep track of Schedule Operation, if you have defined one.

    c.	Back up the system profile data.

    You can save this data on the HMC hard disk, using the bkprofdata command:

    hscroot@server1:~> bkprofdata -m p570-ITSO -f ProfileBefore50Upgrade

    hscroot@server1:~> ls -al /var/hsc/profiles/107CD9E

    total 536

    drwxr-xr-x    2 root     root         4096 2005-11-15 19:22 .

    drwxr-xr-x    3 root     root         4096 2005-11-15 18:39 ..

    -rw-r--r--    1 root     root       174080 2005-11-15 19:22 ProfileBefore50Upgrade

    a.	Save Upgrade data.

    From the WebSM Navigation area, select HMC Code Update → Save Upgrade Data, to open the Save Upgrade Data window, in which you select Hard Drive. 
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    Figure 7-28   Save HM data before an upgrade

    b.	Install the HMC Upgrade V4.50 to V5.10.

    In this scenario, we decide to boot from the HMC recovery DVD and then download the upgrade data from the FTP server. This requires that you have physical access to the HMC.

    First, make sure that NFS is configured on the FTP server so that it can export the directory in which you have saved the disk images in Step 5.

    Then, load the first HMC V5 R1 Recovery DVD into the HMC drive, and reboot the HMC. An Install/Backup/Restore window appears on the console. Select the Upgrade option, and fill in the fields in the following windows. Select Update from FTP server, and then select the Ethernet adapter that will be used to connect to the FTP/NFS server. You must then give an IP address to this adapter: Select the static IP address option (not the DHCP option), and define the network mask, name server, and gateway address for this subnet. Then enter the IP address of the FTP/NFS server, and the fully qualified name of the directory where the images are stored. 

    10.	Check the upgrade completion.

    After the upgrade, the HMC reboots, and the console presents the standard login window. Log on the server using hscroot user ID, and accept the licence agreements (Click Accept twice).

    Check that the upgrade completed correctly. Use the lshmc and lshmcusr commands to display the new level of code, and verify that the user IDs that were created prior to the upgrade have been preserved during the upgrade:

    hscroot@server1:~> lshmc -V

    “version= Version: 5

     Release: 1.0

    HMC Build level 20050926.1

    "

    hscroot@server1:~> lshmcusr

    name=hscroot,taskrole=hmcsuperadmin,description=,resourcerole=

    name=hscpe,taskrole=hmcpe,description=pe,resourcerole=

    name=root,taskrole=hmcsuperadmin,description=root,resourcerole=

    Try an operation on the server, such as creating a new partition from the upgraded HMC, and check on the other HMC that this action has replicated.

    11.	Upgrade the second HMC. 

    Now that the p5-570 is managed by the first HMC, you can upgrade the second HMC. You just need to re-execute Step a to Step 10 on the second HMC. 

     

    
      
        	
          Tip: When you backup the critical HMC data onto an FTP server, the data is stored in a file named HMCBackup_date.time.tgz. The name does not allow to identify the source HMC. If you backup all HMCs onto the same FTP servers, you should keep track of which file relates to which HMC.

        
      

    

    12.	Check for serviceable events.

    Verify that no pending serviceable events appear when selecting Service Focal Point → Manage Serviceable Events. See Step 9 on page 360 in 7.2.1, “Concurrent firmware update” on page 353 for details.

    13.	Upgrade the service processor firmware.

    When both HMCs are at the required software level, the service processor firmware can be upgraded. 

    On any of the HMCs, starting from the WebSM Navigation Area, select Licensed Internal Code Maintenance → Licensed Internal Code Updates → Upgrade Licensed Internal Code to a new release. In the Target Object Selection window, select the server on which to apply the firmware upgrade. In the Specify LIC Repository window, select FTP site. In The FTP Site Access Information window, enter the IP address of the FTP server where you have downloaded the firmware files, the user ID, and password needed to access the FTP server, and click in the Change Directory button to enter the full path name of the directory containing the files on the FTP server. Accept the license agreement.

     

    
      
        	
          Attention: The following steps are disruptive. You must now shut down all partitions before executing the next actions.

        
      

    

    Figure 7-29 presents the windows displayed before executing the disruptive upgrade. Click OK in the Confirm Message window when all your partitions are shut down, and you are ready to proceed with the upgrade.
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    Figure 7-29   Disruptive upgrade confirmation window

    14.	Check for the upgrade completion. Figure 7-30 shows that this particular code upgrade was successfully completed after thirty nine minutes.
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    Figure 7-30   Shows a successful code load

    15.	Check the code levels to ensure that the correct code has been loaded, this can either be done using the GUI, as in Figure 7-31 on page 377, using the ASM menu, or using the rsh prompt and the lslic command:

    hscroot@server1:~> lslic -t sys -m p570-ITSO

    lic_type=Managed System,management_status=Enabled,disabled_reason=,activated_level=169,installed_level=169,accepted_level=169,ecnumber=01SF235,mtms=9117-570*107CD9E
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    Figure 7-31   View code levels

    Notice that the new level is automatically accepted; this is due to this code being a new GA level.

    16.	Reboot the managed server.

    The server firmware level can also now be checked using the lsmcode command:

    # lsmcode -c

    The current permanent system firmware image is SF235_169

    The current temporary system firmware image is SF235_169

    The system is currently booted from the temporary firmware image.

    #

    7.2.3  Firmware update with dual SPs

    This goal of this scenario is to upgrade the firmware installed in an p5-590. Compared to a firmware update on an p5-570, it shows the update of the firmware for the Bulk Power. 

    The behavior of the p5-590 service processors is enhanced by the level 01SF235_165: The dual service processors become redundant with this level of code, which brings in a take-over function. In case of a failure of one processor, the second service processor automatically takes over the control of the server. 

    In this scenario, we simulate the loss of a service processor by unplugging it from the CEC, first with level 01SF230, and then with level 01SF235, to demonstrate the different behavior at each level.

    Planning considerations

    This scenario is based on the following environment:

    •An 8-core p5-590, installed with firmware at level 01SF230-120 in the service processor and 02BP230-125 in the bulk power.

    •An HMC installed with level 5.10.

    •A local FTP server, acting as a code repository for the HMC and SP firmware. This FTP server is an AIX 5L server connected to a VLAN accessible from the HMC with a high speed connection. 

    First, the server firmware is concurrently updated to level SF230_150/BP230_255. Then the server is upgraded to level SF235_165/BP235_157.

    Step by step execution

    The update process is very similar to the process described in 7.2.1, “Concurrent firmware update” on page 353 and 7.2.2, “Firmware update with redundant HMCs” on page 365. We only describe in this section the steps that are specific to the p5-590 or p5-595 environment. Refer to 7.2.1, “Concurrent firmware update” on page 353 and 7.2.2, “Firmware update with redundant HMCs” on page 365 for details of common steps.

    1.	Planning phase.

    Collect information about the firmware level on the installed systems (HMC and server). Do not forget the Bulk Power code.

    hscroot@590hmc:~> lslic -m Server590 -t syspower

    lic_type=Managed System,management_status=Enabled,disabled_reason=,activated_level=120,installed_level=120,accepted_level=120,ecnumber=01SF230,mtms=9119-590*02C489E

    lic_type=Power Subsystem,management_status=Enabled,disabled_reason=,activated_level=125,installed_level=125,accepted_level=125,ecnumber=02BP230,mtms=9458-100*99200ZG

    Figure 7-32 on page 379 shows the graphical display for a p5-590 server.
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    Figure 7-32   System and bulk power firmware levels

    2.	Collect information in Fix Center about the code to install.

    In this scenario, the HMC code is already at the right level of code. Only the service processor and bulk power firmware needs to be updated.

    3.	Download the update code onto the FTP server.

     

    
      
        	
          Tip: A good practice is to store power firmware and system firmware in different directories. This enables you to have more control over which firmware is loaded in what order.

        
      

    

    4.	Back up data on the HMC.

    Since the HMC code level remains untouched, you only need to back up the profile data. You can either open the Server Management window in WebSM, select the server, and select Selected → Profile Data → Backup, or use the bkprofdata command from the CLI.

    5.	Check that the server is ready to be updated.

    First, verify that you have connectivity between the HMC, the service processors and the bulk power:

    hscroot@590hmc:~> lssysconn -r all

    resource_type=sys,type_model_serial_num=9119-590*02C489E,sp=primary,ipaddr=192.168.255.253,alt_ipaddr=unavailable,state=Connected

    resource_type=frame,type_model_serial_num=9119-590*02C489E,side=unavailable,ipaddr=192.168.254.255,alt_ipaddr=unavailable,state=Version Mismatch,connection_error_code=Version mismatch 0404-0007-00000001

    resource_type=frame,type_model_serial_num=9458-100*99200ZG,side=a,ipaddr=192.168.255.254,alt_ipaddr=unavailable,state=Connected

    resource_type=frame,type_model_serial_num=9458-100*99200ZG,side=b,ipaddr=192.168.254.254,alt_ipaddr=unavailable,state=Connected

    In the previous example, the lssysconn command output shows that the HMC cannot connect correctly to the second service processor. All connection issues must be fixed before proceeding any further.

    Check that there are no pending serviceable events, as shown in Figure 7-33.
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    Figure 7-33   Closed service events

    6.	Apply the Bulk Power fix. 

    The Bulk Power firmware must be upgraded before the system firmware.

    Detailed guidelines are located in 7.1.1, “Adding a redundant SP” on page 340, Step 11. Before launching the update, the Confirmation Level Details window will let you see the expected resulting level. You can see by comparing Figure 7-25 on page 364 and Figure 7-34 on page 381 that only the power firmware is updated.
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    Figure 7-34   System and Power firmware level after update

    Once the update is launched, the Changed Licensed Internal Code Wizard Progress window shows an estimate of the time needed for completion of the operation, as well as the already elapsed time, as shown in Figure 7-35.
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    Figure 7-35   Firmware update progress

    The effective duration may be less than the estimate (about one hour). 

    7.	Apply the system firmware fix. 

    Use the same windows to update the server processor firmware from the FTP server. Figure 7-36 shows the firmware level after the completion of the update.
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    Figure 7-36   Complete firmware update

    8.	Occurrence of a service processor failure.

    We now simulate a failure of the first service processor by unplugging it from the CEC. With this version of firmware, the whole system fails, as shown in Figure 7-37 on page 383.
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    Figure 7-37   Failed system

    9.	Upgrade the bulk power firmware.

    The two next steps bring the system to level SF235_165/BP235_157, which provides redundant service processor support. We first upgrade the bulk power firmware. 

    This step requires you to stop all partitions.

    Figure 7-38 shows the code level after the upgrade. 

     

    
      
        	
          Note: Even though there are two service processors, the code housekeeping is hidden to the user. You can only see the whole server code level, and not see the detail at the service processor level.
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    Figure 7-38   Completed firmware upgrade

    10.	Power on the server.

    11.	Occurrence of a service processor failure.

    We simulate again a service processor failure by taking out the service processor from the CEC, to demonstrate the different behavior after upgrading the firmware update. 

    On the HMC WebSM display, you can see the failover to the redundant service processor, as shown in Figure 7-39 on page 385.
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    Figure 7-39   Failover to the redundant service processor

    The ASMI error log contains detailed information about the failed component and the recommended action. 

    Figure 7-40 shows that the failure occurred at 18:19. The uptime command, executed in one partition of the server, indicates that the AIX 5L partition was last booted at 17:16:

    # uptime

    18:45AM   up   1:29,  2 users,  load average: 0.00, 0.02, 0.04

    This confirms that the partition remained up and running during the failover from one service processor to the other.
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    Figure 7-40   Error Log showing failed service processor event

    Conclusion

    This scenario shows that the procedure for updating or upgrading the firmware on an IBM System p server is the same, whether there are one or two service processors. For such a task, the number of service processors is transparent for the system administrator. 

    7.3  Problem solving

    This section first provides a few administration tips in 7.3.1, “Tips for proper maintenance” on page 387, and then presents a few scenarios of system recovery.

    7.3.2, “Using the Service Focal Point with redundant HMCs” on page 393 provides example of using the Service Agent in a dual HMC configuration.

    In 7.3.3, “Loss of HMC data” on page 397, the HMC disk is failing, and all configuration data is lost. The example shows how to set up the server so it can boot without the HMC, and how to recover the HMC power.

    7.3.4, “RIO drawer loss in a redundant I/O connectivity configuration” on page 408 describes the loss of an RIO drawer and its replacement, in a redundant configuration where partitions have dual path access to the network and storage devices. 

    7.3.1  Tips for proper maintenance

    A few simple actions can save you time while maintaining you IBM System p server. 

    Keep track of the partitions’ profile data

    The configuration of partitions is stored in so-called profile data, which is kept on both the service processor and the HMC. This data is critical for your environment, since no partitions can be accessed without it. It is therefore a basic security measure to have a backup of this critical data. The best practice recommendation is to take one backup before and after each modification of partition configurations.

    Keep track of passwords

    A complete IBM System p server environment, including several HMCs and servers, contains many user IDs (see Table 7-2 on page 388). Most of them are very seldom used, and it is easy to forget about them. However, they are critical to perform some maintenance operations and you must keep track of their passwords.

    Table 7-2   Types of passwords for each environment

    
      
        	
          Environment

        
        	
          User ID

        
        	
          Purpose

        
        	
          Comments

        
      

      
        	
          ASMI

        
        	
          HMC access

        
        	
          Access to the HMC service processor

        
        	
          Set at installation time. Also know as HMC authentication.

          Critical to allow the HMC to access the service processor.

        
      

      
        	
          general

        
        	
          General access to ASMI

        
        	
           

        
      

      
        	
          admin

        
        	
          Administrator for the ASMI

        
        	
           

        
      

      
        	
           

        
        	
          celogin

        
        	
          For use by IBM technical support

           

        
        	
          Recreated by IBM technical support for each utilization. 

        
      

      
        	
          HMC

        
        	
          hscroot

        
        	
          Standard access to HMC commands

        
        	
           

        
      

      
        	
          hscpe

        
        	
          For use by IBM technical support

        
        	
          Needed to run pesh.

        
      

      
        	
          pesh

           

        
        	
          For restricted command access

        
        	
          Recreated for each utilization. Life span limited to one day.

        
      

      
        	
          root

        
        	
          Used for su access to restricted commands

        
        	
           

        
      

      
        	
          invscout

        
        	
          Inventory Scout

        
        	
          Optional.

        
      

      
        	
          Certificate Authority

        
        	
          Generation of private keys for server authentication

        
        	
          Optional.

        
      

      
        	
          Partitions

        
        	
          root

        
        	
          Superuser access to the partition

        
        	
           

        
      

    

    Other user IDs can be created in the environment. Their passwords can be reset using the privileged user IDs listed in Table 7-2 on page 388.

    Keep WebSM up to date

    When you manage your HMC from a remote workstation, you either use the command-line interface (ssh access) or the WebSM client. This client code is distributed with the HMC software and is regularly updated to match the HMC management features. When you upgrade the HMC software, it is a good practice to update the client. 

    Make sure the time is correctly set up in the whole

    environment

    It is of paramount importance that time and dates are set up correctly from the beginning. This is especially important on managed servers, as changing the time or date on the service processor requires the server to be powered off.

    It is important to set your HMC time first, using either the Installation Wizard or using the GUI menu (see Figure 7-41). This menu can be accessed by selecting HMC Management  → HMC Configuration  → Customize Console Date and Time.
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    Figure 7-41   Setup of HMC time using the GUI

    Your setting can also be checked by running the date command:

    hscroot@server1:~> date

    Wed Nov 30 17:39:20 CST 2005

    Now reboot your HMC either locally or by using the hmcshutdown -t now -r command.

     

    
      
        	
          Attention: Be very careful and do not use the HMC Customize Console Date and Time task to check your current time; it will display the current UTC time.

        
      

    

    Next, we show how to alter the date and time on your managed server; to do this, the managed server must have power applied but be logically powered off. From the HMC, the managed server will show a state of Power Off.

    Figure 7-42 shows which menu to choose from ASM to change the time and date. Note the time must be entered as Universal Time (UTC), which is sometimes referred to as Greenwich Mean Time (GMT).
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    Figure 7-42   Setup of service processor time using ASM

     

    
      
        	
          Tip: Network Time Protocol is supported on the Hardware Management Console; the following paragraph explains how to do it.

        
      

    

    The Hardware Management Console supports the Network Time Protocol (NTP), which allows an administrator to synchronize time across several systems. 

    Turn on the daemon:

    $ chhmc -c xntp -s enable 	

    Specify the IP address or host name of the server:

    $ chhmc -c xntp -s add { -a ip-address | -h hostname }

    Prepare the environment for support actions

    The HMC is a closed system; we can drill down to a command line, but this is a restricted shell and will only support common commands. There may be occasions when you will require IBM support to help perform restricted commands

    On these rare occasions, you will need to perform the steps illustrated in Figure 7-43.
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    Figure 7-43   Entering the restricted command environment

    1.	The first steps requires that you have created an hscpe user ID. The best practice is to create this user ID at the time the server is first installed. It is the client responsibility to keep track of this hscpe user ID password. Figure 7-44 shows how to create this user ID, which must have the hmcpe task role. 

    [image: ]

    Figure 7-44   Creation of an hscpe user ID

    2.	The second step requires that you request IBM to provide a pesh password. This password is generated as a function of the server serial number and the date. The password is only valid for one day. You therefore need to have the server serial number available before calling IBM. The lshmc commands can be used to retrieve the serial number:

    hscroot@590hmc:~> lshmc -v

    "vpd=*FC ????????

    *VC 20.0

    *N2 Thu Nov 17 21:50:08 CST 2005

    *FC ????????

    *DS Hardware Management Console

    *TM 7310-C03

    *SE 1052DAA

    *MN IBM

    *PN 7A9P13DTNP1

    *SZ 1047846912

    *OS Embedded Operating Systems

    *NA 9.3.5.69

    *FC ????????

    *DS Platform Firmware

    *RM V5R1.0

    "

    3.	The third step requires the root password. This password is created at the time of the first installation of the server. It is your responsibility to keep track of this password.

    Control activity from HMC consoles and remote accesses 

    To enforce data consistency and correct completion of some actions, the HMC implements locking mechanisms that prevent two incompatible actions to take place at the same time. When the server is connected to two HMCs, with remote access enabled (WebSM), many administrators may be trying to perform actions simultaneously. When you receive a warning message indicating that a task is not currently available, think first of verifying what tasks other system administrators are performing. For example, only one person can access the Licensed Internal Code Update GUI of a particular managed server at one time. Figure 7-45 shows the warning window presented to an additional administrator trying to access the Licensed Internal Code Update GUI. 
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    Figure 7-45   Warning message due to HMC function locking 

    7.3.2  Using the Service Focal Point with redundant HMCs

    This section presents some examples of Service Focal Point usage when a server is managed by two HMCs.

    Planning considerations

    This scenario uses the following environment:

    •A 12-core p5-570, installed with firmware at level SF235_160.

    •Two HMCs installed with level 5.10.

    Step by step execution

    1.	Display the serviceable event.

    We first demonstrate that the Service Focal Point windows on both HMCs display all events that occur on the managed server. We first clear the list of serviceable events on both HMC, then we generate events by unplugging one power cord on each CEC.

    Figure 7-46 presents the Repair Serviceable Event windows displayed on each HMC.
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    Figure 7-46   Serviceable events viewed from both HMCs

    Notice that the same events (numbered 82 to 84) are visible on both HMCs. The top window is captured on the first HMC named server1. You can see that its name is displayed in the Analyzing HMC column. The bottom window is captured on the second HMC. Its Analyzing HMC column refers to the HMC with serial number 10543CA, which is server1. 

    2.	Repair an event.

    We reconnect the power cord to the first CEC, to fix the event numbered 82. In the second HMC window, we right select event 82, and click the Repair action. Since the event is analyzed by the first HMC, we receive an indication message, presented in Figure 7-47, requesting to perform the repair action from the HMC providing the problem analysis.
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    Figure 7-47   Repair event information window

    We perform the repair from the other HMC, and after completion of the repair, the events appears with a Closed status on both HMC Repair Serviceable Event windows, as shown in Figure 7-48.
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    Figure 7-48   Closed Event on both HMC

     

    
      
        	
          Tip: There is a concept of primary and secondary HMC with respect to Event Repair function. The primary HMC is referred to as Analyzing HMC in the Repair Serviceable Event windows.

        
      

    

    3.	Unavailability of the primary HMC.

    We shut down the primary HMC, and let the second HMC start up. If we generate a serviceable event, this event is not recorded on the second HMC. However, this event is visible from the ASMI display.

    We reboot the second HMC, so it takes over the Problem Analysis role for the domain. 

    Figure 7-49 on page 397 shows that an event occurring after the reboot is analyzed by the second HMC.
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    Figure 7-49   Multiple Analyzing HMCs

    Conclusion

    In a dual HMC configuration, when there is a need to stop the Analyzing HMC (for example, to upgrade its code), a best practice is to reboot the secondary HMC as soon as the primary is not operational, to take over the event analyzing role. Using ASMI, it is possible to view any event that takes place during the analyzing role takeover.

    7.3.3  Loss of HMC data

    This scenario shows how to minimize the downtime of a server in the case of a complete machine room power failure, by setting the server power-on policy so that all partitions reboot automatically after the power is restored, even though the HMC may not be up. This scenario also shows how to replace a failed HMC.

    The scenario consists of the following steps.

    •Configuration of the environment: Setup of power-on policy tunables, data backups

    •Event occurrence: Power failure in the machine room

    •Power restoration

    •Server reboot

    •Disk failure on HMC 

    •HMC replacement

    Planning considerations

    This scenario is demonstrated in the following environment: 

    •A 12-core p5-570, with redundant service processors installed with firmware at level SF235_169.

    •An HMC installed with level 5.10 and maintenance package MH00454.

    The machine room power failure is simulated by disconnecting the rack power cords. 

    The disk failure on the HMC is simulated by not rebooting the HMC after the power outage, and restoring the failed HMC data onto a replacement HMC. 

    Step by step execution

    1.	Planning for power outages

    The key to an efficient recovery from any unforeseen outage is to carefully plan the restart process. In this scenario, the objectives are to:

     –	Allow the server to resume operations without the help of an HMC 

     –	Restore the software configuration from an HMC onto a replacement HMC

    2.	Configuring the server for automatic restart

    A IBM System p server can host multiple partitions. By default, partitions do not boot automatically when the system is powered on. The automatic boot behavior must be set for each partition, in the property window of one of the partition profiles as shown in Figure 7-50. In the Settings tab, the Automatically start when the managed system is powered on option must be checked, and Boot Modes selection must be set to Normal. 
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    Figure 7-50   Selecting the automatic start of a partition profile

    The server itself must be set to power up automatically when power is restored, and to start the partitions. Using the ASMI interface, select Power/Restart Control → Auto Power Restart, and choose Enabled from the pull-down Setting menu, as shown in Figure 7-51. 
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    Figure 7-51   Enabling Auto Power Restart

    Then, in the ASMI navigation area, select Power/Restart Control → Power On/Off System. The system operating mode must be set to Normal, and Boot to system server firmware must be set to Running, as shown in Figure 7-52.

     

    
      
        	
          Tip: While in this menu, check that the firmware is booting from the t-side.
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    Figure 7-52   System power on/off settings

    3.	Backing up the critical data

    In this scenario, we back up the HMC critical data on a DVD-RAM. From the WebSM navigation area, we select HMC Code Update → Backup Critical Console Data, and select Backup to DVD on local system. Figure 7-53 shows the windows that are displayed up to the successful backup completion. 
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    Figure 7-53   Backup on DVD

    4.	Occurrence of a power outage in the machine room

    The server is in operating mode, with one partition active and one partition shutdown.

    We simulate the power outage by unplugging all power cords from the CECs, and disconnecting the HMC Ethernet cable from the private VLAN, as shown in Figure 7-54. 
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    Figure 7-54   Loss of HMC connectivity

     

    
      
        	
          Note: The loss of power cannot be simulated by using the ASMI Immediate Power Off function. The system behavior when power is restored depends on the way power supply was stopped. 

        
      

    

    5.	Power restoration in the machine room

    We reconnect the power cords to all CECs, but leave the HMC Ethernet cable unplugged to simulate an HMC crash during a power shortage.

    The system performs a complete bring-up, up to the operating state. The operator panel displays a success of codes indicating all steps of the bring-up, until it reaches the state displayed in Figure 7-55. The LED on the left of the panel is steady green. 
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    Figure 7-55   Operator panel while system is up

    The partition that was active at the time of the power loss is restarted. Although the other partition is defined with the Automatically start when the managed system is powered on option turned on, it does not reboot, since it was not active when the power failure occurred. In the absence of an HMC, this can be checked by pinging or logging on the partition using the Ethernet connection.

    6.	Replacing the HMC

    The scenario assumes that the HMC is damaged during the power failure. To reduce the time where the system is not managed by an HMC, a new HMC is installed while the initial HMC is being serviced.

    The HMC replacement is performed in several steps.

    a.	Restoring the old HMC data onto a new HMC

    b.	Reboot your HMC.

    When the Eserver logo appears, press F1 to enter Configuration/Setup menu.

    From this menu, there are three main points to check.

    i.	Check that the Date is correct.

    Scroll down to the Date and Time section and set the current date and time.

    ii.	Ensure the start up options include the CD-ROM.

    Scroll down to Start Options → Startup Sequence Options and set the following:

    First Startup Device
	[ Diskette Drive 0

    Second Startup Device	
[ CDROM

    Third Startup Device
	[ Hard Disk 0

    Fourth Startup Device
	[ Disabled

    iii.	Disable HyperThreading.

    Scroll down to Advanced Setup → CPU Options and set the following:

    Hyper - Threading Technology
	[ Disabled

    Save your current settings by selecting Save Settings → Exit Setup and selecting Yes, exit the setup utility.

    At this point, an automatic reboot of the HMC occurs; ensure you place the first disk of your Recovery DVD into the CD-ROM drive.

    The HMC now boots to the Hardware Management Console Install, Backup, and Restore Wizard window (see Figure 7-56). From here, you are presented with four options.
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    Figure 7-56   Install, Backup, and Restore Wizard

    For this scenario, we choose the Install option.

    We are now presented with the following choices:

     •	Install from media.

     •	Install from network. You can provide a static IP address or use one provided by the Dynamic Host Configuration Protocol (DHCP) server.

    In our case, we are installing from the Recovery DVD, so we choose the Install from Media option.

    Click Finish to confirm all your selections and start the installation process. 

     

    
      
        	
          Note: If at any point during the installation process your screen goes blank, use the shift key to reactivate it.

        
      

    

    The first DVD will be processed and after some time we are presented with two further options:

    1. --Install additional software from media

    2. --Finish the installation at a later time

    Place your second Recovery DVD into the CD-ROM drive and pick option 1.

    The process is now installing utilities, such as InfoCenter and any miscellaneous updates.

    After disk two processing completes, we are now asked if we wish to restore any critical consoles data:

    1. --Restore Critical Console Data from DVD media.

    2. --Finish installation.

     

    
      
        	
          Note: It is important that the Critical Console Data DVD is already loaded in the CD-ROM drive before picking option 1.

        
      

    

    On completion, we are asked to verify the current Locale and Keyboard settings. For our scenario, we are using en_us American English and US keyboard. Answer the on screen prompts to not prompt for these settings again on the next reboot. 

    Your HMC is now successfully reinstalled and incudes all data previously saved on your Critical Console Data backup DVD.

    7.	Reconnecting the HMC

    It is important that all Ethernet connections are made as per the original configuration; this will include Ethernet to the Service Processor (SP) and any Ethernet to other LANs.

    8.	Discovery of the environment

    The new, or rebuilt HMC, will now automatically discover your managed server environment. These connections can be verified by using the lssyconn command, as shown below:

    hscroot@server1:~> lssysconn -r all

    resource_type=sys,type_model_serial_num=9117-570*107CD9E,sp=primary,ipaddr=192.168.254.254,alt_ipaddr=unavailable,state=Connected

    resource_type=sys,type_model_serial_num=9117-570*107CD9E,sp=secondary,ipaddr=192.168.255.253,alt_ipaddr=unavailable,state=Connected

    Conclusion

    Setting the server and partitions options to enable the auto start function may speed up the recovery of the environment after a power failure. The key to achieving this feature is to understand the underlying rationale:

    •The auto start feature only attempts to recover from involuntary events. 

    •The auto start features will not attempt to change a state that was reached after a voluntary action.

    •As a result, a system will only be powered on by the auto start function if the loss of power is the result of an event external to the server environment (Server, ASMI, HMC).

    •For example, consider this series of events: 

     –	A server is powered off through the ASMI Immediate Power Off function. 

     –	The electrical power supply to the SP is stopped.

     –	The power is restored to the service processor.

    The service processor will bring the system back to the Power Off state, where it was brought to by the last voluntary action (ASMI Immediate Power Off).

    •Only partitions that were active at the time of the power failure will start (if they are configured for automatic startup on system power on). 

    7.3.4  RIO drawer loss in a redundant I/O connectivity configuration

    In this scenario, we show how a logical partition can withstand the loss of an I/O drawer if correctly configured with resources spread across RIO buses.

    Planning considerations

    We use Ethernet Link Aggregation (Ethernet LA) and rootvg mirroring, as shown on Figure 7-57 on page 409. For a more detailed explanation of these features, see 6.4, “Using AIX 5L LVM mirroring” on page 241 and 6.6, “Ethernet Link Aggregation” on page 254.
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    Figure 7-57   Mirroring of rootvg

    As you can see from the following output, hdisk0 is in the primary CEC drawer serial number (S/N) U7879.001.DQD186N and hdisk10 is situated in the external I/O drawer S/N U7311.D20.10832BA:

     

    # lscfg -vl hdisk0

      hdisk0           U7879.001.DQD186N-P1-T14-L4-L0  16 Bit LVD SCSI Disk Drive 

    # lscfg -vl hdisk10

      hdisk10          U7311.D20.10832BA-P1-C08-T2-L10-L0  16 Bit LVD SCSI Disk 

     

    
      
        	
          Tip: Notice how location codes are formatted on IBM System p5. On a p5-570, the serial number can be found behind the front cover, on the right hand side flange of the drawer. U7879 denotes the system drawer enclosure feature code.

        
      

    

    Figure 7-58 shows the configuration of Ethernet LA, with the ent8 adapter consisting of the aggregation of the ent1, ent4, and ent6 physical adapters.
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    Figure 7-58   Ethernet Link Aggregation (Ethernet LA)

    It can be seen that both Ethernet adapter (ent6) and system disk (hdisk10) are both situated in an external I/O drawer Model D20 S/N 10 832BA. Figure 7-59 confirms this.

    [image: ]

    Figure 7-59   I/O configuration

    Step by step execution

    We now emulate a power outage to this D20 drawer, then examine what errors are generated and how best to decipher them.

    The operating system error log is probably the most complex to interpret, due to the amount of errors that are generated against numerous resources for the one event:

    # errpt

    IDENTIFIER TIMESTAMP  T C RESOURCE_NAME  DESCRIPTION

    BFE4C025   1202144505 P H sysplanar0     UNDETERMINED ERROR

    BFE4C025   1202144505 P H sysplanar0     UNDETERMINED ERROR

    BFE4C025   1202144405 P H sysplanar0     UNDETERMINED ERROR

    EAA3D429   1202144305 U S LVDD           PHYSICAL PARTITION MARKED STALE

    EAA3D429   1202144305 U S LVDD           PHYSICAL PARTITION MARKED STALE

    EAA3D429   1202144305 U S LVDD           PHYSICAL PARTITION MARKED STALE

    BFE4C025   1202144305 P H sysplanar0     UNDETERMINED ERROR

    EAA3D429   1202144305 U S LVDD           PHYSICAL PARTITION MARKED STALE

    291D64C3   1202144305 I H sysplanar0     platform_dump indicator event

    291D64C3   1202144205 I H sysplanar0     platform_dump indicator event

    EAA3D429   1202144205 U S LVDD           PHYSICAL PARTITION MARKED STALE

    EAA3D429   1202144205 U S LVDD           PHYSICAL PARTITION MARKED STALE

    AA8AB241   1202144205 T O OPERATOR       OPERATOR NOTIFICATION

    EAA3D429   1202144205 U S LVDD           PHYSICAL PARTITION MARKED STALE

    F7DDA124   1202144205 U H LVDD           PHYSICAL VOLUME DECLARED MISSING

    52715FA5   1202144205 U H LVDD           FAILED TO WRITE VOLUME GROUP STATUS AREA

    613E5F38   1202144205 P H LVDD           I/O ERROR DETECTED BY LVM

    613E5F38   1202144205 P H LVDD           I/O ERROR DETECTED BY LVM

    EAA3D429   1202144205 U S LVDD           PHYSICAL PARTITION MARKED STALE

    613E5F38   1202144205 P H LVDD           I/O ERROR DETECTED BY LVM

    6472E03B   1202144205 P H sysplanar0     EEH permanent error for adapter

    FEC31570   1202144205 P H sisioa0        UNDETERMINED ERROR

    C14C511C   1202144205 T H scsi5          ADAPTER ERROR

    291D64C3   1202144205 I H sysplanar0     platform_dump indicator event

    F6A86ED5   1202144105 P S ent7           SERVICE CALL FAILED

    F6A86ED5   1202144105 P S ent6           SERVICE CALL FAILED

    #

    We can utilize the built-in features of AIX 5L to help us analyze the errors. We use the diag command and step through the menus to Advanced Diags and then Problem Determination. You can read more about diag in 6.2, “Using AIX 5L error report and diagnostics” on page 207.

    Example 7-1 shows the results of running the diag command.

    Example 7-1   diag results
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    PREVIOUS DIAGNOSTIC RESULTS                                                                        801017

     

    One or more errors are logged that have already been

    reported to the Service Focal Point (SFP). Use the SFP to

    resolve these problems. If the problems have been closed

    on the SFP, run the Log Repair Action Service Aid for the

    resource that reported the problem.

     

    Do you want to review these previously reported errors?

     

     

    Move cursor to desired item and press Enter.

     

    NO

    YES
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    You can see that diag is pointing us towards the HMC and Service Focal Point (SFP) to resolve any problems. However, we can continue and review the reported errors (for the purpose of this example, we have removed some of the additional word information from the diag report shown in Example 7-2). It can be seen that out of the five errors that diag has identified and analyzed, it rated the most probable cause to be a loss of power/cooling to the I/O drawer U7311.D20.10832BA.

    Example 7-2   diag problem determination report
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    PREVIOUSLY REPORTED PROBLEMS                                                                       801018

     

    [TOP]

    The Service Request Number(s)/Probable Cause(s)

    (causes are listed in descending order of probability):

     

    100090F0: Power/Cooling subsystem Unrecovered Error, general. Refer to the

                system service documentation for more information.

                     Date: Fri Dec  2 14:45:34 2005

                     Sequence number: 362

                     Label: SCAN_ERROR_CHRP

        Priority: M  Maintainence Procedure: PWR1907 Location:

        U7311.D20.10832BA

        Priority: M  FRU: TWRCARD Location:

        U7311.D20.10832BA

     

    B7006970: I/O subsystem (hub, bridge, bus) Unrecovered Error, general. Refer

                to the system service documentation for more information.

                     Date: Fri Dec  2 14:45:04 2005

                     Sequence number: 361

                     Label: SCAN_ERROR_CHRP

        Priority: M  FRU: 53P3472 S/N: YL1A24362074 CCIN: 28BE Location:

        U7311.D20.10832BA-P1

        Priority: M  FRU: MA_BRDG

        Priority: M  Maintainence Procedure: MABIP50

     

    B7006970: I/O subsystem (hub, bridge, bus) Unrecovered Error, general. Refer

                to the system service documentation for more information.

                     Date: Fri Dec  2 14:44:19 2005

                     Sequence number: 360

                     Label: SCAN_ERROR_CHRP

        Priority: M  FRU: 53P3472 S/N: YL1A24362074 CCIN: 28BE Location:

        U7311.D20.10832BA-P1

        Priority: M  FRU: MA_BRDG

    Priority: M  Maintainence Procedure: MABIP50

     

    B7006981: I/O subsystem (hub, bridge, bus) Unrecovered Error, general. Refer

                to the system service documentation for more information.

                     Date: Fri Dec  2 14:43:49 2005

                     Sequence number: 356

                     Label: SCAN_ERROR_CHRP

        Priority: M  FRU: 97P2459 S/N: YL12C4342113 CCIN: n/a Location:

        U7311.D20.10832BA-P1

     

    BA188002: Platform Firmware Predictive Error, general. Refer to the system

                service documentation for more information.

                     Date: Fri Dec  2 14:42:40 2005

                     Sequence number: 342

                     Label: PCI_PERMANENT_ERR

        Priority: H  FRU: 97P6516 S/N: n/a CCIN: n/a Location:

        U7311.D20.10832BA-P1-C08

        Priority: L  FRU:  53P3472 S/N: n/a CCIN: n/a Location:

        U7311.D20.10832BA-P1

    [BOTTOM]

     

    Use Enter to continue.

     

    F3=Cancel                 F10=Exit                  Enter
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    We now approach the failure from the HMC and select Service Applications → Service Focal Point to identify and resolve any errors. Figure 7-60 shows serviceable events reported in SFP.
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    Figure 7-60   Manages Serviceable Events after I/O drawer failure

    Which error do we work on first? Running diag in AIX 5L tells us the most probable cause is reference 100090F0. Common sense also tells us that if we have lost communication with an I/O backplane and that we have power error at the same time, then we should look for a loss of resource due to power failure.

    When SFP reports several errors at the same time, we recommend that you use InfoCenter to look up the meaning of all these errors, before trying to fix one. In this scenario, Figure 7-61 on page 415 shows how InfoCenter describes the first error in the sequence. 

    Straight away we can see that InfoCenter has a note guiding us to resolve any power related problems (1xxx SRC) first.
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    Figure 7-61   Error code B7006981

    In Figure 7-62, we investigate a repair after selecting Service Focal Point → Repair Serviceable Event.
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    Figure 7-62   Repair 100090F0

    This in turn guides us using the relevant power procedure (PWR1907) (see Figure 7-63), and eventually leads us to check and replace any faulty I/O drawer power supply unit (PSU).
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    Figure 7-63   PWR1907 specification window
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    •IBM eServer p5 510 Technical Overview and Introduction, REDP-4001
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    •7014 Series Model T00 and T42 System Rack Service Guide, SA38-0577, contains information regarding the 7014 Model T00 and T42 Racks, in which this server can be installed.

    •7316-TF3 17-Inch Flat Panel Rack-Mounted Monitor and Keyboard Installation and Maintenance Guide, SA38-0643, contains information regarding the 7316-TF3 Flat Panel Display, which can be installed in your rack to manage your system units.

    •IBM System p5, eServer p5 and i5, and OpenPower Planning, SA38-0508, contains site and planning information, including power and environment specification.

    •RS/6000 and eServer pSeries Adapters, Devices, and Cable Information for Multiple Bus Systems, SA38-0516, contains information about adapters, devices, and cables for your system. 

    •RS/6000 and eServer pSeries PCI Adapter Placement Reference, SA38-0538, contains information regarding slot restrictions for adapters that can be used in this system.

    •System Unit Safety Information, SA23-2652, contains translations of safety information used throughout the system documentation.

    •IEEE, IEEE 1100-2005 Recommended Practice for Powering and Grounding Electronic Equipment, IEEE, ISBN 0738148806

    Online resources

    These Web sites and URLs are also relevant as further information sources:

    •Advanced POWER Virtualization on IBM System p5

    http://www.ibm.com/servers/eserver/pseries/ondemand/ve/resources.html

    •Customer Specified Placement and LPAR Delivery

    http://www.ibm.com/servers/eserver/power/csp/index.html

    •Hardware documentation

    http://publib16.boulder.ibm.com/pseries/en_US/infocenter/base/

    •Hardware Management Console support information

    https://www14.software.ibm.com/webapp/set2/sas/f/hmc/home.html

    •IBM central fix repository (Fix Central)

    http://www.ibm.com/eserver/support/fixes/fcgui.jsp

    •IBM eServer p5 AIX 5L Support for Micro-Partitioning and Simultaneous Multithreading, found at:

    http://www.ibm.com/servers/aix/whitepapers/aix_support.pdf

    •IBM eServer support: Tips for AIX 5L administrators

    http://techsupport.services.ibm.com/server/aix.srchBroker

    •IBM POWER5 Processor-based Servers: A Highly Available Design for Business-Critical Applications, found at:

    http://www-03.ibm.com/systems/p/hardware/whitepapers/power5_ras.pdf

    •IBM Systems Information Centers

    http://publib.boulder.ibm.com/eserver/

    •IBM System p microcode update

    http://www14.software.ibm.com/webapp/set2/firmware/gjsn

    •IBM System p Performance Report

    http://www.ibm.com/servers/eserver/pseries/hardware/system_perf.html

    •IBM System p support

    http://www.ibm.com/servers/eserver/support/pseries/index.html

    •IBM Virtualization Engine

    http://www.ibm.com/servers/eserver/about/virtualization/

    •Introduction to InfiniBand, found at:

    http://www.mellanox.com/pdf/whitepapers/IB_Intro_WP_190.pdf

    •The IBM System Planning Tool is a PC based tool intended assist you in logical partitioning

    http://www-1.ibm.com/servers/eserver/iseries/lpar/systemdesign.htm

    •Linux on IBM System p

    http://www.ibm.com/servers/eserver/pseries/linux/

    •Microcode Discovery Service

    http://www14.software.ibm.com/webapp/set2/mds/fetch?page=mds.html

    •Quick links for AIX fixes

    http://www-03.ibm.com/servers/eserver/support/unixservers/aixfixes.html

    •Resource Link

    http://www.ibm.com/servers/resourcelink

    •More information about Service Agent may be obtained at the following URL:

    http://www.ibm.com/support/electronic

    •Service and support best practices

    http://www.ibm.com/servers/eserver/support/unixservers/bestpractices.html

    •SUMA on AIX 5L

    http://www14.software.ibm.com/webapp/set2/sas/f/suma/home.html

    •Virtual I/O Server supported environments

    http://www14.software.ibm.com/webapp/set2/sas/f/vios/home.html

    How to get IBM Redbooks

    You can search for, view, or download Redbooks, Redpapers, Hints and Tips, draft publications and Additional materials, as well as order hardcopy Redbooks or CD-ROMs, at this Web site: 

    ibm.com/redbooks

    Help from IBM

    IBM Support and downloads

    ibm.com/support
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    ibm.com/services
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    This IBM Redbook focuses on the technology, serviceability, and features that are used by the IBM Eserver p5 and IBM System p5 servers, which allow you to make your server one of the most reliable and available parts of your IT infrastructure. 

     

    This redbook explains how the server availability can be improved by: 

     

    - Proper planning of the server environment and configuration

    - Understanding the role of the service processors and firmware components, and how they can be best configured and managed

    -Using high availability and redundancy features provided by the AIX 5L operating system and the Virtual IO server
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